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ABSTRACT 

Determination of the stresses and displacements 

which occur in response to random excitations cannot be 

accomplished by traditional deterministic analysis 

methods. As the specification of the excitation and the 

response of the structure become more complex, solutions 

by direct, closed-form methods require extensive 

computations. 

Two methods are presented which can be used in the 

analysis of structures which are subjected to random 

excitations. The Power Spectrum Method is a procedure 

which determines the random vibration response of the 

structure based upon a frequency response analysis of a 

structural model. The Response Spectrum Method is a 

method which is based upon specified forces or displace

ments as a fUnction of time. 

A derivation of each of the methods is presented 

and followed by comparisons of the results which were 

obtained for single and multiple-degree-of-freedom 

systems. Assumptions and limitations of the methods are 

discussed as well as their accuracy over ranges of 

frequency, damping and loading specification. 

xi 



xii 

As a direct application and comparison of the two 

methods, an analysis of the support system for the primary 

mirror of the Space Infrared Telescope Facility (SIRTF) 

has been performed. In addition, a method for the evalua

tion of the critical damping in a single-degree-of-freedom 

structure is demonstrated. 



CHAPTER 1 

INTRODUCTION 

All structures which possess mass and elasticity 

are capable of vibration. The study nf vibration is 

concerned with the oscillatory motions of structures and 

the internal forces which develop as a consequence of 

these motions. Two basically different approaches can be 

used for the evaluation of the structural response to 

vibratory loadings. The choice of the method to be used 

depends upon the definition of the loading. If the entire 

time variation of the vibration is known, it is referred 

to as a prescribed dynamic loading. Computational methods 

for the determination of the stresses and displacements 

which result from prescribed dynamic loadings are called 

deterministic analyses. If the time variation of the 

vibration is not known but can be defined in a statistical 

sense, the loading is termed a random dynamic loading. A 

nondeterministic analysis method is used to provide 

statistical information about the motions which result 

from statistically defined random loadings. 

Random vibration theory has become an important 

subject in the last 30 years, in part due to the advances 

1 
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which have been made in high-speed flight vehicles. When 

application of the theory became necessary for design, it 

was not required to start from the beginning. Related 

problems such as those involving the response of a control 

system to random signals containing unwanted noise had 

been previously studied by Rice (1945), Laning (1956) and 

Bendat (1958). In addition, the mathematical basis of 

statistical mechanics was well understood and documented 

in works such as those by Cramer (1946), Feller (1950) and 

Davenport (1958). Another important contribution to the 

development of random vibration theory was in the studies 

of metal fatigue problems by Miner (1945), Miles (1954) 

and Powell (1958). 

Based upon these and other similar studies, the 

mathematical theory of random vibrations was formulated 

and defined in works such as those by Thomson (1957), 

Crandall (1958) and Robson (1961). Advancement of random 

vibration theory was rapid as its application was spread 

to engineetlng analysis disciplines. All of the important 

developmental work in this discipline is numerous, 

however, the studies by Dyer (1961), Tack (1962) Clarkson 

(1962), Lyon (1962) and Hecker (1962) were among the most 
\ 

significant of the earlier works in which design methods 

for random vibration analysis were developed. 

Early design methods for random vibration analysis 

relied heavily upon mathematical formulations of the 
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problem. Among the most often used of these methods for 

the analysis of linear structures which are subjected to a 

stationary and ergodic random process is referred to in 

this dissertation as the Power Spectrum 'Method. Docu

mented by Crandall (1958), the Power Spectrum Method is 

important because it allows the statistical response of a 

linear structure to a stationary and ergodic random 

process to be evaluated by the methods of frequency 

response analyses. 

Determination of the transfer fUnction which is 

the goal of a frequency response analysis was often 

obtained experimentally for complex systems or 

analytically by solving the differential equations of 

motion. However, with the advent of high-speed compute~s 

and the development of the finite element method, 

numerical techniques for frequency response analysis for 

complex models have become available. Based upon the 

fundamentals of matrix algebra and energy methods in 

structural mechanics, the finite element method may be 

used to calculate the transfer fUnction by the numerical 

evaluation of an analytical model which is subjected to a 

variable frequency harmonic loading (Kapur). The NASTRAN 

(NASA Structural Analysis) program is a current benchmark 

finite element program in the engineering profession which 

has the capability to perform frequency response analysis 

(Joseph). 



Although the results from the Power Spectrum 

Method can be quite accurate, the cost and execution 

time of the method can be substantial for complex 

structural models, especially when performing parametric 

studies. Simpler and less costly alternatives to the 

4 

Power Spectrum Method such as the Statistical Energy 

Method (Stearn) have been developed. Another method which 

has gained popularity as a less expensive approach to the 

solution of vibration problems, especially in the analysis 

of building structures to the random ground motion of 

earthquakes, is the Reponse Spectrum Method which is based 

on the work by Rosenblueth (1951). In the analysis of 

structures, the maximum displacement or force has the most 

practical value for design purposes. For a single-degree

of-freedom (SDOF) structure, this quantity is usually 

represented by the maximum force or relative displacement. 

Response spectra are plots of these peak response 

parameters as fUnctions of natural frequency and damping. 

Generation of response spectra are often made from 

an evaluation of vibration records by the Duhamel integral 

(Clough and Penzien). However, for a random excitation 

this type of deterministic approach is not valid. It has 

been suggested by Vanmarcke(1976) that response spectra 

can be generated from the power spectral density (PSD) 

functions which define the random excitation of a SDOF 

structure. These response spectra are obtained by the use 



of the white noise approximation to the Power Spectrum 

Method as a solution for a SDOF structure which is 

subjected to a PSD input function. 

,5 

As an approximate solution to problems which 

involve a non-uniform PSD input function, the white noise 

approximation (which is the basis of the Response Spectrum 

Method) is a valid approximation for certain ranges of 

damping, frequency and slope of the PSD input function. 

Although the white noise approximation has been used 

extensively (e.g. Hurty and Rubinstein) its limits of 

accuracy have not been documented. The primary goal of 

this dissertation is to quantify the limits of accuracy of 

the white noise approximation by comparing the approximate 

solutions using the Response Spectrum Method to solutions 

which were obtained by the Power Spectrum Method. No 

approximations or limitations with respect to frequency, 

damping or PSD slope were made in the development of the 

Power Spectrum Method (Crandall, 1958). 

All random processes considered herein are assumed 

to be stationary and ergodic with a Gaussian (normal) 

probability distribution. The vibration response is 

assumed to be linear and the input functions are assumed 

to be non-correlated. 



CHAPTER 2 

THE POWER SPECTRUM METHOD AND RESPONSE SPECTRUM 
METHODS APPLIED TO SDOF SYSTEMS 

Before the Power Spectrum and Response Spectrum 

Methods are discussed, it is important to define certain 

mathematical concepts and statistical terminology. 

A Random Process 

A number of physical phenomena occur by which an 

instantaneous value at any future time cannot be exactly 

predicted. Examples include the noise of a jet engine, 

the heights of waves in a choppy sea and the ground motion 

of an earthquake. Data of these types are known as random 

time functions. A typical continuous random time function 

is shown in Figure 2.1. Although the character of the 

function may be irregular, many continuous random 

phenomena exhibit some degree of statistical regularity 

whereby certain averaging procedures can be applied to 

establish useful engineering relationships. 

In general, several records of the type shown in 
~ 

Figure 2.1 are necessary to establish statistical 

regularity for a random time function. The entire 

6 
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Figure 2.1. A Record of a Random Time Function 

• 
• 
• 

Figure 2.2. An Ensemble of Random Time Functions 

7 



collection of all such records is called an ensemble 

(Figure 2.2) and is said to constitute a random process. 

If at any time t, the values of the quantities xl(tl ), 

x2 (tl ), ••• , etc. are independent of tl the random 

process is said to be stationary. If the distribution of 

quantities xl (tt' xl (t2) , ••• , etc. at anyone time is 

equal to the distribution with respect to time of any 

single random time fUnction the random process is said to 

be ergodic. In this dissertaion all random processes are 

assumed to be continuous as well as both stationary and 

ergodic. These assumptions provide the capability to 

allow the statistical properties of a single random time 

fUnction to define the statistical properties of the 

entire random process. 

Power Spectral Density 

8 

An important statistical definition of a 

stationary and ergodic random process is knowri as the 

power spectral density (PSD). To develop the concept of 

power spectral density consider the continuous random time 

function x(t) which has commenced at time t = -00 and 

continues until time t = +00 (Figure 2.3a). For a 

function of this type it is not possible to determine a 

Fourier transform (Robson). However, the Fourier 

transform of the function xT(t) shown in Figure 2.3b can 

be determined where xT(t) is defined to be identical with 



x( t) 

o 

Figure 2.3. Random Time Functions 

T 
"2 

9 
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x(t) over the interval -T/2 < t < T/2 and equal to zero at 

all other times. For the function xT(t) the mean-square 

value of x
T 

can be expressed in terms of the Fourier 

transform (Crandall, 1958) by the relationship: 

where: 

C1 xT 

2 . 2 
C = <xT (t» 

xT 

2 

= ~ l:T 2 
(t)dt 

= ; [I~AT (if) 12df 

= mean-square value of the function 

AT(if) = Fourier transform of the fUnction 

(2.la) 

(2.lb) 

(2.1c) 

xT 

xT• 

As T approaches infinity, the mean-square value of 

the function x(t) b~comes: 

c/ = <x
2

(t» = i~:: [ilA.r(if) 12 ]df (2.2a) 

=IS~(f)df (2.2b) 

where S(f) = i:: [;IAT (if)1
2 ] 

The quantity S(f) is called the power spectral density 

of the random time function x(t). The power spectral 

density indicates the manner of distribution of the 



harmonic content of the random time function over the 

frequency range from zero to infinity. 

11 

For illustration, typical PSD functions which have 

been generated from various random time functions are 

shown in Figure 2.4. The frequency content of the random 

time fUnction in 2.4a is widely scattered and is 

characterized by a bounded PSD fUnction which has its 

greatest values in the middle frequency range. In 

contrast, the PSD function shown in 2.4b is concentrated 

near a single frequency which reflects the narrow-band 

random time function. A limiting case is defined in 2.4c 

as the white noise condition which represents a random 

time function which contains a uniform spectrum over the 

full frequency range from zero to infinity. Additional 

information regarding the generation and measurement of 

PSD fUnctions can be obtained from Crandall (1963) or 

Blackman (1958). 

Autocorrelation Function 

Another important statistical quantity which is 

necessary in the development of the theory of random 

vibration analysis is the autocorrelation function. For 

a random time function x(t) such as that shown in Figure 

2.1, the autocorrelation function R(T) is defined as: 

R(T) = <x(t) x(t + T» (2.3) 



12 

RANDOM TIME" FUNCTION PSD FUNCTION 

F(t) S(f) 

------------------+f 
(0) 

F(t) S(f) 

~---------------+f 
(b) 

White Noise 

~-----------------+f 
(c) 

Figure 2.4. Power Spectral Density Functions for Defining 
Random Time Functions 
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The autocorrelation fUnction can thus be determined by 

first multiplying the value of a quantity x(t) at any time 

t by the value x(t + T) when a time T has elapsed. When 

all multiplications have been performed at all values of 

t, the mean value of all such products is taken and the 

result is the autocorrelation function. 

To determine a relationship between two spectral 

density functions it is important to consider the Fourier 

transform relationship between the autocorrelation 

fUnction and the power spectral density function. This 

important relationship has been developed in random 

vibration textbooks (e.g. Robson) and is given by: 

1
0:> 

-iwt 
S(w) = 2 _~(T)e dT 

The Power Spectrum Method for snOF Systems 

To determine the response of a linear snOF 

(2.4) 

structure to a stationary and ergodic random process by 

the Power Spectrum Method first consider the autocorrela

tion fUnction of a response function x(t). From equations 

2.3 and 2.1: 
R (-r) = <x(t) x(t + 'r» x 

= 
lim 
T+o:> 

J:.. fTx (t) 
2T 

-T 

x(t + T)dt ( 2 • 5 ) 

To evaluate equation 2.5 the following relationship for 

the response x(t) is used (Crandall, 1958): 
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x (t) = [:(T) fIt - T)dt 

where h(T) is the unit impulse response 

(2.6a) 

function which is 

the Fourier transform of the transfer function, H(w) and 

is given by: 

1 l CO 

• h(T) = 21T _coH(W)e~WTdw (2.6b) 

and f(t) is the excitation function. Substitution of 

equation 2.6a into.equation 2.5 and interchanging the 

order of integration produces: 

Rx (df ITI )dT I r: (T 2 )dT
2 ~!: 2~ fIt - T1 ) f (t - T - t 2) dt 

o ~o -T (2.7) 

Because f(t) is a stationary random process, the third 

integral in equation 2.7 is the autocorrelation function 

for f and equation 2.7 becomes: 

·RxIT) = [:(T1 )dT l I:(T 2 )Rf (T + T2 - T1 )dT 2 (2.8) 

.. r::. 
A direct evaluation of equation 2.8 is extremely complex. 

It is usually easier to consider its Fourier transform 

equivalent. Substitution of equation 2.8 into equation 

2.4 yields an expression for the power spectral density of 

the response: 
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Because h(t) is identically zero for all t < 0 it is 

possible to lower the limits of integration in equation 

2.9 from zero to -me Interchanging the resulting equation 

yields: 

Sx (w) = 2 £~(<l)d<l f~{<2)d<2 I~e-iwt Rf {< + <2 - <l'd, 

(2.10) 

Letting T + T2 - TI = T3 and rearranging the exponentials 

produces: 

[ 

-WT 
2d't

2 
R f (T 3 )e 3d 't3 

-m 

(2.11) 

substitution of the Fourier transform relationship given 

by equation 2.4 into equation 2.11 and the substitution of 

the inverse of equation 2.6b which is given by: 

H (w)· = [h(t1e-i"tdt 

produces the following relationship 

Sx(W) = H(w) H(-w) Sf(w) 

= H(w) H(w)Sf(w) 

2 
= IH(w) I Sf(w) 

(2.12) 

(2.13a) 

(2.13b) 

(2.l3c) 

Equation 2.13c is the basis of the Power Spectrum 

Method. It defines the power spectral density of the 

response Sx(w) as the product of the power spectral 

density of the excitation Sf(w) and the square of the gain 
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function. The gain function, IH(W) I, is defined by: 

H(w) = IH(w) leit/J (2.13d) 

where: I H(w)1 = the amplitude of the transfer function 
(gain function) 

and t/J = the phase angle of the transfer function. 

Of particular interest in the evalution of the 

response of most structures to a random vibration is the 

variance or mean-square of the response. From equation 

2.2b, the mean-square of the response is related to the 

PSD of the response by: 

ax2(~) = j(;x(~)d~ . 
and from equation 2.13: 

ax2(~) = )[~H(~) 12Sf(~)d~ (2.14) 

The root-mean-square (RMS) is defined as a, or as the 

square root of the expression defined in equation 2.14. 

Frequency Response Analysis of SDOF Systems 

The importance of the transfer function, H(w) in 

random vibration analysis is apparent in the previous 

derivation of the Power Spectrum Method. For a snOF 

system H(w) can be determined from the frequency response 

solution to the dynamic equation of motion. Calculation 

of transfer functions are dependent upon the form of the 
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excitation and the type of output. As an example, the 

SDOF system shown in Figure 2.5 is subjected to an 

acceleration of its support and the output is the relative 

displacement of the mass. For this system, the equation 

of motion becomes: 

.. . 
mx + cx + kx = -mig~in Nt (2.15) 

where: m = mass of the system 

c = damping coefficient 

k = structural stiffness 

xt = total displacement 

= Xg + x 

Xg = displacement of the support 
.. acceleration of the support applied to Xg = 

at a circular frequency w. 
The general solution to the second-order, linear 

differential equation (2.15) is the complementary solution 

to the homogeneous equation and a particular solution to 

the specified loading. The complementary solution is the 

transient, or the free-vibration response which will often 

damp out quickly and have a negligible effect upon the 

total solution (Clough and Penzien). The particular 

solution is the pteady-state response at the frequency of 

the applied loading, but not in phase, is: 
.. 

x(t) = ~ ________ ~~m~----~-r 
k 2 2 ~ 

[ (k - mu.: ) + ( c vJ ) ) 

(2.16) 
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Figure 2.5. A SDOF'System Subjected to Support Excitation 
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or: x(t) = psin(;t - e) (2.17) 

where: p = amplitude of the steady-state response 

in which: 

H (1.0) 
m = = transfer function. 

[(k - m~2)2 + (cw)2]~ 

For this example, the transfer function can be thought of 

as a magnification factor which represents the ratio of 

the steady-state dynamic displacement to the displacement 

which results when the exciting force is applied 

statically (Hurty and RUbinstein). 

Example 2.1 

As an application of the Power Spectrum Method for 

the analysis of a linear SDOF system, consider the 

structure shown in Figure 2.6a which is subjected to the 

single-point random base acceleration input shown in 

Figure 2.6b. The transfer function has been calculated 

from equation 2.16 and is shown in Figure 2.6c. The mean-

square value of the relative displacement of the mass is 

calculated numerically and is shown in the accompanying 

table. 
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IHCf )1 

k 

f 

(a) (b) (c) 

f(Hz) Sf(f) 1 H (f) 1 IH(f) 1
2
6f SfIH(f) 1

2
6f 

0 o. 1.0 10. o. 
10 o. 1.0 10. o. 
20 0.2 1.0 10. 2. 
30 0.6 1.0 10. 6. 
40 1.2 1.0 10. 12. 
50 1.8 1.2 14.4 25.92 
60 1.8 1.6 25.6 46.08 
70 1.1 2.0 40.0 44.9 
80 0.9 3.7 136.9 123.21 
90 1.1 5.4 291.6 320.76 

100 1.2 3.0 90.0 108. 
110 1.1 1.4 19.6 21.56 
120 0.8 0.6 3.6 2.88 
130 0.6 0.1 0.1 .06 
140 0.3 o. o. o. 
150 0.2 o. o. o. 
160 0.2 o. o. o. 
170 0.2 o. O. o. 
180 0.1 o. o. o. 
190 0.1 o. o. o. 
200 0.5 o. o. o. 
210 o. o. o. o. 

C1 2 2 
= 712.47g 

x 

Figure 2.6. Power Spectrum Method for a SDOF System 



Power s~ctrum Method Using 
~Finite Element Method 

In Example 2.1 it was demonstrated that the PSD 

of the response can be calculated from the PSD of the 

input if the transfer fUnction has been determined. The 

transfer fUnction of a structure can often be obtained 

experimentally by applying to the base of the structure 

a variable frequency sinusoidal shaker with a constant 

input (Thomson 1981). Alternatively, for simple 

structural models analytical methods may be used to 
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determine the transfer functions. For complex structures, 

frequency response analyses can be accomplished 

numerically by using the finite element method. 

The finite element method is a well documented 

analysis method in structural mechanics (e.g. Cook, 

Gallagher, zienkiewicz). To solve frequency response 

analysis problems by the finite element method, the 

dynamic equation of motion (equation 2.15) is solved 

numerically by either a direct or modal approach (Jqseph). 

Details of the modal approach are presented in Chapter 4. 

The final step in the Power Spectrum Method using 

the finite element method is a similar data reduction 

procedure that was applied to the results of the frequency 

response analysis shown in Example 2.1. In NASTRAN, this 

procedure is a numerical solution of equation 2.13 which 

is performed at user-selected frequencies. The 
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mean-square of the response is also calculated numerically 

by determining the area under the output spectral density 

curve by the trapezoidal rule (Joseph). 

The Response Spectrum Method for snaF Systems 

In analyzing linear, elastic snaF systems by the 

Response Spectrum Method, a response spectrum is 

calculated to predict the peak response of sing1e-degree

of-freedom oscillators. Response spectra are plots of 

maximum response parameters for a snaF structure as 

fUnctions of the natural frequency and damping. For non-

deterministic analysis, approximate response spectra can 

be generated by considering the white noise solution of 

equation 2.14 as the solution for the snaF structure which 

is subjected to a stationary and ergodic random process 

which has been defined in terms of a psn function. 

An illustration of the white noise solution to 

equation 2.14 has been given by Vanmarcke (1976). This 

illustration shows the approximations which are inherent 

in the use of the white noise solution. Vanmarcke's 

illustration of the white noise solution to equation 2.14 

is based upon the following representation of the integral 

in equation 2.14: 

- W Sf(w ) n n 
(2.18) 



.. 

where: Wn = natural frequency of the system 

Sf(wn ) = value of the PSD input function at 
the natural frequency. 
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In Figure 2.7 the contribution of each of the three terms 

of Equation 2.18 is illustrated. For small damping, the 

value of the gain fUnction squared is assumed to be unity 

at all frequencies less than the natural frequency and 

zero at all frequencies greater than the natural 

frequency. 

The first term in Equation 2.18 is the area 

between zero and infinity which is obtained by multiplying 

the gain function squared by a constant spectral density 

(Figure 2.7a). The second term is the area obtained when 

the gain function squared is multiplied by the actual 

spectral density input function (Figure 2.7b). The third 

term is subracted because that area would otherwise be 

added twice (Figure 2.7c). 

As an example of the application of equation 2.18, 

a SDOF sys~em was examined which was subjected to an 

acceleration of its base and the output was the relative 

displacement of the mass. The transfer function for this 

system is given by: 

2 2 2 2 2 21-~ 
H (w) = {(w n - w) + 4 E; wn W (2.19) 

where E; = damping ratio in the system. 
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(0) 
w 

(c) 

Wn W 
Figure 2.7. Vanmarcke's Illustration of the Mean-Square 

of a PSD Output Function 



substitution of equation 2.19 into the first term of 

equation 2.18 yields: 
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(2.20) 

When the damping is small, the integral in equation 2.20 

can be evaluated by the method of residues (Crandall, 

1958) to obtain: 

1 ~ III (w) 1
2
sf (wn) dw = Sf (wn) :::n 4 (2.2la) 

2 
where Sf{w n ) is given in units of g /w, where g equals the 

acceleration of gravity which is 386 in/sec
2 

in English 

units. Conversion to the more commonly used units of 

g2/HZ produces: 

(2.2lb) 

substitution of equation 2.2lb into equation 2.18 

(2.22) 

For lightly damped systems, the first term in 

equation 2.22 will predominate (Vanmarcke, 1976). A 

further approximation is obtained by the substitution of 

Sf{w n ) for Sf{w) in the second term. This substitution 
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equalizes the last two terms and permits them to be 

expression: cancelled from the equation. The resulting 

1 [ Sf(fn)~fn] ~ 
ax (w) = ~ (2.23) 

W 4E; 
.. n 

is known as the white noise solution for a SDOF system 

with base acceleration input and relative displacement 

output. 

Two of the approximations which were made in the 

development of equation 2.23 are extremely important and 

their consequences will be evaluated in the subsequent 

chapters when the approximation is applied to both single 

and multiple-degree-of-freedom systems. In general, the 

damped vibration frequency is given by: 

(2.24) 

where Wo = damped vibration frequency. 

For structural systems with small damping ratios, the 

damped frequency differs very little from the undamped 

frequency. In the generation of equation 2.18, small 

levels of damping were assumed. This allowed the trans·fer 

function to be represented by a sharp peak at the resonant 

frequency, a value of unity for frequencies less than 

resonance and a value of zero for frequencies greater than 

resonance. Examination of Figure 2.8 demonstrates that 

there will be a practical limit to these assumptions. 



27 
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Figure 2.8. The Transfer Function for the Relative 
Displacement Response of a SDOF System 



The reduction of equation 2.22 to equation 2.23 

was made with the assumption that the value of the input 

power spectral density fUnction Sf(f) is constant. 
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Indeed, for the white noise condition it will be shown 

that no approximation is introduced by the sUbstitution of 

Sf(fn) for Sf(f). However, for PSD input functions which 

are not constant an approximation results, and the 

difference between Sf(fn) and Sf(f) becomes magnified in 

the higher frequency ranges. 



CHAPTER 3 

EVALUATION OF THE POWER SPECTRUM AND 
RESPONSE SPECTRUM METHODS FOR SDOF SYSTEMS 

Response of a SDOF System 
to a White Noise Input 

As was demonstrated in the previous chapter, the 

Response Spectrum Method is an approximation to the Power 

Spectrum Method and is based upon the white noise input 

for the calculation of the response spectrum for a SDOF 

oscillator. Therefore, the closed-form solutions for the 

responses which are summarized in Table 3.1 produce exact 

solutions for the response spectra of a SDOF system when 

it is subjected to white noise input. A typical response 
2 

spectrum for the load case of a 1.0 g 1Hz white noise 

acceleration input and RMS relative displacement output 

has been computed using Equation 2.23 and is 

shown in Figure 3.1. 

To gain confidence in the application of the Power 

Spectrum Method a series of SDOF models was analyzed using 

the NASTRAN finite element program. The finite element 

models were subjected to the same magnitude of white noise 

PSD base acceleration input as was used in the derivation 

of Figure 3.1. Excellent correlation between the Power 
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x (t) 

yet) 

z(t) 

F (t) 

TABLE 3.1 

Closed Form Solutions for the Gain Function and Variance of SDOF Systems 
Subjected to White Noise Inputs 

output 
gain function Type of loading input spectral response 

spectral density In (w) I 

p (t) x (t) (k-ml) 2 + (cw) 2 t~ .. 2 
0x- = O. 785fnS

f
!f,k 

2 Force excited p (t) x (t) w 
not finite 2 2 2 -Is system [(k-mw) + (ew) ) 

pIt) F(t) [ k
2 

+ (ew) 2 ] ~ 
(k_mw2) 2 + (ew) 2 

OF 
2 

= O. 785fnSf (1 + 4f,2)!f, 
I 

[221 ° 2=0.785f Sf (1 +4f,2)!f, Y (t) x(t) k + (ew) ~ 

(k-mw 2) 2 + (ew) 2-J x n 

Base excited y(t) z (t) m 
a 2 = Sf!1984f,f 3 

system [ (k-mw 2) 2 + (ew) 2) Ii z n -
2 Y (t) z (t) mw not finite 2 2 2 Ii 

[(k-mw) + (Ctol' ) 

= absolute displacement of mass c = damping coefficient 

= base displacement 2 = mean-square of the response (J 

= displacement of mass relative to ground Sf = PSD input function 

= force on system ~ = damping ratio 

k = stiffness f = natural frequency n 
m = mass w 

0 
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Figure 3.1. Relative Displacement Response Spectrum for 
White Noise Input 
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Spectrum Method and the white noise solution was obtained. 

Differences of less than 0.1 percent in the value of the 

root-mean-square (RMS) relative displacements were 

obtained. Each of the other loading cases in Table 3.1 

(for which a finite response has been defined) was also 

tested for a white noise PSD input by the Power Spectrum 

Method with equal success in correlation with the white 

noise equation. In the execution of the Power Spectrum 

Method, the bandwidth of the PSD input was approximately 

five times the natural frequency of the system. This was 

done to obtain the high level of accuracy. 

Results from the Power Spectrum Method were 

obtained with a numerical integration procedure contained 

within the NASTRAN program. This integ~ation procedure 

uses the trapezoidal rule and is sensitive to the para

meters which must be specified in the input to the 

program. The use of these parameters is not well 

documented by the program literature. 

Shown in Figure 3.2 are typical PSD output curves. 

Accurate solutions with the NASTRAN numerical integration 

method for determining the mean-square of a response 

variable by calculating the area underneath a PSD output 

curve can be obtained by observing the following condi

tions. This study was made as part of a numerical 

testing procedure to ascertain the performance of the 

NASTRAN program. 
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minimum of 15 
integration points 

(a) 

( b) 

Figure 3.2. Guidelines to the Use of the NASTRAN 
Numerical Integration Procedure 

f 



1) The shape of the curve is dependent upon the 

fundamental frequency of the system and the 

damping ratio. If the number of integration 

points for a sharply-peaked curve is too few 

(resulting in a wide integration interval), the 
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calculated area will be too large. At least 15 

to 20 points should be defined within the points 

where Sx(f) ~ 0 as shown in (Figure 3.2a). 

2) The points where Sx(f) ~ 0 must be included 

within the limits of integration. The value of 

Sx(f)max should be at least 3 orders of magni

tude greater than Sf(f)min (Figure 3.2b). 

3) Since specific integration points may be input in 

the program, the fundamental frequency, fn should 

be one of these specified points. 

Response of a SDOF System to a 
Non-Uniform Spectral Density Input 

For a general PSD function, certain approximations 

were introduced by adopting the white noise solution (see 

Chapter 2). The accuracy of the white noise equation in 

predicting the response of a SDOF system to a non-uniform 

spectral density input is limited by these approximations. 

Using the Power Spectrum Method as a basis of comparison, 

the validity of the white noise approximation was tested 
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for limiting values of frequency, damping and slope of the 

input spectral densi~y curve. 

Application of the white noise approximation to 

SDOF systems was made with base acceleration input 

spectral density functions having the slopes as shown in 

Figures 3.3a and 3.3b. Calculations of the response 

spectra of the RMS relative displacement were made and are 

presented in Figure 3.4a thru 3.4h. Ranges of damping and 

frequency were based on values which often occur in 

engineering problems. 

Solutions for the same spectral density inputs to 

the SDOF systems were also obtained by the Power Spectrum 

Method and are indicated by the dashed lines ,in Figures 

3.4a thru 3.4h. For curves in which only solid lines are 

shown, the RMS relative displacements obtained by the two 

methods differed by less than 1% for all frequencies less 

than 2000 Hz. As demonstrated by these figures, the 

accuracy of the white noise approximation depends upon a 

combination of damping, frequency and the slope of the PSD 

input function. 

To quantify the limits of accuracy of the white 

noise approximation, Figures 3.Sa and '3.Sb were 

constructed from the response spectrum curves. Using 

these figures, one can estimate the maximum value of the 

damping ratio for which the white noise approximation 

produces a difference of less than S% with the Power 



10+3~ ____________ ~ ____ ~~ ____ ~ __ ~ 

10 
N 

~ 
C) 

+1.5 dB/oct .. 
c 
V) 
Q. 

1 +0.3 dB/oct . 

10 
FREQUENCY : HZ 

Figure 3.3a. Power Spectral Density Inputs with 
positive Slopes 

36 



10~ ____________ ~ ____________ ~ __ ~ 

-0.3 dB/oct 

10-2 .... ______ -+ I -6.0 dB/oct -k---I 

10 10+3 

FREQUENCY : HZ 

Figure 3.3b. Power spectral Density Inputs with 
Negative Slopes 

37 



-s -
I 
CJ 
< 
~ 
0-
m 
Q 
w 
> 
~ 
~ 
~ 

i 

a) 

10
1 

La 

loading= +0.3 dB/oct 

- =Whife Noise 
o n' I --- == Power Spectrum I 

10. I I I . 

10'1 

-4L __ L--l __ l-~:-J-~;';~~~~~ 10 I 2000 
400 aoo 1200 1600 

FREQUENCY (Hz) 

-s -l-
I 
< 
~ 
Q 

~ 

i 
i 

1 
10 I::!Qr-----r---,......--'T""---r----, 

loading= +'1.sdB/act 
- =Whife Noise 

o l\ \ I --- == Power Spectrum 
10 1 I I I 

10-1 

1t4~, ________ ~~ __ ~~~~~~ __ ~ 
b) 400 800 1200 1600 2000 

FREQUENCY (Hz) 
Figures 3.4a and 3.4b. RMS Relative Displacement Response Gpectra for 

Non-Uniform PSD Inputs 
w 
(X) 



-S -
i 
CJ 
4( 
~ 

~ 
Q 

~ 
~ 

~ 

1 

10 "n~--~------~----~----~----~ 

10° l:l" X 

10-1 

loading = + 3.0 dB/oct 
- =Whife Noise 
--- = Power Spectrum 

-

400 sao 1200 

FREQUENCY (Hz) 

1 
10 L < 

o 
10 L" ~ 

-S - 10-1 
~ 

~ 
4( 

~ 
Q ,.,'- loading = + 6.0dB/oct g! 

i - =Whife Noise 
--- = Power Spectrum 

i 

d) 
1

-4 o , ---;;;~~.LJ 1600 2000 400 800 1200 

FREQUENCY (Hz) 

Figures 3. 4c and 3. 4d. RMS Relative Displacement Respo:o1SC S!?ectra for 
Non-Uniform PSD Inputs 

(.oJ 

U) 



-s -l-z 
~ w 
(J 
< 
~ 
Do en 
Q 

~ 

3 
li! 
~ 

~ 

1 
10 ~u~--~~----~----~----~~--~ 

loading=-O.3 dB/oct 
- =Whiie ,Noise 

100 1\ --- = Power Spectrum 
I I I 

101 
-oS -
I 
< 

i 
! 
~ 

i 

100 
Ii 

loading~-1. 5 dB/oct 
- =Whife Noise 
-...:.- = Power Spectrum 

10-
1 1\ \ I I 

10
4

, 105L'~~~ __ ~~~ __ ~~ __ ~~~ e) 400 aoo 1200 1600 2000 ) 400 800 1200 

FREQUENCY (Hz) f FREQUENCY (Hz) 

1600 2000 

Figures 3.4e and 3.4f. RMS Relativp Displacement Response L:cctra fc~ 
Non-Uniform PSD Inputs 

~ 
o 



i -I-
Z 
~ 
w 
tJ « 
~ 
a.. en 
Q 
w 
> 

i 
" ~ 

g) 

100 

• 

1o-
1i\\ 

10-<3 

loading= -3.0dS/oct 
-- =Whife Noise 
--- = Power Spectrum 

I 

-5L __ L--l __ J--J __ ~~~~-:~~-; 
10 , 1600 2000 400 800 1200 

FREOUENCY (Hz) 

-S -I-
Z 

~ « 
~ 
Q 

~ 
~ 
" ~ 

h) 

10-1 

10
5 

·r--r-~----r---
loading= -6.0dS/oct 
- :=Whiie Noise 
--- = Power Spectrum 

10-6 , ~~~-t-L~ 400 800 1200 1600 2000 

FREQUENCY (Hz) 

Figures 3.4g and 3.4h. RMS Relative Displacement Response Lor 
Non-Uniform PSD Inputs 

,r... 
I-' 



1 __ ----~------~----~------~ 
200 HZ 

1000HZ 

10~~~---r------r-----~------~ 

-~ - 1800HZ 

10-3~ ____ -+ ______ ~ ______ +-____ ~ 

+1.5 +3.0 +4.5 +6.0 
PSD SLOPE: dB/oct 

Figure 3.5a. Limitations of the Accuracy of the White 
Noise Approximation for PSD Inputs With 
Positive Slopes 

42 



1 __ ----~----~----~----~ 

-J.JJI -

...... : I 

-1.5 -3.0 -4.5 -6.0 
PSD SLOPE: dB/oct 

Figure 3.Sb. Limitations of the Accuracy of the White 
Noise Approximation for PSD Inputs with 
Negative Slopes 

43 



Spectrum Method for a given slope of the PSD input and 

natural frequency. 

To gain some insight as to the cause of the 

discrepencies between the two methods when the PSD input 

function is not uniform, it is instructive to examine 

sample PSD output functions from the Power Spectrum 

solutions with respect to a PSD output function which is 

generated by the white noise approximation. The mean

square of the response, which is the area under the PSD 

output curve, will be different for each of the cases 

which are shown in Figures 3.6a and 3.6b. Note that the 

fundamental frequency and critical damping ratio are the 

same for each of the curves. 
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For a PSD input fUnction with a negative slope, a 

contribution to the total area can be found in the lower 

frequency range (Figure 3.6a). This area is not accounted 

for in the white noise approximation and the resulting 

approximation for the total area can be significantly less 

than the true value which is calculated by the Power 

Spectrum Method. For a PSD input function with a positive 

slope, the area under the PSD output curve that is 

computed by the white noise approximation can be greater 

than the area which is calculated by the Power Spectrum 

Method (Figure 3.6b). 

The white noise approximation assumes that a 

constant PSD input function is defined at all frequencies 



Sx(f) 

a) 

b) 

Figure 3.6. 
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Comparison of PSD Output Functions Generated by 
the Power Spectrum Method and White Noise 
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Shown in Figure 3.7 are the errors which are inherent in 

the approximation when the PSD input function is not 

constant. The product of the gain function squared and a 

constant PSD input function between the limits of zero and 

the fundamental frequency of the system is shown in Figure 

3.7a. For a PSD input function with a non-zero slope this 

same product, which is the area computed by the Power 

Spectrum Method, is shown in Figures 3.7b and 3.7c. 

The magnitude of the differences in area 

calculated by the two methods becomes larger with an 

increase in the slope of the PSD input function. As shown 

in Figures 3.Sa and 3.Sb, the differences in the calcu

lated area also increase with an increase in the 

fundamental frequency of the system. Therefore, the 

error of the white noise approximation for systems with 

relatively high frequency or those subjected to PSD input 

functions with large slopes can be significant. 

In the development of the white noise 

approximation, the total area was defined by the integral 

in Equation 2.1S to be composed of three separate terms. 

The area defined by the first term exists primarily in the 

immediate vicinity of the fundamental frequency (Figure 

3.9a). This is because for low levels of damping, the 

gain function is characterized by a sharp peak at the 

fundamental frequency. However, as the damping of the 

system is increased, the gain function becomes flatter 



a) 

b) 

c) 

Figure 3.7. The White Noise Approximation for 
Non-Constant PSD Input Functions 
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Figure 3.9. The White Noise Approximation for 
Large Damping Ratios 
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and an additional contribution to the total area arises. 

This additional area is not accounted for in the white 

noise equation (Figures 3.9b and 3.9c). 

To compare the overall accuracy of the white noise 

approximation in relation to the Power Spectrum Method it 

is necessary to consider the total effects of damping, 

slope of the PSD input function, and the frequency. This 

has been given in graphical form by Figures 3.Sa and 3.Sb. 

The results shown in Figures 3.7 thru 3.9 may be 

summarized as follows: 

Area Calculated by the White Noise Approximation 

Large High High 
Slope Frequency Damping .. 

Positive Power Power Power 
Slope > Spectrum > Spectrum < Spectrum 

Method Method Method 

Negative Power Power Power 
Slope < Spectrum < Spectrum < Spectrum 

Method Method Method 

Therefore, a cancellation of errors may occur 

which results in more accurate solutions for the white 

noise approximation for PSD inputs with positive slopes 

than for PSD inputs with negative slopes. This is 

reflected by the pattern in the curves shown in Figures 

3.Sa and 3.Sb. 



CHAPTER 4 

RESPONSE OF MDOF SYSTEMS TO RANDOM EXCITATIONS 

When the response of a structure can be described 

by a single coordinate the equation of motion reduces to a 

single differential equation. Solutions to this equation 

for randomly applied loads were obtained in the previous 

chapter by the Response Spectrum and the Power Spectrum 

Methods. 

In many instances, the motion of a structure 

cannot be adequately described in terms of a single-

degree-of-freedom. Either the 9hysical properties of the 

structure or the character of the response will require 

that the structural model be defined by a multiple-degree

of-freedom (MDOF) system. In this chapter, the Response 

Spectrum and Power Spectrum Methods will be expanded to 

determine the stresses and displacements of MDOF systems 

which are subjected to stationary and ergodic random 

excitations. 

MOGal Superposition Method for 
Decoupling MDOF Equations of Motion 

Formulation of the random vibration response 

analysis for MDOF systems can be presented with matrix 
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notation in a similar manner to that which was used in the 

development of the SDOF analysis methods. For MDOF 

systems, the equation of motion can be re-written as: 

where: 

[m]{x} + [clUe} + [k]{x} = {pet)} (4.1) 

[m] 
[c] 
[ k] 
{X} 

{pet)} 

= structural mass matrix 
= structural damping matrix 
= structural stiffness matrix 
= vector of nodal displacements 
= vector of nodal loads. 

In general, the frequency response solution of equation 

4.1 is obtained by either of two methods: 

1) Direct frequency response analysis 
2) Modal frequency response analysis. 

In the modal method of analysis, the eigenvectors 

(mode shapes) are used to relate the physical degrees of 

freedom to a set of generalized coordinates which can 

reduce the number of degrees of freedom in the analysis. 

The direct method uses the displacements at the nodes as 

the degrees of freedom. The modal method will usually be 

more efficient in problems where a small fraction of the 

total number of modes is sufficient to produce the desired 

accuracy. All frequency response calculations in this 

dissertation were by modal frequency response analysis. 

Equation 4.1 is a set of dependent, second-order, 

linear differential equations. To decouple this set of 

equations it is assumed that the displacement vector can 

be defined as the sum of each mode-shape vector multiplied 
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by a modal amplitude: 

n 

{x} = L {<Pi}Y i = [cp]{y} ( 4.2 ) 

i=l 
where: {cjl • } = the ith mode shape vector 

l. 

Y. = the ith modal amplitude. 1. 

Calculation of the mode shape vectors and 

frequencies is accomplished by assuming that the free

vibration response is a simple harmonic (Clough and 

Penzien). The frequency equation of the structure is: 

2 I [k] - {wn } em] I{x} = a (4.3) 

where: {Wn } = vector of free-vibration frequencies. 

Solution of equation 4.3 gives the eigenvalues 

and eigenvectors. The choice of the solution method used 

is governed by the size of the problem and the number of 

. eigenvalues and eigenvectors to be extracted (Joseph). 

The two most commonly used methods are the Inverse Power 

Method which is primarily used when solving for a small 

number of eigenvalues and eigenvectors from a structural 

model with many degrees of freedom, and the Givens Method 

which extracts all of the eigenvalues and eigenvectors 

and is usually used for structural models with less than 

100 degrees of freedom. 
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To decouple the equations of motion substitute 

equation 4.2 and its time derivatives (mode shapes do not 

change with respect to time) into equation 4.1 to produce: 

em] [~] {y} + [c] [~] {Y} + [k] [~] {Y} = {p(t)} (4.4) 

If equation 4.4 is premu1tip1ied by the transpose of the 

ith mode-shape vector, it becomes: 

{</Ii}T[ml [~l {Y} + {</Ii}T[c] [~] {'~l} + {</Ii}T[k] [~l {y} 

= {q,i}T{p(t)} 

(4.5) 

Because of the orthogonality of the mode shape vectors 

with respect to the mass and stiffness matrices, and if 

Rayleigh damping exists (Clough and Penzien), Equation 

4.5 reduces to: 

T - ToT {</Ii} em] {</Ii}{Y} + {tJl i } [cl {</Ii HY } + {</Ii} [kl {4>i HY } 

=' {q,i}T{p(t)} 

", (4.6) 

Equation 4.6 is a set of n independent equations of the 

form: 

00 • Pi (t) M.Y. + C.Y. + K.Y. :: (4.7) 
~ ~ ~ ~ ~ ~ 

where: 

M. = {</li}T[m] {</li} = generalized 
~ 

modal mass for mode i 

C. = {</l.}T[c]{</l.} = generalized modal damping for mode i 
~ ~ ~ 



Ki = {~i}T[k]{~i} = 
Pi = {~i}T{p(t)} = 

generalized modal stiffness 
for mode i 
generalized modal load for mode i. 

Power Spectrum Method for MDOF Systems 
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Frequency response solutions for equation 4.7 are 

well documented (Hurty and Rubinstein) and follow the 

procedures as were discussed in Chapter 2. To determine 

the amplitude of the modal response consider the forcing 

function, pet) to be defined as a simple harmonic 

pet) = pof(t) 

where: Po = amplitude of the forcing function 

f(t) 
iwt 

and = e 
= time dependence of the function. 

The steady-state solution to equation 4.7 is then given 

by: 

P A. 
Y.(t) = Ol. H.(w)f(t) 

l. w.2M. l. 
l. l. 

(4.8) 

where Ai is defined as the modal participation factor and 

is equal to: 

where: 

{I} = column vector with each element equal to 1. 

Substitution of equation 4.8 into equation 4.2 yields the 

equation for the displacement 

vector: 
{x} = 

P A. o l. 

2 w. M. 
l. l. 

H. (w)f(t) 
l. ( 4 • 9 ) 
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Combining the results of equations 2.1 and 2.2 the 

mean-square value of this response variable can be given 

as: 

lim 
T+oo 

1 
2T f T {x}2 dt 

-T 

(4.10) 

substitution of equation 4.9 into equation 4.10 yields: 

=. ~ ~ { ~ l.. }{ ~ J.} _w_p~O.;;..2-:A::-=i=-A....J.j_ 1 im .l:..1:. (w) H . (w) f 2 (t) d t 
L.JL.J 2 ~2M.M. T-oo 2T l. J 
i=l j =1 i J l. J -T 

(4.11) 

Using the relationship defined in equation 2.13d and 

disregarding the phase relations (Hurty and Rubinstein) 

the integral 

lim 
T+oo 

in equation 4.11 becomes: 

.l:.. 11TH. (w) I I H . (w) I f 2 
(t) d t 

2T l. J 
-T 

(4.12) 

When the forcing function pet) is a representative record 

of an ergodic random process, the limiting process in 

equation 4.12 can be transformed from the time domain to 

the frequency domain because the function f(t) is then 

represented by frequency components in a continuous 

spectrum from zero to infinity (Hurty and Rubinstein). 

Equation 4.12 then becomes: 

...!..11 ~. (w) I I H . (w) I Sf (w ) dw 
2rr l. J 

o 

(4.13) 

where Sf(w) is the power spectral density input function. 



57 

substitution of equation 4.13 into equation 4.11 produces: 

n n 

=EE 
i=l j=l 

{<jl.}{<jl.} 
~ J 

Equation 4.14 represents the mean-square response of an n 

degree-of-freedom system which is excited by a random 

forcing fUnction and forms the basis of the random 

vibration solution by the Power Spectrum Method in the 

NASTRAN finite element program. The calculation of the 

internal element forces by the Power Spectrum Method is 

discussed in the next section. 

Calculating Internal Forces in the 
Power Spectrum Method 

In the analysis of SDOF systems, the determination 

of the internal element forces is a straightforward" 

calculation. If the relative displacement of the mass 

with respect to the support can be determined, the 

internal forces in a beam member with fixed ends can be 

calculated by one of the following relationships depending 

upon the type structural action: 

1. Axial Force: f = AEo 
a L d 

2. Bending Moment: f = 6EI o bm L3 d 

3. Shear Force (due to bend ing) : f = .!£go 
s L3 d 



where: 0d = relative displacement of the mass 

A = area of the cross-section 

E = Young's modulus 

L = length of the member 

I = moment of inertia of the cross-section. 

When analyzing MDOF systems which are subjected 
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to random excitations, it is necessary to compute the 

vector of maximum relative displacements. However, before 

the internal forces for the entire structure can be 

determined, an important clarification in the definition 

of the maximum relative displacement vector must be made. 

Forces, moments, and shears are generally 

functions of the maximum relative displacements and their 

gradients. These maximum relative displacements and their 

gradients may not always occur at the same time or at the 

same frequency. However, the internal forces in a member 

are calculated with respect to a strain rate (deform~tion 

gradient) which occurs at a singularly defined time and 

frequency. 

Calculation of the internal forces in a member of 

a MDOF system by the Power Spectrum Method requires that 

the displacement vector which is used in the equation of 

motion be re-defined. As an example, for the three-story 

·shear· building shown in Figure 4.la, the three-degree

of-freedom model shown in Figure 4.lb may be used. For 

this structure the displacement vector is defined as: 



m2 

m1 

~ ~,~ 

~"""""'" ~,~~'" 

(0) 

( b) 

Figure 4.1. A Three-Story Building Excited by a 
Random Ground Acceleration 
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{x} = (4.15) 

where xi = relative displacement of node i with respect 
to the support. 

To determine the deformation in each element which repre-

sents the relative floor displacements, the following 

coordinates are defined: 

Yl = Xl Y1 1 0 0 Xl 

Y2 = x 2 - x Y2 -1 1 0 x 2 (4.16) = 1 
Y3 0 -1 1 x3 

Y3 = x3 - x 2 

Inverting the matrix in 4.16 and substituting the result 

into 4.15 produces the following expression for {X} which 

is in turn substituted into the equation of motion: 

= 

100 

110 

111 
(4.17) 

When {y} has been calculated from the equation of 

motion, the internal forces in each member can be 

determined by the relationships which were given for SDOF 

systems. Generation of equations 4.16 and 4.17 will vary 

for the type of elements used to model the structure. 



These constraint equations are internal to the NASTRAN 

program and can be very extensive when there are many 

degrees-of-freedom involved in the analysis of the 

structural displacements. 

Response Spectrum Method for MDOF Systems 
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The solution of equation 4.14 can be very 

expensive and time consuming for MOOF structures. With 

the introduction of some approximations to equation 4.14, 

the Response Spectrum Method for the random vibration 

analysis of MOOF systems can be developed. For a lightly 

damped MOOF system, the. gain functions have regions of 

pronounced peaks in the neighborhood of the corresponding 

natural frequencies (Figure 4.2). The products of these 

gain functions in equation 4.14 for i ~ j are small in 

comparison with the same products of i = j. In addition, 

the contribution of products involving {~.}{~.} and A.A. 
l. J l. J 

for i ~ j will be small since the sign of the product may 

be positive or negative and some terms will cancel (Hurty 

and Rubenstein). 

to: 

Using these approximations, equation 4.14 reduces 

n 

L: 
i=l 

2 A 2 
Po i 

4 2 
w. M. 

l. l. 

(4.18) 

The integrals in equation 4.18 can be approximated by 

replacing S (w) by its discrete values Sf(w.) at the 
f l. 



1 

W· 
I 

W· 
I 

,-
Figure 4.2. Gain Functions for a Lightly Damped 

MDOF System 
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w 



natural frequencies (as was done in the SDOF approxi

mation) and the substitution of the appropriate gain 
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function. For the loading case of base acceleration input 

and relative displacment output, these approximations 

reduce equation 4.18 to: 

n 

L: 
i=l 

2 A 2 
Po i 

4 2 w. M. 
J. J. 

Sf (w • ) w . 
J. J. 

(4.19) 
8E; 

Equation 4.19 is an example of the MDOF form of 

the Response Spectrum Method. Using equation 4.8, this 

equation can also be written as: 

2 
{a }= 

x 

n 

L: 
i=l 

( 4 • 20 ) 

The vector of the RMS of the response variables (in this 

case the response variables are the relative 

displacements) is obtained by taking the square root of 

equation 4.20: 

n 

""[{q,.}y.]2 
L..", J. J. 
i=l 

(4.21) 



Comparison of the Two Methods for Determining 
the Relative Displacements of MDOF Systems 

To illustrate the application of the Response 

Spectrum and the Power Spectrum Methods to the random 

vibration analysis of MDOF systems several example 
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problems are presented. Through the use of examples, the 

important aspects of the methods are most easily demon

strated. In each example, the RMS relative displacement 

vector of a three-degree-of-freedom structure subjected to 

base acceleration input was calculated by each method. 

The structure in Example 4.1 was subjected to the 

indicated white noise input spectral density function. 

Excellent correlation between the Response Spectrum and 

the Power Spectrum Methods was shown for damping ratios 

less than 0.10 (Example 4.la). Even when the damping 

ratio was increased to 0.50 (Structures with damping 

ratios on the order of 50 percent represent systems 

designed with shock absorbers or energy dissapators. 

the relative displacement vector calculated by the two 

methods were accurate to within 15 percent of the total. 

The error occurs because the Response Spectrum Method does 

not account for the contributions which can arise due to 

the interaction between modes (Vanmarcke, 1976). This 

contribution is significant when the modal frequencies are 

close or the damping ratios are high. 
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A method of accounting for the effects of modal 

interaction in the Response Spectrum Method was proposed 

by Rosenblueth and Eldoruy (1969). Known as the 

Double-Sum Method, a modifying term is introduced which is 

added to equation 4.20 to produce a revised expression for 

the mean-square of the displacment vector: 

n 

L 
i=l 

where: 
W. - w. 

e: .. = ~ ] 
~J ;.w. + ;.w. 

~ ~ J J 

+ LL 
i#j 

2 1 + e: .. 
~J 

(4.22) 

2 -1 
A plot of [ (1 + e: ij )] versus the modal frequency ratio 

wi/w j is presented in Figure 4.3 and demonstrates the 

effect of the modifying term in equation 4.22. For 

damping ratios of less than 0.01, only modal frequency 

ratios near unity will produce any appreciable inter-

action. As the damping is increased, the interaction 

between modes with larger differences in frequency also 

becomes greater. Shown in Example 4.lb, the Response 

Spectrum solution with the modifying terms of equation 

4.22 reduced the differences in the RMS displacement 

vector which were calculated by the two methods to less 

than eight percent. In addition, the results of Example 

4.lc demonstrate that for larger differences in frequency, 

the effects of modal interaction are reduced. 
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Figure 4.3. Correction Factor for Modal Interaction Using the RSS Method m 
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In Example 4.2 a three-degree-of-freedom structure 

was subjected to a non-uniform PSD base acceleration 

input 0 The fUndamental frequency of the system was 

within the limits of constant spectral density and the 

remaining two frequencies were located in the range of 

non-uniform spectral density. 

For damping ratios less than 0.10 (Example 4.2a) 

modal contributions from the largest two frequencies were 

small. Because the first mode was the dominant mode in 

the total response and its frequency was within the limits 

of constant spectral density, excellent correlation 

between the two methods was obtained. As the damping 

ratio was increased to 0.50 (Examples 4.2b and 4.2c) the 

effects of modal interaction also increased and produced 

differences on the order of 10 to 50 percent between the 

RMS displacement vectors which were calculated by the two 

methods. Application of the modifying term in Equation 

4.22 to the Response Spectrum Method reduced the 

differences in the calculated RMS displacements to less 

than eight percent. 

The limitations of the Response Spectrum Method 

for predicting the response of MDOF systems become more 

apparent as demonstrated in Example 4.3. For this system, 

all three frequencies are located in the range of non

uniform spectral density. Good correlation between the 

results which were calculated by the Response Spectrum 
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and the Power Spectrum Methods was shown for damping 

ratios less than or equal to 0.0001 for this example. 

Because of the relatively low amount of damping in the 

structure, modal inter3ction was not an apparent influence 

to the total response (Example 4.3a). 

Examination of Figure 3.Sb shows that for a SDOF 

system with a natural frequency on the order of 400 Hz, 

the limiting damping ratio for accuracy of the Response 

Spectrum Method is on the order of 0.0001. Note that the 

fundamental frequency of the three-degree-of-freedom 

system in Example 4.3 is 400 Hz, and the Response Spectrum 

Method was accurate for a damping ratio of 0.0001. This 

suggests that for MDOF systems whose response is primarily 

governed in its first mode, the limiting values for the 

accuracy of the Response Spectrum Method which were 

predicted by the SDOF analysis can be considered to be a 

good approximation for the accuracy of MDOF systems. 

Using the results of the preceding analyses, some 

basic conclusions regarding the limitations of the 

Response Spectrum Method for predicting ithe response of 

systems can be made. 

1. In its general form, the Response Spectrum 

Method does not account for the effect of modal inter

actions which may occur at higher levels of damping 

(~ > 0.10). A correction factor may be introduced which 

accounts for the effects of interaction and improves the 



accuracy of the Response Spectrum Method (Examples 4.1b, 

4.2b, and 4.3b). 
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2. At levels of damping which are low~nough such 

that the effect of modal interaction becomes negligible, 

the response of the first mode predominates. In this 

case, the limitations in accuracy of the Response Spectrum 

Method for MOOF analysis correspond to the limitations 

which were derived for the SOOF analysis in Chapter 3. 

Therefore, for a MOOF system with its fundamental 

frequency in the range defined by a constant spectral 

density input, the response predicted by the Response 

Spectrum Method should be accurate for all levels of 

damping which ensure negligible contributions due to modal 

interaction. (Example 4.2a) 

3. When a MOOF system has all of its dominant 

frequencies defined in the range of non-uniform spectral 

density, extreme care and judgement must be taken in 

application of the Response Spectrum Method. Contri~u

tions due to modal interaction and the limitations in 

accuracy which were derived in Chapter 3 must be observed. 

However, excellent results can be obtained for systems 

with low levels of damping and widely separated 

frequencies. (Example 4.3a) 
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CHAPTER 5 

APPLICATIONS 

Design of the Support s~stem 
For the SIRTF Primary M1rror 

Success in the design of the Infrared Astronomical 

Satellite System in solving the technical problems 

associated with thermal and contamination control has 

demonstrated the feasibility of the proposed Space 

Infrared Telescope Facility (SIRTF). Fused silica, which 

has excellent figure stability at cryogenic temperatures, 

is a candidate for the material of the primary mirror of 

the telescope. Interfacing fused silica with structural 

metals (such as titanium or aluminum) requires an 

innovative design because of the large differential 

thermal contraction that occurs when the system is cooled 

to cryogenic temperatures. 

For a 50 cm double-arch primary mirror design, a 

mirror mounting system was developed at the University of 

Arizona that incorporates clamp and flexure assemblies 

(Iraninejad). Three clamp and parallel spring guide 

flexure assemblies are attached to the back of the mirror 

120 degrees apart (Figure 5.1). This design permits the 
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supporting structure to contract and transmit only 

acceptable intensities of bending moment and shear force 

to the mirror. 

In addition to the cryogenic loading effects, the 
-

flexures must be designed to ensure survivability of the 

system during the launch of the space shuttle. A random 

loading environment has been prescribed to define launch 

conditions. Excitation loadings have been determined in 

the form of power spectral densities (PSD) in the three 

mutually orthogonal directions (Figures 5~2 and 5.3). 

Assuming that cross-correlations do not exist between 

these loadings, the responses can be determined 

independently and superimposed when appropriate. 

Modeling the Structure 

A finite element model was constructed to evaluate 

the RMS displacements and stresses in the half-meter 

primary mirror, the titanium flexures and the aluminum 

baseplate. A plot of the element mesh is shown in Figure 

5.4. It is comprised of 925 nodes (3150 degrees of 

freedom), 384 solid hexahedron elements, and 60 plate 

bending elements. 

The four lowest free vibration frequencies and 

their mode shapes were determin~d and are shown in 

Figures 5.5a thru 5.5d. The mode shapes comprise: 
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lao translatibn in the y-direction 
lb. translation in the z-direction 
2. twist about the x-axis 
3. translation in the x-direction. 

Because the relative stiffnesses of the mirror and the 
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baseplate are an order of magnitude greater than the 

stiffness of the flexures for these displacement patterns, 

the free-vibration frequencies are almost entirely 

dependent upon the stiffness of the flexures. 

Execution of a dynamic analysis with a large 

model such as that shown in Figure 5.4 can be very time 

consuming and expensive. The time required of a single 

eigenvalue solution for this model is on the order of 

900 CPU seconds on a CYBER 175. Shown in Figure 5.6 is 

a simplified model (342 degrees of freedom) which was used 

for the Power Spectrum analysis of the primary mirror 

support system. The mirror has been replaced by rigid 

elements and beam bending elements model the flexures. 

Execution time of an eigenvalue extraction using this 

simplified model was on the order of 30 CPU seconds. 

A further simplified model of the support 

structure was developed wherein the translational 

flexibility of the system is completely described by 

bending of the flexures. Shown in Figure 5.7, the bending 

stiffness of each flexure is represented by two springs, 

corresponding to each of the principal directions. 

Application of a unit displacement in the y-direction 
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demonstrates that the stiffness in that direction can be 

expressed in terms of a single combination of all of the 

stiffnesses. The entire structure can then be assumed to 

be a sing1e-degree-of-freedom system when translated in 

either the y-direction of z direction. 

By similar analyses, it was proved that each of 

the other 3 mode shapes could also be approximated by 

sing1e-degree-of-freedom models. As shown in Table 5.1, 

this model was accurate enough for design purposes. 

Because of the assumption of no cross-correlation between 

the loadings, each excitation can be analyzed separately. 

Summary of Results 

Design of the flexural support system for the 

SIRTF primary mirror requires the calculation of the shear 

force V, qnd the bending moment M, which occur in the 

flexures (Figure 5.8). When their maximum values have 

been determined, the maximum stresses in the flexures and 

in the mirror can be calculated. These values can be 

compared to allowable values so that a feasible design can 

be generated. 

A parametric analysis was made to determine the 

RMS shear forces and bending moments in the flexures for 

various frequencies and damping ratios. Using the 

Response Spectrum Method and the input power spectral 

density functions, a response spectrum of the RMS relative 



Figure 5.4. Complex Finite Element Model of the SIRTF Primary Mirror 
Support System co 

111 
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(a) 

(b) 

Figures S.Sa and S.Sb. Free-vibration Mode Shapes of the 
SIRTF Primary Mirror Support System 
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(c) 

(d) 

Figures S.Se and S.Sd. Free-vibration Mode Shapes of the 
SIRTF primary Mirror Support System 
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Figure 5.6. Simplified Finite Element Model of the SIRTF Primary Mirror 

Support System 00 
00 
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displacement of the center of gravity of the mirror was 

calculated. Shear forces and bending moments which are a 

result of this relative displacement were determined from 

the following: 

( 5 • 1 ) 

( 5 • 2 ) 

6 
where: E = Young's Modulus (18 x 10 psi for titanium) 

I = effective moment of inertia 
L = length of the flexure 

ax = RMS relative displacement. 

Note that equations 5.1 and 5.2 are the fixed-end forces 

for a flexural member. 

Application of equations 5.1 and 5.2 with the 

Response Spectrum Method produced the_response spectra 

shown in Figures 5.9 and 5.10 for a flexure length of 3 

inches. "These values of shear force and bending moment 

are the total values for the system. Shear forces and 

bending moments in the individual flexures are easily 

determined from the geometry of the structure (Figure 

5.7). The response to the excitation in the x-direction 

does not produce an increase in the shear force or bending 

moment in the flexures because of the small lateral dis-

placements which were of the order of 0.00001 of the 

flexure length. 
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/""/'/ ~-'~",,"--------~>z 
/' 

/' 

~ Fy= .5 { k" + 2{.5ka sin 30') + 2{.866 ~ cos 30') } 

= 6 (ka + klJ}1.5 

:. w=J~ = J1.5(~a+ k~) 

Figure 5.7. SDOF Idealization of the SIRTF Primary 
Mirror Support System 



1. NASTRAN 

TABLE 5.1 

Free-Vibration Frequencies of the 
SIRTF Primary Mirror Support System 

Mode 1a Mode 1b Mode 2 

Twist 
y-translation z-translation about x 

cbrrplex finite . 57.62 57.62 78.3 elenent nodel 
(Figure 5.4) 

2. NASTRAN 
sinplified 
finite elenent 

57.61 57.61 78.2 

nodel 
(Figure 5.6) 

3. 
SDOF nodel 
(Figure 5. 7) 57.6 57.6 78.2 

~1ode 3 

x-translation 

463.2 

461.2 

461.1 

\0 
I-' 
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Figure 5.8. Shear Forces and Bending Moments Applied 
to the Flexures About Strong Axis 
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Analysis of the structure was also made by the 

Power Spectrum Method using the model shown in Figure 5.6. 

Shear forces and bending moments in the flexures were 

determined at discrete frequencies and are indicated in 

Figures 5.9 and 5.10. Excellent correlation with the 

Response Spectrum Method was demonstrated in the lower 

ranges of damping and frequency. 

Additional calculations were made using the shear 

force and bending moments to determine the RMS stresses in 

candidate flexure cross-sections. These are presented 

in Figure 5.11. For a limiting value of maximum RMS 

stress and a given damping ratio the fundamental frequency 

of the system can be obtained. Cross-sectional dimensions 

of flexures which produce this frequency are readily 

determined from the calculations shown in Figure 5.7. 

Example 5.1 

Design the cross-section of the flexures subjected 

to the -6 dB/Oct loading as shown in Figure 5.3: 

Damping ratio = 0.001 

Effective flexure length L = 3 inches 
lb 2 

Mass of mirror = 0.0908 in sec • 

To determine an allowable RMS stress for the flexures, the 

30 criteria (Robson) was applied to the limiting material 

stress. For 6Al - 4V titanium, this limiting stress was 



-.Q 
~ 

a: 
< 
W 
J: 
CIJ 
CIJ 
:E a: 
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5 ~----~------~----~------~----~ 

loading = NASA y-dlsplacement PSD 
--: Response Spectrum * :NASTRAN 

104 ~-----+------+------4------4-----~ 

~=0.0001 

* 
103 

~=0.001 * 

~=0.01 * 

102 ~-----+------+-----~--~--~----~ 

400 800 1200 1600 2000 

FREQUENCY (Hz) 

Figure 5.9. Shear Force Response Spectrum for 
y-axis Random Vibration 
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Figure 5.10. Bending Moment Response Spectrum for 
y-axis Random Vibration 
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1000 ~--~~----~------4------+----~ 

loading = NASA y-displacement PSD 

100 
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to) 

0 ,.. 
)( 
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a: 
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200 400 600 800 1000 

FREQUENCY (Hz) 
Figure 5.11. Maximum RMS stress in the Flexures for 

Combined y-axis and z-axis Random Vibration 
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the microcreep stress level of 120,000 psi (Marschall). 

Therefore, by setting the RMS design stress at 40,000 psi, 

the probability that the limiting value of 120,000 psi 

will be exceeded is 0.3%. Referring to Figure 5.12, for a 

damping ratio of 0.001 and a limiting RMS allowable stress 

of 40,000 psi, the fundamental frequency of the system is 

320 Hz. From Figure 5.8, 

2 
w = k 

rn 

w2 = (320 * 211')2 = 
l2(18)10 6l eff 
0.0908(3)3 

solving for leff = 0.0459 in 4 

Therefore, a support system of three f.lexures, each having 

an effective moment of inertia of its cross-section of 
4 

0.0459in , has a maximum RMS stress of 40,000 psi for the 

combination of random excitations in the y and z 

directions as shown in Figure 5.3. As a check, a Power 

Spectrum analysis using a finite element model with the 

cross-sectional dimensions of each flexure blade as 

b = 1.10 in. and h = 0.12 in. (leff =0.04l) produced a 

maximum RMS stress of 41,486 psi. 



Dampin~ Evaluation with the 
Wh1te Noise Equation 
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To calculate the stresses and displacements which 

occur in a structure when subjected to random excitation 

the importance of the transfer function has been demon

strated. It has also been shown (Clough and Penzien) that 

for damping ratios less than 0.10 the maximum response of 

a structure to random excitation occurs at or very near 

resonant frequency (w = wn ) which simplifies the equation 

for the transfer function to: 

H(w) = 1 
2~w 2 

n 

As shown in Figure 5.12, the effect on the 

response of varying the damping can be sUbstantial. 

However, the damping can be difficult to quantify in 

most problems as it may be a combination of several 

factors (e.g., air damping or intergrannular friction 

damping). 

( 5 .3) 

Application of the white noise equation together 

with a laboratory experiment can be useful in determining 

the damping ratio of a SDOF system. Rearrangement of 

equation 2.23 yields: 

~ = ( 5 .4) 



99 

6000 
DYNAMIC RESPONSE at RESONANT 

5000 FREQUENCY vs. DAMPING 
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Figure 5.12. Dynamic Response at Resonant Frequency 
vs. Damping 



where: = mean-square of the relative 
acceleration response 

Sf = white noise PSD input 

fn = fundamental frequency 

2 (Values of 0a and Sf could be obtained from laboratory 

tests equipment.) 

Example 5.2 
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As an example, if the damping ratio for a SDOF 

system with a fundamental frequency of 120 Hz subjected to 
. 2 

a white noise PSD 1nput of 0.01 g 1Hz, the mean-square of 
2 

relative acceleration response is 18.49 g. So that the 

damping ratio of 0.05 is given by: 

~ = 0.01(~)120 = .. 2 0.05 
4(4.3) 



CHAPTER 6 

SUMMARY AND CONCLUSIONS 

Development of the Response Spectrum and the Power 

Spectrum Methods for the analysis of SDOF and MDOF 

structures subjected to random excitations has been 

presented. Accuracy of the Power Spectrum Method can be 

limited by the accura~y of its numerical integration 

procedure. Approximations which have been made in the 

formulation of the Response Spectrum Method (which is 

based upon the white noise solution for SDOF systems) 

limit its application to specified ranges of damping, 

frequency and input spectral density envelopes. 

The limitations to the accuracy of the Response 

Spectrum Method for the analysis of SDOF systems have been 

determined by comparing the solutions which were obtained 

by the white noise equation to the solutions which were 

obtained by the NASTRAN finite element program which uses 

the Power Spectrum Method. From the comparison of the 

solutions, the curves in Figures 3.Sa and 3.Sb were 

generated. Using these figures, the maximum value of the 

damping ratio can be estimated for which the white noise 

101 
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approximation produces a difference of less than 5 percent 

with the Power Spectrum Method for a given slope of the 

PSD input and natural frequency. As shown in Chapter 4, 

these figures may also be used for MDOF systems in which 

the response of the structure is primarily in its first 

mode. 

In the analysis of MDOF systems, each of the 

methods was formulated using modal analysis to decouple 

the set of differential equations. Example problems were 

presented to demonstrate the application of each method to 

MDOF problems. Effects of modal interaction were not 

accounted for in the Response Spectrum Method and can be 

substantial for systems with closely-spaced frequencies. 

However, a modification term which was added to the 

Response Spectrum Method to account for modal interaction 

was shown to increase its accuracy to within acceptable 

limits for certain problems. 

When the Power Spectrum Method is used, 

calculation of internal forces and stresses in MDOF 

systems requires the re-formulation of the unknown 

displacement vector. This procedure is transparent to the 

analyst when the NASTRAN finite element program is used. 

Stresses and internal forces are calculated using a 

root-sum-square procedure for the Response Spectrum 

Method. 
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The cost of execution of the Power Spectrum Method 

can be very expensive. Each curve which was generated in 

Figures 3.4a thru 3.4h required the calculation of the RMS 

relative displacement at each of several distinct 

frequencies, each of which used about 30 CPU seconds of 

CYBER 175 computer time. The resulting eight sets of 

curves required about 500 CPU seconds per set. By 

comparison, the entire set of curves generated by the 

Response Spectrum Method required less than 5 CPU seconds. 

In conclusion, the Response Spectrum Method has 

been shown to be a very economical and accurate analytical 

technique which can be used for the random vibration 

analysis of a large class of structures. Care and judge

ment must be used in its application to problems which 

c,)ntain high levels of damping, high frequency or large 

slopes of the PSD input function. However, as is 

demonstrated in this dissertation, the white noise 

approximation can provide a reasonable estimate of the 

response of heavily damped systems to random excitations. 
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