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Figure 5.2. Phase error caused by the source bandwidth 
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12 

The phase error is a function of optical path difference. For each interference 
fringe there are two lumps. The source intensity is uniform from 630nm to 670nm. 
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Figure 5.3. Phase errors caused by the source bandwidth for the two sets of meas
urements 

The solid curve is obtained from the first four bucket intensities; the dashed curve 
obtained from the last four bucket intensities. Tht two curves show that they are 
1800 out of phase. 
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Figure 5.4 is an enlarged portion of Fig. 5.3 for a very small OPO. It can 

be seen that for OPO :!! -0.5 ~. the phase error is less than 0.04°. i.e .• about one ten 

thousandth of a wavelength. Therefore. it is good practice to adjust the interferome-

ter such that there is almost a null fringe within the entire field. This fringe should 

be the bright fringe of minus one order if the central fringe of the white light fringe 

is dark. Then the effect of the source bandwidth can be neglected. 

Nonlinear Detector 

If detector nonlinearity is present. the intensities in Eq. (5.9) are substituted 

into Eq. (5.10). The phase error for /3 - -0.1 is illustrated with the solid curve in 

Fig. 5.5(a). The dashed curve is for /3 - O. Comparing the solid and the dashed 

curves. the difference is shown in Fig. 5.S(b). The difference is so small. ~0.04°. 

that the effect of the detector nonlinearity on the phase measurement is less than that 

of the source bandwidth. 

Let us look at the effect of the detector nonlinearity when a laser source is 

used. From Eq. (5.S). the intensity is 

I(t) - a + b cos(2tr· OPOA, + 2trctm . (5.11) 

The intensity of the four integrating buckets is 

In - a + b'S~~):14) 'cos(211"QPDA, + 11~/2 + n·trc) • (5.12) 

where n - 0.1.2.3.... When the detector nonlinearity is present. the intensity of 

Eq. (5.12) should be substituted into Eq. (5.9). For c • t. it is very easy to show 

that the phase error caused by the detector nonlinearity is exactly zero (Stetson. 

1985). For c '# I. the phase error is illustrated in Fig. 5.6. in which c • 1.05 and /3 

• -0.1 and O. The phase error shown has the double frequency characteristic. 

Comparing the solid and the dashed curves. we can say that the effect of the detec-



0.08 

o 0.00 
'
'-w 
Q.) 

~ -0.04 
..c: 
a.. 

-0.08 1.
00 

\ 
\ 

\ 
\ 

\ I 
\ I 

\. I 

-0.75 -0.50 -0.25 
Optical Path Difference (wv) 

Figure 5.4. Enlarged portion of Fig. 5.3 for a very small OPO 

, 
I , , , 

I 

;" 

I 

91 

0.00 



0.4 

--.. 
a> e 0.2 
Ol 
a> 

'"0 

(; 0.0 
L... 
L... 

W 

a> 
en 
0-0.2 

..c 
a.. 

0.04 

a> 
u 
c: 0.02 
a> 
L-
a> ----i5 
L- 0.00 
0 
"-
~ 
a> 
en -0.02 
o 
..c 
a.. 

(a) 

" . 

-2 -1 0 1 2 3 
Optical Path Difference (wv) 

(b) 

v 

-2 -1 0 1 2 
Optical Path Difference (wv) 

3 

Figure 5.5. Phase error caused by the source bandwidth and detector nonlinearity 

92 

(a) Phase error caused by the source bandwidth and the detector nonlinearity. The 
solid curve is for /3 - -0.1; the dashed curve is for /3 - O. The source intensity is 
uniformly distributed from 630 nm to 670 nm. (b) The difference between the solid 
and the dashed curves in (a). 
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Figure 5.6. Phase error obtained using the simple arctangent formula for the PZT 
calibration error and the detector nonlinearity 

The solid curve is for c - 1.05 and /3 • -0.1. The dashed is for c - 1.05 and /3 • o. 
The error due to the detector nonlinearity is negligible. 



tor nonlinearity is ~legligible. 

From Chapter 2. we know that Carre's formula. 

[
J 1 [(I, - 12) + (10 - I,)] [3(1, - 12) - (10 - 1')]1 ] 

</J - tan-' 
(I, + IJ - (10 + I,) 
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(5.13) 

is not sensitive to the PZT calibration error. But when the detector nonlinearity is 

present. the phase error are dependent mainly on the detector nonlinearity and 

slightly on the PZT calibration error. as shown in Fig. 5.7. in which {J - -0.1. and c 

- 1.05 and I. Thus for c + I. the phase error of the Carre's formula is not zero. 

when the detector nonlinearity is present. The error does not have the double fre-

quency characteristic as in Fig. 5.6. The reason is that when the OPO increases by 

180°. both the denominator and the numerator of Eq. (5.10) simply change their signs. 

but not for those of Eq. (5.13). Therefore. the ratio does not change. and hence 

Eq. (5.10) has a period of 180° and Eq. (5.13) does not. 

The rms phase error for various {J and c obtained using Eqs. (5.10) and 

(5.13) are given in Table 5.1. From the table. the rms phase error is more sensitive 

to {J than c for Eq. (5.13). but the other V"lY around for Eq. (5.10). It also shows 

that if the detector nonlinearity is present. for a smaller PZT calibration error 

Eq. (5.10) works better than Eq. (5.13). 

Detector Noise 

The phase errors caused by noises in the synchronous detection can be ana-

lyzed using the communication theory. and have been addressed (Wyant 1975. Brun-

ing 1978. Koliopoulos 1981. Freischlad 1986). All the error sources have noises asso-

dated with them. Some noises can be treated as white noises. such as the back-

ground noise. detectClr noise. quantization noise. shot noise. etc. Therefore. in phase 
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Table 5.1. The RMS Phase Error for Various Detector 
Nonlinearity and PZT Slope 

PZT Slope Detector RMS Error RMS Error 
Nonlinear. Eq. (5.10) Eq. (5.13) 

(e) ~) (degree) (degree) 

1.10 -0.1 3.206 0.845 

1.05 -0.1 1.600 0.908 

1.02 -0.1 0.640 0.968 

1.01 -0.1 0.320 0.992 

1.00 -0.1 0.000 1.017 

1.10 -0.05 3.194 0.400 

1.05 -0.05 1.594 0.429 

1.02 -0.05 0.637 0.457 

1.01 -0.05 0.319 0.468 

1.00 -0.05 0.000 0.480 
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shift interferometry. for each type of these noises. the noises between two steps/buck-

ets are not correlated. 

Some noises. such as vibration noise. PZT calibration. are pink noises. For 

these noises. it is possible to reduce the errors by Fourier analysis. The effects of 

vibration and PZT calibration are discussed in Chapters 2 and 3. The phase error 

due to the white noises will be discussed in this section. 

For a functional dependence. 

(5.14) 

if the variables Xl' X2 ••••• XN are statistically independent. then the variance of y can 

be expressed using Taylor's expansion. (Worthing 1943) 

n 

- L(af/axn )2 ·un
2 

n 

n m 

(5.15) 

(5.16) 

where af/axn are evaluated at the means of Xl' X2 ••••• and xN. and un is the stan-

dard deviation of each variable. 

For a phase shifting interferometer. un is the standard deviation of the in-

tensity of the nth step/bucket. When the detector noises are concerned. such as 

Johnson noise (Dereniak 1984). the standard deviations of the intensities of all 

steps/buckets are the same. i.e. 

(5.17) 

However. for the shot noise. the standard deviation of the intensity of each 

step/bucket is equal to the square root of the intensity. i.e. 

(5.18) 
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It has been pointed out that the phase error is inversely proportional to the 

square root of the number of steps/buckets in the measurement (Bruning 1978. 

Koliopoulos 1981). From the following discussion. it can be seen that the phase error 

due to the shot noise is inversely proportional to the square root of the total number 

of photons. but hardly related to the number of steps/buckets. Let us compare the 

effects of the detector noise with the effects of the shot noise on the following algo-

rilhms. For the Cases I. 3. 4. and 6. the phase determined is the best fit to the in-

tensity profile in the least squares sense (Bruning 1978. Morgan 1983, Freischlad 

1986). The Cases I and 3 have been derived by Freischlad (1986). 

Case 1. 4 measurements 90 degree apart (least-squares) 

If the intensities of the four frames are 

In - a + b· cos(~o + n·tr/2). 

where n • 0.1.2.3. then the phase ~o is given as (Wyant 1975) 

-I Is - II 
~o - tan -I --I . 

0-2 

Hence. from Eq. (5.16) 

where 

(5.19) 

(5.20) 

(5.21) 

A == Is - II - 2b' sir.{~o). (5.21 a) 

B == 10 - 12 - 2b·cos(~J. (5.2Ib) 

For the detector noise the variance of each intensity is the same. Therefore. from 

Eqs. (5.17) and (5.21). the variance of the phase due to the detector noise is 

Detector noise: u2noise/2b2. (5.22) 

Similarly, for the shot noise the variance of each intelisity is equal to the mean of 

the intensity. From Eqs. (5.18) and (5.21), the variance of the phase due to the shot 
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noise is 

Shot noise: a/2b" - 2/fP. (S.23) 

where '1 ;;; b/a and P ;;; 4a. i.e. the total number of photons. 

Case 2. 4 measurements 90 degree apart (Carre's formula) 

Using the intensities of Eq. (S.19). the phase ~o can be determined. (Carre 

1%4) 

Thus. 

where 

and 

_. [J 1 [(I. - I,,) + (10 - Is>] [3(1. - I,,) - (10 - IS>]I] 
~o - rr/4 - tan (I. + I,,) _ (10 + IS> • (5.24) 

A"'(ao" + all + (A - 28·sgn)"·a." + (A + 28'sgn)"'(1,," (1,01.0" - (S 25) 
'I' [AZ + 82]2 • 

A ;;; J I (I.-12+lo-IS>· (31,-31,,-lo+Is>1 - 2'11'2 b'l sin(~o- rr/4)1. 

8 ;;; (I. + 12) - (10 + Is) - -2.J2 b'cos(~o - rr/4). 

sgn - 1 for (I. - 12 + 10 - 1,l'(31, - 312 - 10 + IS> ~ O. 

sgn - -I for (I, - I" + 10 - IS>'(311 - 312 - 10 + IS> < O. 

(S.25a) 

(5.2Sb) 

(S.2Sc) 

(5.2Sd) 

Since (II - I" + 10 - 1.\·!311 - 31" - 10 + IS> is always greater than zero. thus sgn - I. 

Therefore. the variance of the phase due to detector noise and shot noise are 

Detector noise: [I + COS2(~0 - rr /4)]a" noise /2b" • (S.26) 

A 2• (10 + IS> + (A - 28)'" II + (A + 28)2. 12 
Shot noise: [A 2 + 82]Z (S.27) 

With calculation. the phase variance due to the shot noise can be expressed as 

for sin(~0-rr/4) ~ O. (5.28) 
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or (5.29) 

as illustrated in Fig. 5.8. The solid line is for Eq. (5.28) for all v~lues of tfJo; the 

dashed line is for Eq. (5.29) for all values of tfJo. Combining the two curves gives 

the phase variance contributed by the shot noise. The curve with circles is the 

result of Eq. (5.27). The maximum and the minimum are (2a + ..ti b)/2b2 and 

(3a - 2b)/4b2• respectively. Thus 

4 + 2./2 "f 
,"?p ~ variance due to shot noise ~ 3 jli1 • 

where "f = b/a and P = 4a. i.e. the total number of photons. 

Case 3. 3 measurements 120 degree apart (least-squares) 

When the intensities of the three frames are 

In - a + b· cos[t/Jo + (2n+ 1)11'/3]. 

where n - 0.1.2. the phase tfJo is given as (Hayes 1984) 

Therefore. from Eq. (5.16) 

where 

[A + ../3 B )z-u02 + 4A2· U.2 + [A - ../3 By U2
2 

UA.o
2 

-'I' [A2 + BiJ& 

A = v'3 (12 - IJ - 3b· sin(tfJJ. 

B = 10 - 21. + 12 - 3b· cos(tfJJ. 

Therefore. the variance of the phase due to detector noise and shot noise are 

Detector noise: 2u2noise/3b2. 

(5.30) 

(5.31) 

(5.32) 

(5.33) 

(5.33a) 

(5.33b) 

(5.34) 
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The total number of photons is 40.000, and the contrast .., equals 0.9. The curve 
with circles is the result of Eq. (5.27), i.e. the variance due to the shot noise. The 
solid line is for Eq. (5.28) for all values of rfJo: the dashed line is for Eq. (5.29) for 
all values of rfJo. 



Sh 
. 2a + b' cos(3~0) 2 + 'Y' cos(3~0) 

ot nOise: 3b2 - rP . 
where 'Y == b/a and P == 3a. i.e. the total number of photons. 

Case 4. 8 measurements 4S degree apart (least-squares) 

If the intensities of the eight frames are 

In - a + b' cos(~o + n·1I/4). 

where n - 0.1.2 ..... 7. the phase tPo can be expressed as (Bruning 1978) 

Thus. 

where 

1.1../2 + 12 + IsI../2 - 15/../2 - III - 17/../2 
tPo - tan-1 

• 

10 + 1./../2 - IsI../2 - I. - 15/../2 + 17/./2 

A == 1.1../2 + 12 + IsI..ti - 15/../2 - III - 17/../2 - 4b' sin(~O>. 

B == 10 + 1.1../2 - IsI../2 - I. - 15/../2 + h/../2 - 4b·cos(~O>. 

Therefore. the variance of the phase due to detector noise and shot noise are 

Detector noise: a2 noise /4b2 • 

Shot noise: a/4b2 - 2/~P • 

where 'Y == b/a and P == Sa. i.e. the total number of photons. 

Case 5. 8 measurements 45 degree apart 
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(5.35) 

(5.36) 

(5.37) 

(5.3Sa) 

(5.38b) 

(5.39) 

(5.40) 

From the eiE;ht frames in Eq. (5.36). the phase can be also given as 

(Koliopoulos 1981) 

(5.41) 

Therefore. 



where 

A == 16 - 12 + 17 - I, - I. + 15 - 2(1 ~ ..ti ]b.sin(4)o). 

B == 10 - I. + h - I, + I. - 15 - 2(1 + ..ti )b.cos(4)J. 

Therefore. the variance of the phase due to detector noise and shot noise are 
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(5.42a) 

(5.42b) 

Detector noise: 3a2
noise/(6 + M )b2 

- a2noise/3.886b2. (5.43) 

Shot noise: a/4b2 • 2.059/12P. (5.44) 

where '1 == b/a and P == Sa. i.e. the total number of photons. 

Case 6. 8 measurements 90 degree apart (least-squares) 

If the intensities of the eight frames are 

In - a + b· COS(I/>o + n' '11/2). 

where n - 0.1.2.3 •...• 7 and the phase 1/>0 is given as 

Thus. 

where 

• I, - I I + 17 - 15 
4>0 - tan- I I I' o - 12 + 4 - 6 

A == (Is - II + 17 - Is) - 4b' sin(4)J. 

B == (10 - 12 + 14 - IJ - 4b' cos(4)J. 

Therefore. the variance of the phase due to detector noise and shot noise are 

Shot noise: a/4b2 - 2/iP. 

where 1 == b/a and P == Sa. i.e. the total number of photons. 

(5.45) 

(5.46) 

(5.47a) 

(5.47b) 

(5.48) 

(5.49) 
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For the detector noise. it can be seen that in Cases I. 3. 4. and 6. tbe vari

ance is equal to 2cJ2noise/Nb2. where N is the number of steps/buckets. For exam

ple. if N - 4 and b/a - 10. the standard deviation is about 0.0707 radian. i.e. 

0.0113),. The variance is dependant on the modulation b and independent of the bias 

a. because it is b that carries the signal. Comparing Cases I and 4 with Cases 2 

and 5. since the phase t/Jo is not obtained by the least--;quares fitting for Cases 2 and 

5. the variances are larger than those in Cases I and 4. respectively. 

For the shot noise. most of the cases discussed above. except Case 2. have 

variances close to 2/'y:P. Thus. generally speaking the variance is hardly related to 

the number of steps/buckets in the measurement. Since the variance is inversely 

proportional to the square of the fringe contrast 1. the variance is related to not only 

the signal (i.e. modulation) b but also the bias a. unlike the results for the detector 

noise. The reason is that both a and b have contributions to the shot noise. In 

practice. the shot noise never imposes a noticeable error in the phase shift interfero

metry. For instance for Case I. if the total number of photcns is 10.000 and the 

contrast is 0.9. then the standard deviation is 1/90 riltiian. i.e. 0.00176),. In reality. 

10.000 photons are a very small number. 

Discussion 

If the source has a finite bandwidth. the phase errors basically have a 

double frequency characteristic. regardless of the existence of the detector quadratic 

nonlinearity. This double frequency characteristic can be explained as follows. 

Because of the finite bandwidth of the source. there is no way to calibrate the PZT 

to introduce the same phase shift for all wavelengths. Therefore. the source 

bandwidth gives a phase error pattern similar to that caused by the PZT calibration. 
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From Fig. 5.2. the amplitude of the phase error increases with the OPO. 

However. from the previous chapters we know that the amplitude of the phase error 

is independent of the OPO for the cases of PZT calibration and nonlineari"Y. and 

spurious reflection. Therefore. the increase of the phase error amplitude in Fig. S.2 

is a unique characteristic of the source bandwidth. 

From further study. we find that the phase error is always about zero when

ever the change of contrast of the interference fringe is about zero. One should note 

that the dependence is on the change of contrast. not on the contrast. Fig. 5.9 is the 

integrating intensity of the interference fringe for an OPO from 12~ to 27)0'(1' 

Because the source bandwidth is 40 nm. the fringe contrast is equal to 0 at OPO 51!! 

16~. and -0.2 at OPO 51!! 23~. For OPO 51!! 23>.0. the contrast is a local maximum. so 

the phase error will be a minimum. as shown in Fig. 5.10. In this figure. the phase 

error is not plotted for an OPO between 14>.0 and 17~ because the error is too 

large. 

When the detector noise is concerned. the phase error is inversely propor

tional to the modulation b (i.e. bias times contrast. Q' 'Y) times the square root of the 

number of steps/buckets. For the shot noise. the phase error is inversely proportional 

to the fringe contrast times the square root of the total number of photons. When 

both noises are present. the resulting variance is tile sum of the two variances. In 

practice. the total number of photons is so large that the shot noise error is negligi

ble. 

Since the phase error is inversely proportional to the modulation times the 

square root of the number of steps/buckets. increasing the modulation or the number 

of steps/buckets will reduce the phase error. However. the modulation may be rel

ated to the number of steps/buckets. Therefore. we need to discuss two cases. One 
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27 

Figure 5.9. Integrating intensity of the interference pattern of a 40 nm bandwidth 
source for a large OPO 

The OPO is from 12~ to 27~. The source intensity distribution is uniform from 
630 nm to 670 nm. The fringe contrast is zero at OPO • 16.2~. The bias and the 
modulation (a and b) are equal to unity. 
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27 

The phase error is not plotted for the OPO between 14Ac, and 17Ac, because the error 
is too large. The fringe contrast is zero for OPO a! 16Ac,. 
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is that the light intensity is so strong that we need to adjust the source intensity to 

prevent the detector from saturation. For this case. we can not increase the modula

tion by any way. Thus for a given amount of O'noise. the rms error can only be 

reduced by increasing the number of steps/buckets. as shown in Table 5.2. But in

creasing the number of steps/buckets will also increase the total integrating time. For 

a long integration time. the measurement will suffer from other noises. such as air 

curr~nt and vibration. 

The other case is that the light is dim. i.e. the detector is far away from 

saturation. Therefore. we can always increase the modulation by increasing the in

tegrating time for each frame. From Table 5.2. doubling the frame tim~ has smaller 

error than doubling the number of steps/buckets. But again. the longer total integrat

ing time. the more vulnerable to air current and vibration. Thus we shall reduce the 

frame time whenever possible. 

Conclusion 

When a finite bandwidth source is used. the phase error has two lumps for 

each interference fringe. Therefore. the error can be reduced by averaging two sets 

of measurements. The amplitude of the phase error is pro!>ortionai to the change of 

the fringe contrast. It is good practice to adjust the interferometer so that the OPO 

is about zero. and there is almost a null fringe over the entire field. 

The detector quadratic nonlinearity will affect the phase measurement if a 

finite bandwidth source is used. But the effect of the source bandwidth dominates 

in our discussion. in which the bandwidth is about one fifteenth of :he central fre

quency. and the detector nonlinearity is about ten percent of the full intensity scale. 
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Table S.2. RMS Phase Error due to Detector Noise 

(a) detector is almost saturated 

Bucket Frame Source Modulation RMS Total 
Number Time Intensity B Error Time 

same X2 1/2 same same X2 

same 1/2 X2 same same 1/2 

1/2 same same same ..ti 1/2 

1/2 X2 1/2. same ..ti same 

X2 same same same 1/./2 X2 

X2 1/2 X2 same 1/./2 same 

(b) detector is Dot saturated 

Bucket Frame Source Modulation RMS Total 
Number Time Intensity B Error Time 

X2 same same same 1/.fi X2 

same X2 same X2 1/2 X2 
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The Carre's formula is less sensitive to the PZT calibration error than the 

simple arctangent formula. but is much more sensitive to the detector nonlinearity 

than the simple formula. Therefore. when the detector nonlinearity is large and the 

PZT calibration error is small. one should use the simple arctangent formula. 

When the detector noise is concerned. the phase error is inversely propor

tional to the modulation of intensity times the square root of the number of 

steps/buckets. Therefore. when the detector is far away from saturation. using the 

algorithm with a less number of frames is better than one with a more number of 

frames. One the other hand. when the detector is almost saturated, increasing the 

number of steps/buckets will effectively reduce the phase error. One should always 

note that when the total integrating time increases. the problems of air current and 

vibration become serious. 

For the shot noise. the phase error is inversely proportional to the fringe 

contrast times the square root of the total number of photons. When both the shot 

and the detector noises are present. the resulting variance is the sum of the two vari

ances. In practice. the shot noise is very much smaller than the detector noise. 



CHAPTER 6 

SUMMARY 

Various error sources. such as PZT calibration and nonlinearity. vibration. 

spurious reflection. source bandwidth. and detector nonlinearity have been discussed 

in detail in the previous chapters. All of these errors have a dependence on th opt

ical phase difference (OPO). and most of them have a frequency twice that of the in

terference fringe. These errors can be reduced by averaging two results of two 

runs. which have a difference of about 90° in the initial phase. In this chapter. the 

first order approximating formulas of the errors are presented to show the error dep

endence to OPO and indicate the limitations of phase shifting interferometry (PSI). 

Theory 

From the previous chapters. it can be seen that the main difference in the 

measured intensity between the integrating-bucket and the phase stepping methods is 

that the intensity in the phase sh:fting algorithm has a lower contrast. because of the 

integration. Therefore. phase errors obtained using the integrating-bucket and the 

phase stepping methods are similar. For simplicity. in this section we will analyze 

only the effect on the phase stepping algorilhm. Tn~ iultmsilies of four steps are 

10 - a + b· cos(!/l). (6.la) 

11 - a + b· cos(!/l+900) - a-b· sin(!/l). (6.1 b) 

12 - a + b·cos(!/l+1800) - a - b·cos(!/l). 

Is - a + b· cos(!/l+2700) - a + b· sin(!/l). 

where !/l is the phase of interest and can be obtained from 

III 

(6.lc) 

(6.ld) 
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-I Is - 11 
t/J - tan -I --I . 0-2 

(6.2) 

Whenever the PZT calibration and nonlinearity, the detector nonlinearity, etc. are 

present, errors in the phase measurement must be analyzed. 

PZT Calibration 

If the amount of phase shift has an error 2£ for each step, then the intensi-

ties can be expressed as 

10 - a + b· cos(t/J'-3£), 

II - a-b' sin(t/J'-t), 

12 - a-b' cos(t/J'+£). 

Is - a + b· sin(t/J' +3£). 

(6.3a) 

(6.3b) 

(6.3c) 

(6.3d) 

where t/J' == t/J + 3£ and £ is defined in terms of the PZT slope. c, given in Eq. (2.3). 

£ == JI"(c - 1)/4. (6.4) 

Then to the first order approximation. the ratio of Is - 11 to 10 - 12 can be expressed 

as 

Is - II _ sin(t/!'+l) 
10 - 12 cos(t/J'-l) 

_ sin(t/!'-l)' cos(2d + cos(t/!'-l)' sin(2d 
cos{t/J' -E) 

~ sin(t/!'-l) + cos(t/!'-E)' (2d 
cos(t/J'-l) 

From Fig. 6. i. it can be seen that the measured phase is. 

t/Jm - t/J' - £ + 2£. cos2(t/J' - d - t/J + 3£ + £. cos(2tfJ + 4£). 

(6.5) 

(6.6) 

(6.7) 

Therefore. the phase error caused by PZT calibration has a bias 3£ and the error has 

a frequency twice that of the spatial frequency of the interference fringes. Thus. 

the rms phase error is equal to 1£1/./2, i.e .• 

rms phase error - 11·1 c-Il/m (rad) - 1 c-II . 31.80
• (6.8) 
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} 2<'c:os(~'-<) 

Figure 6.1. Schematic of the relation of the measured phase to Eq. (6.6) 
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For instance, when c - 1.1, the rms phase error is 3.18°, which is very close to the 

value in Fig. 6.2. The rms phase error of a simulation without approximation, for 

various PZT slopes. c. is illustrated in Fig. 6.2. 

PZT Calibration and Nonlinearity 

When the PZT quadratic nonlinearity is present. the intensity of each step is 

given in &t. (2.5). as 

(6.9) 

where n - 0,1.2.3... For a four step algorithm, N - 4. and the intensities can be 

express.:d as 

10 - a + b' cos(</l). 

II - a - b'sin(</l + 2£ - 1). 

12 - a-b· cos(</l + 4E - 41), 

I, - a + b' sin(</l + 6£ - 9')'). 

(6. lOa) 

{G. lOb) 

(6.IOc) 

(6.IOd) 

where E == Jr' (c - I )/4 and 1 == -1(' d/8. both are dimensionless and much smaller than 

unity. The ratio of I, - 1 I to 10 - 12 can be expressed as 

~ sin(cf'+2£-31)' A 
10 - 12 - cos(</l") , 

(6.11) 

where </lor - ~ + 2£ - 21 and A - cos(2£-41)/cos(2£-21). Therefore, to the first ~rder 

approximation. A E!! I and hence 

~ ~ sin(0"+2E-31) ~ sin(0') + (2£-31)' cos(0', 
10 - I: - cos(</l'1 - cos(</l'1 

(6.12) 

From Fig. 6.3, it can be seen easily that the measured phase. 

</lm - </l + 2£ - 21 + (2£ - 31)' cos2(</l + 2E - 21) 

- </l + 3E - 71/2 + (E - 31/2)' cos(2</l + 4E - 41). (6.13) 

Therefore. the phase error caused by the PZT calibration error and PZT nonlinearity 
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Figure 6.2. The rms phase error for various PZT slope with a nonlinear detector 
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The solid line is for a linear detector (ft - 0). and the dashed line is for a detector 
with a quadratic nonlinearity (fl - -0.1). C is the PZT slope. i.e. PZT calibration 
coefficient. 
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(2£-3"t>· cOS:Ctfl") 
} (2<-3~)' c:osW1 

sin(tfl'') 

Figure 6.3. Schematic of the relation of the measured phase to &I. (6.12) 
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has a bias 3f - 7112 and has a frequency twice that of the interference fringes. 

Thus. the rms phase error is equal to \ f - 3112\/../2. i.e .• 

rms phase error - "'\c-I+3d/4\/v'32 (rad) -\c-I+3d/4\ '31.8°. (6.14) 

The rms phase error is a minimum. when c - I + 3d/4 - O. Fig. 6.4 illustrates the 

rms phase errors which are simulated without approximation for (a) d - -0.01. (b) d 

- -0.1. while the PZT slope is varying. 

From Eq. (6.14). for d - -0.1. the rms phase error is a minimum (:!i! O~ when 

the PZT slope is properly set. e.g. c - 1.075. as shown in Curve B of Fig. 6.4. On 

the other hand. the rms phase error is :!i! 0.97° when c - 1.045 and 1.105. Thus. 

when the PZT quadratic nonlinearity is present. the proper calibration of a PZT can 

reduce the phase measurement error. 

PZT Calibration and Detector Nonlinearity 

For a four-bucket/step algorithm. it is easy to show that the detector qua

dratic nonlinearity introduces no error in the phase measurement when the detector 

quadratic nonlinearity is the only error source. However. if the PZT calibration 

uncertainty is present. then the detector nonlinearity will affect the phase measure

ment. In this section. we show that the effect of the detector quadratic nonlinearity 

on the ph:lSe measurement is much smaller than the effect of the PZT calibration 

error. Therefore. to the first order approximation. the detector's effect is zero as 

shown below. 

If the amount of phase shift has an error 2f for each step. and the quadratic 

nonline~rity of the detector. (3 given in Eq. (5.9). is present. then the intensities can 

be expressed as 

10 - a + b· coS(I/l'-3f) + {3" [a + b' cos(I/l'-3f)]2. (6. 1 Sa) 
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This is a simulation result for the phase stepping algorithm. The PZf quadratic 
coefficient is (a) d - -0.01 and (b) d - -0.1. The rms phase error has a minimum. 
when c - 1 + 3d/4 - O. where c is the PZf slope. i.e. PZT calibration coefficient. 



I. - a-b' sin(c,6'-() + /3" [a - b· sin(c,6'-()]2. 

12 - a-b' cos(c,6'+f) + /3" [a - b' COS(c,6'+f)]2. 

Is - a + b'sin(c,6'+3f) + /3" [a + b· sin(c,6'+3f)]2. 
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(6.ISb) 

(6.ISc) 

(6.ISd) 

where c,6' :: c,6 + 3f and /3' :: /3/Imax. The ratio of Is - I. to 10 - 12 can be expressed 

as 

Is - I. 
10 - 12 -

2<b+U'ab)' sin(sf>'+d' coS(2d + 8'b2. sin(2sf>'+21)' sin(4!) 

2(b+2/3'ab)' cos(c,6'-f)' cos(2f) + /3'b2. sin(2c,6'-2d' sin(4!) 

_ sin(sf>'+d' [I + C' cos(¢'+f)] 

cos(c,6'-()' [I + C· sin(c,6'-()] 

(6.16) 

(6.17) 

where C - 2/3'b2. sin(2l)' (b+2/3'ab)-1 «I. Therefore. to the first order approximation. 

the ratio is 

Is - I. __ 0. 

10 - 12 -
sin(sf>'+d 
cos(c,6'-f) . (6.18) 

Equation (6.18) is the same as Eq. (6.5). It means that to the first order approxima-

tion the detector nonlinearity has no effect on the phase measurement. In Fig. 6.2. 

the rms phase error is shown as a function of PZT calibration. with /3 - 0 and -0.1. 

From the curves. it can be seen that the PZT calibration mainly determines the phase 

error. and the effect of the detector nonlinearity is negligible. as pointed out in 

Chapter 5, 

Source Bandwidth 

If the source has an uniform intensity distribution from ).. to ).2' then the in-

tensity is given in Eq. (5.5). 

I(t) - a + _b_ I ~ cos [IC' (OPO + cAotJT)]dIC 
Jt--K 
''"<' • ". 

sin[7I'(OPD+cAotJT)IT] 
- a + b· 7I'(OPD + cAotJT)IT • COS["o' (OPD+cAotJT)] • (6.19) 

where "I - 271'/).2 • ~ - 271'/). •• "0 - (".+~)/2 - 271'1Ao. and T is the coherence length 



defined as 

Therefore. the intensities of four steps are 

Hence. 

10 - a + b . sinc[OPO/r] cos("o·OPO) • 

II - a - b . sinc[(OPO+},J4)/r] sin("o· OPO) • 

12 - a - b . sinc[(OPO+'Y2)/r] cos("o·OPO) • 

I, - a + b . sinc[(OPO+3},J4)/r] sin("o·OPO) . 

where A is defined as 

sin~[(OPD+3},J4)/r] + sinc[(OPD+},J4)/r] 
A:: 

sinc[OPO/r] + sinc[(OPO+'Y2)/r] 
sinc[(OPO+'Y2)/r] 

~ sinc[(OPO+},J4)/r] ~ I + B. 

and B is defined as 

B = },J4/r·sinc'[(OPO+},J4)/r] 
- sinc[(OPO+V4)/r] • 

where sinc'(x) is the first derivative of sinc(x). Thus 

I, - I, ~ 
10 - 12 - (1 + B)' cos(c,6) • 

where c,6 :: "o·OPO. From Fig. 6.5. it can be seen that the measured phase is 

c,6m ~ c,6 + B· sin(c,6)· cos(c,6) - c,6 + B· sin(2c,6)/2. 
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(6.20) 

(6.2Ia) 

(6.2Ib) 

(6.21c) 

(6.21d) 

(6.22) 

(6.23) 

(6.24) 

(6.25) 

(6.26) 

Therefore. to the first order approximation. the phase error has a frequency twice 

that of the interference fringe and the amplitude of the phase error is B/2. which is 

proportional to the change of the contrast of the interfer~nce fringe. i.e. sine'(x). as 

pointed out in Chapter S. Figure 6.6 is the phase error of a simulation for the 

source of a uniform intensity distribution from 630 nm to 670 nm. obtained in 

Chapter S. At OPO - 9~. the amplitude of the phase error is about 1°. From 
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B· sin(t/l)soc(t/l) __ ---,~"' 

cos(t/l) 

Figure 6.5. Schematic of the relation of the measured phase to Eq. (6.25) 
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This figure is the same as Figure 5.2. 
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Eq. (6.24). B is equal to 2.060 for OPD - 9~. Thus Eq. (6.26) is a very good 

approximation. From Eq. (6.26). the rms phase error of the source bandwidth is 

1 BI/../8. i.e .• 

Vibration 

rms phase error - _I • 

../8 
~/4/r·sinc'[(OPD+V4)/r] 'I 

sinc[(OPD+V4)/r] • 
(6.27) 

For a single-frequency vibration. the intensity of the interference fringe is 

(6.28) 

where vb. wb. and ~b are the amplitude. frequency. and initial phase of the vibra-

tion. T is the sum of all frame periods. For wb « 2rrIT. sin(wbt + ~b) is almost 

fixed within the period of T. Therefore. the measured phase has a piston error 

,,·vb·sin(Wbt + ~b)' which does not contribute to the rms phase error. Similarly. if 

Wb satisfies the condition. 

1 wb - 4n· 2rr· ITI «2rrIT. (6.29) 

for an integer n. the rms phase error is about zero. This is for wb 2! O. 4· (2rrfD. 

8· (2rr/T) •...• the rms phase error is 2! O. as shown in Chapter 3. 

Spurious Reflection 

From Chapter 4. the spurious reflection is imposed on the interference pat-

tern and introduces extraneous interference. There are three beams interfering. The 

exact formula of the phase error is given in Eq. (4.4). 

l[ E·sin(ll - ~t) ] 
~m - ~t - tan- • 

At + E·cos(ll - ~t) 
(6.30) 

where At· exp(i~) is from the test arm without an extraneous beam. and E· exp(ill) is 



from the extraneous beam. For E « At. to the first order approximation 

IIlm - lilt ~ tan-1[E·sin(TI - IIlt>/Ad ~ E/A·sin(TI - lilt> . 
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(6.31> 

Thus. the phase error is proportional to sin(TI - lilt> with a frequency equal to that of 

the interference fringe. and 

rms phase error - EI AI..ti . (6.32) 

Results 

Table 6.1 lists the results obtained using the phase stepping method. When 

an integrating bucket method is used. the results basically are the same. 

difference is that Eq. (6.14) is changed as given in the next paragraph. 

One major 

Figure 6.7. 

in which the effects of PZT calibration and nonlinearity. and detector nonlinearity 

are considered together. gives the rms phase errors of an integrating bucket method 

for (a) d - -0.01. (b) d - -0.05. and (c) d - -0.1. The solid curves are for f3 - -0.1. 

and the dashed curves are for f3 - o. Comparing the solid and dashed curves. it can 

be seen that the detector quadratic nonlinearity has almost no effect on the phase 

measurement. 

From Fig. 6.7. the rms phase error is a minimum when the PZT slope. c. is 

equal to I-d. It should be noted that this value is different from the value. I -

3d/4. in Eq. (6.14). Comparing Fig. 6.4 and Fig. 6.7. it can be seen that for a small 

PZT nonlinearity. the rms phase errors of the integrating bucket and the phase step

ping methods are about the same. For a higher PZT nonlinearity. the integrating 

bucket method has a larger rms phase error. Even so. when the PZT is properly 

calibrated. the rms phase error of the integrating bucket method is still less than 0.20 

for d - -0.1. although this not as small as 0.00 obtained with the phase stepping 

method. Thus. when the PZT quadratic nonlinearity is present. the proper calibra-
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1.13 

This is a simulation result for various PZT quadratic coefficients and detector nonli
nearity. The PZT quadratic coefficient are (a) d - -0.01. (b) d - -0.05. and (c) d -
-0.1. The solid curves are for a linear detector eft - 0) and the dashed curves are 
for a nonlinear detector (JJ - -0.1). The rms phase error has a minimum. when c - I 
+ d - O. where c is the PZT slope. i.e. PZT calibration coefficient. 
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tion of the PZT can reduce the phase measurement error caused by the PZT calibra

tion. 

Conclusion 

In practice. all the factols should appear together and have a combinative 

effect on the PSI. Here we list several rms phase errors for some combination of 

the factors to show the combinative effects. In Table 6.1. all the coefficients given 

are somehow larger than the practical value. except the coefficient of vibration Vb' 

Therefore. the table points out which factors are critical in a PSI. Vibration and 

spurious reflection are a real problem. As pointed out in Chapters 3 and 4. the 

phase error caused by these two factors cannot be reduced by averaging two sets of 

measurement. However. the effect of spurious reflection can be reduced using the 

algorithm suggested in Chapter 4 or by l:sing a finite bandwidth source. The vibra

tion effect can only be reduced by using either a high-speed detector or other algo

rithms that need fewer frames. 

In Table 6.1. the difference between the rms phase errors. of (a) PZT cali

bration and (b) PZT calibration with a nonlinear detector. is less than 0.1°. Hence. 

the effect of the detector quadratic nonlinearity is too small to be noted. This is due 

to the fact that the second harmonic of the measured intensity is almost cancelled 

while using the simple arctangent formula. as shown in Table 5.1. The error due to 

the bandwidth of source is also very small. as shown in Fig. 5.3. 

The effects of the PZT calibration and the PZT nonlinearity are related to 

each other. as shown in Eq. (6.14) and Fig. 2.7. Therefore. we should analyze the 

two factors together when the PZT's effect is considered. Furthermore. properly 

adjusting the PZT calibration can compensate the effect of the PZT quadratic non li-



Table 0.1. RMS Phase Errors Obtained Using 
Phase-Stepping Method 

Source RMS Form 

PZT Calibration 3.20 a 

c - 1.1 

PZT Nonlinearity 2.40 b 2w 

d - -0.1 

PZT Calibration & PZT Nonlinearity 0.00 b 

c - 1.075. d - -0.1 

PZT Calibration & Detector Nonlinearity 3.20 a.c 

c - 1.1. fJ - -0.1 

Source Bandwidth 

~>. - 40nm. OPO -9>.0 
Spurious Reflection 

E/A - 0.1 

Vibration 

vb - 0.1>' 

Detector Noise 

b/u noise - 20 

0.70 d :l!!2w 

4.10 e 

200 ~h 

2.00 i 

a linearly proportional to I c-II 

b linearly proportional to I c-I+3d/41 

c independent of fJ 
d proportional to OPO 

e linearly proportional to E/ A 

f when either 11 or ¢t is a constant 

w f 

g maximum nns error when wb - 4rr/T 
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Formula 

Eq. (6.8) 

Eq. (6.14) 

Eq. (6.14) 

Eq. (6.8) 

Eq. (6.27) 

Eq. (6.32) 

Eq. (5.22) 

h linearly proportional to vibration amplitude 

i linearly proportional to unoise/b for 4-bucket method 
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nearity. Thus. when the effects of vibration and spurious reflection are under con

trol. it can be seen that the rms phase error is primarily determined by the PZT cal

ibration. However. the problem is how to properly calibrate the PZT. especially 

when PZT nonlinearity and detector nonlinearity exist. Even when the PZT is prop

erly calibrated at one moment. the proper calibration may no longer be valid later. 

due to the effects such as thermal expansion. hysteresis. and etc. 

From Table 6.1. it is clear that most of the errors or combinative errors have 

the double frequency characteristic. Therefore. a practical method is to average the 

measured phnses of two runs which have a phase shift ~ goo. This method is first 

proposed by Wyant (1984) to reduce the error caused by the PZT calibration error. 

i.e. PZT slope error. Other algorithms can be used to solve the PZT calibration 

problem. such as the calibration-insensitive algorithm (Carre. 1966; Cheng. 1985). 

Howev;!r. as shown in the previous chapters. the Carre's algorithm is sensitive to the 

detector nonlinearity. and has spikes for some initial phases of the OPO. Fortunately. 

the width of spike is very small. Thus the spikes can be removed by introducing 

the till fIiuge5. From the study, in general the error obtained using the Carre's for

mula has the double frequency characteristic. Therefore. the averaging technique can 

be applied to the Carre's formula to further reduce the phase error. 

The results obtained with these algorithms are shown in Table 6.2. In this 

table the integrating bucket method is used. Column A and B are the rms phase 

~rror obtained using the simple arctanget formula. i.e. Eq. (5.10). In addition. 

Column B is the result of the averaging technique. Column C is the rms phase 

errors obtained using the Carre's formula. i.e. Eq. (5.13). Column 0 is the result of 

the same equation and the averaging technique. From this table it is clear that the 

errors in columns Band D are smaller than those in columns A and C. except those 



Table 6.2. RMS Phase Errors Obtained Using 
Integrating-Bucket Method 

A B C 
Source Eq. (5.10) Eq. (5.10) Eq. (5.13) 

Averaged 

PZT Calibration 3.1910 0.5130 0.0000 

c - 1.1 

PZT Nonlinearity 3.2060 1.15go 0.8530 

d - -0.1 

PZT Cllib. & PZT Nonlinearity 0.2180 0.8070 0.8010 

c - 1.1. d - -0.1 

PZT Calib. & Detector Nonlinearity 3.2060 0.5710 0.8450 

c - 1.1. fJ - -0.1 

Source Bandwidth 0.8830 0.0300 0.3520 

A~ - 40nm. OPD -9~ 

Spurious Reflection 4.10 4.10 4.10 

EtA - 0.1 

Vibration a.b ::!!200 ::!!200 ~200 

vb - O.I~ 

Detector Noise 2.00 1.860 2.40 

b/O'noise - 20 

a maximum rms error when wb - 4rr/T 
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D 
Eq. (5.13) 
Averaged 

0.000': 

0.3140 

0.1570 

0.6920 

0.2530 

4.10 

~200 

~2.2° 

b linearly proportional to vibration amplitude 
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caused by the PZT calibration and PZT nonlinearity in Column B. and by the vibra

tion. spurious reflection. and detector noise. 

For the error due to the PZT calibration and PZT nonlinearity. the error in 

Column A is smaller than the value in Column B. Since the PZT slope is properly 

adjusted to equal I-d. which compensates the PZT nonlinearity for the first four 

buckets. not for the last four buckets. the phase error of the last four buckets is 

much larger than the phase error of the first four buckets. Thus. the result of the 

averaging technique has an error larger than the result without using the averaging 

technique. It means that we need to adjust the PZT slope to a different value. 

As pointed out in Chapter 3 the phase errors caused by the vibration can 

not be effectively reduced by using the a'feraging technique. In Chapter 4. it is 

shown that the error by the spurious reflection absolutely can not be reduced by 

using the averaging technique. For the detector noise. since the averaging technique 

described above is applied to the five consequetive intensities. rather than two sets of 

independent measurements. it can not reduce to the phase error by 1/./2. as expected. 

This averaging technique only reduce the phase error by 7 percent. 

From Column Band D. the vibration and spurious reflection are the main 

error sources. From the analysis in Chapters 3 and 4. we can reduce the effect of 

the vibration of the critical frequencies. and use the suggested algorithm to eliminate 

certain types of spurious reflection. Besides the vibration and the spurious reflection. 

the PZT calibration makes one of the main error sources. 

When vibration and spurious reflection are under control and the signal to 

noise ratio is greater than 20. it is not difficult to reach an accuracy within I degree 

rans in visible. i.e. about 1.7 nm rms. In Columns Band D. the errors are so small 

that the difference of the values between columns B. and D. is not significant. Thus 
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this table gives the limitation of accuracy of a phase shifting interferometer. Those 

coefficients given in the tables are larger than the practical values. so under proper 

conditions it is possible to improve them by a factor of 10. 

One should note that in the above discussion some error sources are nol time 

dependent. i.e. not random errors. For instance. the PZT calibration and nonlinear

ity. spurious reflection. source bandwidth. and detector nonlinearity are time indepen

dent error sources. At least this holds within a time very much longer than the 

measurement time. Therefore. the phase errors caused by these sources can not be 

reduced by taking average of several cc.nseculive measurements. On the other hand. 

the vibration and the detector noise are random error sources. Hence. the phase 

errors caused by the vibration and the detector noise can be reduced from the single 

measurement's result by a factor of the square root of the number of measurements. 
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