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positive experiences when an on-line assistance system 

was used. 

RelIes, Sondheimen, and Ingragiola [1981] and 

Fenchel [1981] also examined on-line instructional mod­

ules with no control group. They found that on-line 

assistance which provides operating features such as 

context sensitivity has a significant positive impact on 

user performance and self confidence. It also reduces 

user anxiety and accelerates user acceptance of the 

system. 

In summary, it can be said that the research on 

on-line assistance has produced mixed performance re­

sults. Some studies have shown that subjects who did not 

use it outperformed those who did. Other studies, 

however, have shown on-line assistance to be a very 

powerful training device. This is particularly true when 

the on-line assistance incorporates certain operating 

features. Because the results of these studies are in­

conclusive, the literature on Computer Aided Instruction, 

a type of on-line assistance which has been studied 

extensively, is reviewed. 

3.2.3 On-line Assistance and CAl Research 

Computer Aided Instruction (CAl) is the presenta­

tion of lessons and tests, usually in a school environ-
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ment, using an interactive computer. other than certain 

operating features such as context sensitivity, tutor­

ials, and a query in depth, which are included on CAI 

modules but often omitted with on-line instruction mod­

ules developed for tools in the work environment, CAI and 

on-line assistance are similar. Because of this similar­

ity, the research on CAI provides a valuable supplement 

to the study of on-line assistance. A conclusion about 

the ability of subjects to learn using on-line assistance 

can hopefully be inferred from these CAI studies. 

Before examining the successes and failures of 

CAI, it is important to establish that the philosophy of 

instruction and the use of the electronic medium for 

instruction are not incompatible. Gagne and Briggs 

[1979] report, regardless of any performance results 

concerning CAI, that all types of educating and training 

objectives are capable of being supported by instruction 

from the computer. Tagg [1980] also maintains that the 

use of CAI is consistent with the philosophy of instruc­

tion and has a unique contribution to make in the field. 

These researchers have established the legitimacy of CAI 

from the perspective of educators. 

The purpose of most CAI related research has been 

to discover whether CAI is a more effective method for 
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teaching students in a school environment then tradi­

tional methods. These traditional methods include the 

use of teachers, books, and seminar instruction offered 

singly or in combination. The studies used many dif­

ferent measures of effectiveness and many types of stu­

dents. CAl researchers have consistently shown that CAl 

learning is at least as good as the best traditional 

techniques of education. As will be shown, the benefits 

of learning using CAl modules are impressive. 

Tim~ requirements for learning. Presenting les­

sons to the learner on an interactive computer (learning 

via CAl modules) reduces the time requirements for learn­

ing a block of material [Chambers and Sprecher 1980; 

Ellis, 1978; Gleason, 1981; Kulik, Kulik, and Cohen, 

1980; Leiblum, 1982; Rubinson and Warren, 1979; Tagg, 

1980; Zembe, 1984]. These studies used university stu­

dents, united states Navy personnel, and elementary 

school children as subjects. Bright [1983] and Jenkins 

and Dankert [1981] studied the time required for learning 

using CAl. One of their concerns was whether CAl in­

spired the learner to spend more time studying the les­

sons. They found that the time required to learn a 

lesson to a given standard decreased and that the sub­

jects spent their sav8d time on other related learning 
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activities. 

Performance Results. Learning from the computer 

medium also results in performance which is at least as 

good as that which results from using the printed medium. 

Burke and Callahan [1981], Chambers and Sprecher [1980], 

Cohen, Ebeling, and Kulik [1981], Diem and Fairweather 

[1980], Ellinger and Brown [1979], Kalmey and Niccolai 

[1981], Lower [1980], and Skinner and Grimm [1979] report 

increases in learning performance when CAI was used. 

They used various measures of learning performance and 

conducted their experiments in a variety of locations. 

The meta-analysis of Kulik, Kulik, and Cohen [1980] main­

tains that CAI performance accomplishments are inconclu­

sive because another type of instruction may produce more 

dramatic results. The meta-analysis does not maintain, 

however, that performance results using CAI is in any way 

inferior to the performance results using any other 

method of learning. 

Attitude of sUbjects. The attitude of the sub­

jects toward learning when using a computer was also 

examined by some of the CAI researchers. Lower [1980] 

and Wilson and Paden [1978] report that subjects found 

learning from ~AI modules to be more enjoyable than 

learning from the printed medium. They also report that 
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the subjects considered learning easier with CAI and that 

the subjects' attitude towards learning greatly improved. 

Learner risk reduction. Learning in an institu­

tional setting involves a certain degree of risk for the 

learner [Weinberg, 1971]. If the learner performs poorly 

in the lessons, he may be branded a slow learner by his 

peers. The simplest course to follow for the slow learn­

er who loses group support is to drop out of the learning 

program, although not all drop outs from a instructional 

program do so because of fear of failure. When instruc­

tion is offered using CAI modules, the instruction is 

personal and private. Leiblum [1982] and Lower [1980] 

report that the private instruction offered by CAI re­

suI ts in a lower drop out rate than in those classes 

which rely on more traditional instructional methods. 

Tim~ frames for learning. CAI also appears to be 

a superior instructional vehicle regardless of the time 

frames required for learning recall. Canelos, Murphy, 

Bloombach, and Heck [1980] report that CAI produces 

better results for learning requiring immediate recall 

and learning requiring recall 48 hours later. 

Despite the above noted performance benefits of 

CAI instruction, certain educational researchers are less 

than enamored with the use of a computer for instruction. 
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Ragsdale [1982J and Tsai and Pohl [1977J, for example, 

state that the perceived benefits of CAI will vanish once 

the use of the computer becomes common in our society. 

They attribute a large degree of the success of CAI to 

the Hawthorne Effect. 

Rushinek, Rushinek, and stutz [1982J further 

maintain that the teaching medium does not significantly 

affect learning or performance. Rather, the attitude of 

the learner toward the course and the instructor and the 

attitude of the instructor create a successful learning 

environment. Testing to discover the benefits of CAI 

usually has involved the best teachers testing students 

who recognize that they are learning in a special way 

which requires special effort on their part. 

Lawton and Gerschner [1982J write that the CAI 

experiments also show that instruction from a computer is 

only superior for those learners who can easily concen­

trate, pay attention to detail, memorize well, and persist 

with a task for a long time. Chambers [1980J and Lower 

[1980J maintain that CAI instruction ignores the dynamics 

of group learning. All significant improvement in know­

ledge acquisition requires human interaction to make it 

meaningful to the learners. 

Despite the criticisms of CAI, no study has shown 
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that using the computer to teach is in any way inferior 

to the printed medium. Perhaps CAl is merely an alterna­

tive method of teaching which should be encouraged. Al­

lowing students to learn from a variety of situations and 

media is a sound instructional policy [Woodson, 1982]. 

In conclusion, on-line assistance was shown to be 

a powerful instructional medium of presentation if the 

module provides certain operating features which are 

normally included on CAl modules but not often included 

with on-line assistance modules developed for the work 

environment. The most notable of these features are 

context sensitivity, tutorials, and a query in depth. 

Therefore, if an on-line instructional module developed 

for a decision support tool used in the work environment 

were to include these features of CAl instructional mod­

ules, then the on-line medium would be a strong candidate 

for the best medium of presentation. since the experi­

ment in this research is to test for the best instruc­

tional module, an effort was made to include with the 

candidate on-line instructional modules as many features 

of CAl as possible. In this way, failure of the on-line 

medium to produce high propensity to use results cannot 

be attributed to poor construction of the instructional 

module. 
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It must be recalled that most evaluations of the 

on-line medium measured user performance. While this is 

not the measurement of interest in this research, one can 

infer propensity to use information from these data. At 

the very least one can state that on-line instruction 

provides the learner with benefits which could affect 

propensity to use. 

3.3 Manuals 

Because manuals or off-line assistance are the 

traditional medium for computer tool instruction, there 

has not been much recent research on the benefits of 

using manuals. However, it is easy to agree with RelIes 

[1979J who notes that manuals produce better learning 

results because manuals represent the traditional medium 

of instruction. They reduce the tensions associated with 

learning and make learning a pleasant, rewarding ex­

perience. Everyone has learned from a book or manual. 

The computer monitor, however, is unfamiliar and possibly 

intimidating to a novice. The importance of the learning 

experience being pleasant and rewarding was documented in 

section 3.1. 

The literature on manual documentation has gen­

erally been favorable. The results of Houghton's [1984J 
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and RelIes' [1979] performance experiments which showed 

the superiority of manual over on-line assistance were 

cited in section 3.2. other researchers have arrived at 

the same conclusions. Cohen and Cunningham [1984], for 

example, write that manuals are an extremely effective 

means of getting the learner to the expert stage quickly 

and painlessly. They maintain that the pictures in man­

uals portray the lessons better than any other medium. 

Manuals also allow a learner the option to review lessons 

at his own convenience. Finally, they note that manuals 

do not take up space on the computer disk and, therefore, 

cannot reduce the functionality of the tool. 

Arader [1958] maintains that manuals are a more 

convenient medium from which to learn than are computer 

terminals. other researchers agree with Arader and cre­

di t this to the enhanced capacity of the manual to direct 

the lesson to the level of the learner [Racker, 1959] or 

to the ability of the learner to physically touch the 

document [Van Duyn, 1982]. 

These studies establish that manuals have the 

potential to be the best medium of presentation. Manuals 

are convenient, and they present the instructional 

message in a form and manner which leads learners to 

return to use the tools. They have been rated higher 
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than on-line assistance using certain performance cri­

teria. There is, however, some criticism of using man­

uals for instruction. Cohen and Cunningham [1984J, for 

example, note that manuals are slower than on-line assis­

tance, which might discourage some learners. McClean and 

Riesling [1977J write that too much manual documentation 

is potentially detrimental to user acceptance of the 

tool. Yestingmeir [1984J notes that novices are not 

satisfied with current manuals because they find them 

difficult to use, but he did not examine whether better 

manuals would produce better results. 

sections 3.2 and 3.3 presented the benefits of 

the on-line and manual media for presenting lessons. 

Each medium of presentation was shown to be a candidate 

for producing the best propensity to use results. 

3.4 Embedded Cuing 

Among the options for control of the lesson are 

system control and user control. Embedded cuing, another 

name for syst8m control or programmed learning, is derived 

from the concept of embedded training. Kearsley [1985, 

page 32J defines embedded training as "on-line instruction 

which is an integral part of a system or product; instead 

of isolating learning from what is to be learned, embedded 

training makes it an ongoing aspect of that system or 
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product." From this definition, it might appear that on­

line assistance and embedded training are identical. This, 

however, is not the case. On-line assistance means that 

the assistance is presented on the same medium as the 

computerized tool, whereas embedded training means that 

learning assistance is available on software which is inte­

grated with the tool. Embedded training leads the user to 

the instructional module as an integral part of the tool. 

Kearsley's definition of embedded training is 

rather confining. For purposes of this research, his 

definition of embedded training will be modified so that 

the requirement for "on-line instruction" is relaxed and 

the requirement for "instruction which is an integral 

part of a system or product" is emphasized. This 

modified definition of embedded training is "a training 

method which is so integrated into the system or product 

that the system designer assumes effective control over 

the program of instruction." This modification allows 

messages or cues which appear on the screen when the user 

needs assistance, and which reference the user to an off­

line assistance medium, to be included in the concept of 

"embedded." with these modifications, "embedded cuing" 

is a more apt term then embedded training. 

Embedded cuing can refer to a routing scheme of 
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the tool which directly sends a user to the assistance he 

requires, or it can refer to a cue on the tool which 

tells the user where to go for assistance. The essential 

feature is that the tool, not the user, controls the 

routing to the corrrect portion of the instructiona"l 

module. 

The importance of embedded cues on instructional 

modules was suggested when Kearsley [1977; 1981; 1983; 

1985] attempted to use CAl modules, developed for class­

room instruction, in an industrial environment. The 

migration of CAl from the classroom to the workplace, 

however, produced less than satisfactory results. While 

the educational env"ironment of schools is conducive to 

learning with an interactive computer, the workplace is 

not. Kearsley [1985, page 38] states that "neither print 

materials nor traditional CBT tutorials are very effec­

tive in providing the kind of specific and focused infor­

mation needed by a person learning to use a system or 

product." (CBT is an acronym for Computer Based Train­

ing-- basically the identical concept as CAl). He sug­

gests that the problem is not that CAl is an ineffective 

instructional medium. Indeed, CAl has been proven to be 

very effective. (See Secion 3.2.3). Rather, it is the 

manner of accessing the CAl modules which discourages 
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successful implementation in the work environment. 

The "traditional CBT tutorials" which Kearsley 

examined are on-line tutorials which are physically sepa­

rated from the tool. The tool and the lessons are separ­

ate programs. There is no direct path from the tool to 

the tutorial. Human intervention is required to access 

it. This human intervention consists of exiting the 

tool, locating the CBT module, and calling it up for use. 

Returning to the tool is a similarly lengthy process. 

Kearsley suggests embedded training, or training 

which is an integral part of the system, as a means of 

effectively providing information to the user. The bene­

fi ts of CAl could be transported to the worJplace by 

placing cues or a routing scheme on the tool so that 

access to the tutorials is more direct and under control 

of the system. 

Shneiderman [1980] concurs with Kearsley. He 

calls system control of the instructional program an 

example of an inflexible system. Inexperienced users 

worked faster and made fewer errors when they used an 

inflexible system. An instructional module which is 

referenc8d by means of cues or a direct routing scheme 

has been shown to be effective. It is a good candidate 
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for being the best type of control over the instructional 

program. 

3.5 User Control 

Embedded cues route or direct the user to that 

portion of the instructional module which he requires, 

whereas user control, or no embedded cues, allows the 

user to control his own routing to the instructional 

module. The absence of embedded cues encourages explora­

tion of the instructional material. The user decides 

which area of the instructional module is the most appro-

priate for his needs. Another name for user control is 

help facility. 

Many researchers have written of the benefits of 

user control over the instructional program. Writing 

about the experiments involving the TICCIT (Time-Share 

Interactive Computer Controlled Information Television) 

CAI programs, Reigeluth [1979] states that instructional 

programs should only provide the user with enough routing 

or control information so that he can make good decisions 

concerning the choice of lessons. This is the case even 

if the learner chooses a lesson path which is not the 

"best." 

Lahey [1978J writes that learner control of the 
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instructional program enhances learning. He also notes 

that the degree of user control over the lesson results 

in only minor differences in the rate of learning, reten­

tion of lessons, and improvement of attitude. The fact 

that control is maintained by the user appears to be more 

important than the degree of user control allowed. While 

agreeing with Lahey about the desirability of user con­

trol, McClean and Oliver [1980] maintain that the degree 

of user control is an important issue. 

Bouwman [1980] and Shneiderman [1980] write of 

the benefits of user control of the instructional pro­

gram. They report that learner control helps the user in 

the performance of his job and allows more experimenta­

tion. User control also focuses directly on the needs of 

the user. 

User control is thus seen by many researchers as 

a means of effectively directing lessons. The support 

which user control has generated among researchers makes 

this type of control of the instructional module a good 

candidate for producing the best propensity to use re­

sults. sections 3.4 and 3.5 have shown that system 

control and user control have the potential for producing 

the best propensity to use results. 
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3.6 Summary 

This chapter discussed research on the learning 

of decision support tools. Because this research is con­

cerned with the effects of 1) the on-line versus the 

manual medium of presenting the instructional message of 

a decision support tool and 2) the effects of embedded 

versus no embedded cuing, this chapter defined these 

terms from the literature. The definition of embedded 

which was taken from the literature was too restrictive, 

so it was modified to include not only an instructional 

module which is directly accessible via an automated path 

from the tool but also an instructional module which is 

cued on the tool. Thus, any tool in which the designer 

assumes responsibility for routing the learner to the 

pertinent portion of the instructional module has the 

embedded feature. 

This researcher will examine the propensity of 

novices to use a decision support tool with all the 

combinations of the on-line and manual medium with em­

bedded cues and user control. Researchers generally have 

examined a single variable in isolation and evaluated it 

on the basis of user performance criteria. 

Prior research, examining only one variable at a 

time, has produced mixed results. Some researchers re-
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port that on-line assistance is superior to manual assis­

tance while others report the opposite. Researchers 

studying embedded cuing and user control likewise report­

ed contradictory results. 

This chapter, therefore, established that both 

states of both variables which this researcher has chosen 

to examine are viable candidates for producing the best 

results. Although the research cited in this chapter was 

generally concerned with user performance and not propen­

si ty to use, one could make a case from the literature 

for the superiority of each of the four combinations 

achieved by varying the medium of presentation and the 

degree of user control. 

The goal of this research is to resolve the 

question of which is the superior combination. The hy­

pothesis of this researcher is that the instructional mod­

ule of the decision support tool which is on-line and has 

embedded cues (the automated programmed learning module) 

will produce the highest propensity to use results. The 

manual instructional module with embedded cues (the manual 

programmed learning module) will produce the next highest 

propensity to use results. The manual instructional module 

with user control (the ro~nual help facility) will be next 

in order. The on-line instructional module with user con-
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trol (the automated help facility) will be last. The 

descriptions of the four instructional modules used in the 

experiment to test this hypothesis are given in the next 

chapter. After the four instructional modules are fully 

described, the hypothesis is formally stated with reasons 

and references for the choices cited. 



CHAPTER 4 

DESCRIPTION OF THE DECISION SUPPORT TOOL 

AND THE FOUR INSTRUCTIONAL MODULES: 

THE RESEARCH HYPOTHESIS 

This chapter describes the decision support tool 

which was used in the experiment. The experiment is 

concerned with determining which design of the instruc­

tional module of the tool produces the greatest pro­

pensity to use results for novices. The chapter also 

describes the four instructional modules which were de­

termined to have the potential for positively affecting 

propensity to use. 

The tool and the instructional modules were de­

signed using the results of research as a guide. Re­

search in data display design, automated instructional 

module design, and manual instructional module design was 

examined. A research hypothesis which proposes an order 

of the propensity to use results for the four instruc­

tional modules is stated and defended. 
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4.1 ~ Description of the 

Financial Decision Support Tool 

87 

The tool used in the laboratory experiment was 

developed at the University of Arizona's microcomputer 

lab over a period of 18 months. The software was de-

veloped on the NCR DMV using the pilot authoring lan-

guage. During the design, coding, and implementation 

phases of the tool's development, one of the CAI Develop-

ment Teams and faculty members of the Management Informa­

tion Systems Department at the University of Arizona 

provided design input and evaluated the tool. The tool, 

entitled ~ Financial Package, is a financial decision 

support tool which calculates numerical solutions for 

problems on loan amortizations, annuities, savings accum-
" 

ulations and loan balances, and interest payments per 

period. The tool was designed so that answers to "what 

if" questions could be generated. 

In order to operate the tool, the user must enter 

a value for any five of the six parameters which could 

affect the problems cited above. The tool provides the 

sixth, or answer, parameter. Data entry is prompt driven 

and is performed on the main data entry screen. Because 

the tool is capable of solving the wide variety of prob-

lems cited above, it is very important that the values of 
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the known parameters be entered correctly. 

The function of the instructional module is to 

provide information on the six parameters to assure cor­

rect data ~ntry and answer interpretation. Each of the 

six parameters is allocated one section of the instruc­

tional module. When accessing a section of the instruc­

tional module, the user is provided with a definition of 

the parameter, a model problem using the parameter, and a 

series of sample problems. The user can leave the in­

structional module to return to the main data entry 

screen of the tool whenever he feels he understands the 

nature and use of the parameter. The data he has entered 

will not be destroyed. 

The tool also includes a separate instructional 

module which can be accessed when computing the periodic 

balance and interest amounts. This section of the in­

structional module is different from the other sections 

because in addition to explaining which values must be 

entered to solve the problem, it also demonstrates how to 

operate that portion of the tool. 

A "How to Use the Financial Package" section and 

a "Quick Guide to Use" section are also accessible from 

the main data entry screen of the tool. The purpose of 

these sections is to provide an overview of the operation 
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of the tool. A "Why Use the Financial Package" section 

is also accessible for those users who want to know why 

one would want to use ~ Financial Package. Accessing any 

of these sections is an option for the user. These 

options are automated on all four "tools." Figure 4.1 

graphically demonstrates the available options and 

routing schemes for ~ Financial Package. 

A number of off-the-shelf financial packages were 

examined before it was decided to develop ~ Financial 

Package for the experiment. This decision was prompted 

by a dissatisfaction with the available off-the-shelf 

financial packages. In summary, ~ Financial Package was 

developed with higher functionality and more complete 

user assistance than exists on any financial package 

which was examined. In addition, ~ Financial Package 

fulfills all the requirements of decision support tools 

which were enumerated in Chapter 2. The tool used to 

test for propensity to use was, therefore, a powerful 

tool. The results of the experiment cannot be credited 

to a failing or weakness of the tool. 

4.2 Description of the Four Instructional Modules 

The four instructional modules used in the labor­

atory experiment resulted: om combining the two states 

of two variables which affect the propensity to use a 



90 . 

======================================================== 

Mliln 
Iluttl 
t:fltry 

Sca'OllIn 

-"iil"~-
Uoo 
~odulf 

(Inti trot! t lon111 

'~d.'''~~ 

Q.---C Rxlt ) 

Figure 4.1: A diagram of ~ Financial Package. 
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decision support tool. The rationale for why each of the 

two states of the two variables might provide the highest 

propensity to use results is provided in Chapter 3. 

Examining two independent variables in combination is a 

largely unexplored topic. These four instructional mod­

ules will be described in sections 4.2.1 through 4.2.4. 

All the instructional modules are accessed after 

the user gains entry to the tool and learns how to oper­

ate it by examining the automated "How to Use the Finan­

cial Package" section. The tool then routes the user to 

the main data entry screen where he may require assist­

ance on which value to enter for which parameter. When he 

requires this assistance, he will access the instruction­

al module. Depending upon which "tool" he is using, he 

will access one of the following instructional modules. 

4.2.1 The Automated/Embedded (A/E) Instructional Module 

The automated/embedded instructional module 

closely resembles a CAl module attached to a decision 

support tool. By means of context sensitivity, the user 

is automatically routed from the main data entry screen 

of the tool to the section of the instructional module 

from which he requires assistance. The assistance is 

located on the same medium as the tool and is, therefore, 

automated. The material contained in the instructional 
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module, the user's responses to the problems, and feed­

back in the form of praise for correct responses and 

correct answers for incorrect responses are displayed on 

the screen. A tally of how many times the user examines 

each sample problem during a session is maintained and 

displayed on the screen. 

When the user is satisfied that he understands 

which value should be entered on the main data entry 

screen for the problem parameter, he is automatically 

routed back to that screen. The user is led to believe 

that he never left the tool. (See Figure 4.2 for a 

diagram of the automated/embedded instructional module.) 

4.2.2 The Automated/Not Embedded (A/NE) Instructional 

Module 

This automated instructional module also re­

sembles a CAI module except that the user, not the sys­

tem, has control over the instructional program. When he 

indicates that he needs assistance, the user is automati­

cally routed to an Assistance Menu. This menu is located 

on the ~ame medium as the tool. The Assistance Menu 

lists all the parameters upon which the user may require 

assistance. He selects one of the parameters and is routed 

to ~hat part of the automated instructional module 
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------------------------------------------------------------------------------------------------------------

Program <-------. . -------------------

Instructional Module 
Presented on a Monitor 

(Automated) 

A Financial Package 

(Automated) 

Figure 4.2: A diagram of the Automated/Embedded 

(A/E) instructional module with 

~ Financial Package. 

======================================================= 



He, therefore, has control over the instructional 

program. 
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After the user is satisfied that he understands 

the meaning of the parameter and kn'Jws how to use it on 

the tool, he is automatically routed to the Assistance 

Menu where he can choose to return to the main data entry 

screen or to examine another parameter. This gives the 

user complete control over which section or sections of 

the instructional module he will examine. The instruct­

ional module is automated in that the user receives 

instruction, responds to problems, and receives feedback 

from the screen. (See Figure 4.3 for a diagram of the 

automated/not embedded instructional module.) 

4.2.3 The Not Automated/Embedded (NA/E) Instructional 

Module 

This instructional module is located in a manual. 

When the user requires assistance, a message appears on 

the main data entry screen informing him which section of 

the manual he is to turn to for the assistance he re­

quires. This instructional module, therefore, has system 

control over the instructional program. A section of the 

manual instructional module corresponds to a section of th~ 

automated instructional module. 
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Instructional Module 
Presented on a Monitor 
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(Aut<,:>mated) 

A Financial Package 
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Figure 4.3: A diagram of the Automated/Not 

Embedded (A/NE) instruction module 

with ~ Financial Package. 
======================================================= 
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When the user feels he understands the meaning 

and use of the parameter, he could conceivably peruse the 

manual to examine other sections of the instructional 

module. Because the manual contains no obvious routing 

information to guide him, this is of little benefit. He 

will likely turn his attention to the main data entry 

screen, which has not changed during his examination of 

the instructional module. The user is required to type a 

key to continue with data entry. 

The manual is totally separate from the tool. 

The only relationship between the tool and the manual is 

that the routing message on the tool corresponds to a 

page number in the manual. This instructional module, 

therefore, has embedded cuing. The system controls the 

instructional program. The manual includes essentially 

the same material which is contained in the automated 

instructional module. Feedback is given on the pages of 

the manual. (See Figure 4.4 for a diagram of this in­

structional module.) 

4.2.4 Not Automated/Not Embedded (NA/NE) Instructional 

Module 

This instructional modu~e is also located in a 

manual. When the user requires assistance, a message 
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========================================================== 

------------t 
Program <-------.--------------------------

Instructional Module 
Presented in a Manual 

(Manual) 

A Financial Package 

(Automated) 

Figure 4.4: A diagram of the Not Automated/ 

Embedded (NA/E) instructional 

module with ~ Financial Package. 

======================================================== 
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appears on the screen informing him that he should exam­

ine the manual. The message on the screen does not route 

the user to the exact section of the instructional module 

which he needs. Instead, the message refers the user to 

an index located in the manual. The index lists the 

locations in the manual of all portions of the instruct­

ional module. The user must decide for himself which 

section or sections of the instructional module are the 

most appropriate for him to examine. Feedback is given 

on the pages of the manual. 

Since the user was initially routed to the index 

of the manual, he knows the location of the various 

sections of the instructional module. He can, therefore, 

assume control of the instructional program. After ex­

amining one section of the instructional module, he can 

choose to examine another section or return his attention 

to the main data entry screen. 

As with the not automated/embedded instructional 

module, the main data entry screen has not changed during 

the examination of the instructional module. A key must 

be typed to continue with data entry after the user has 

finished his examination of the section or sections of 

the instructional module. (See Figure 4.5 for a diagram 

of this instructional module.) 
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======================================================= 

Index <--- -----------------------

Instructional Module 
Presented in a Manual 

A Financial Package 

(Manual) (Automated) 

Figure 4.5: A diagram of the Not Automated/ 

Not Embedded (NA/NE) 

instructional module with A 

Financial Package. 

======================================================= 
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4.3 The Data Display of ~ Financial Package 

Numerous studies have been conducted to determine 

what constitutes good design of the data display of a 

computerized tool. This section reports on this re­

search, the results of which were incorporated into the 

design of A Financial Package. The attempt was to make 

the functionality and ease of use of the tool as great as 

possible. Since there has been a plethora of research on 

the data display design of interactive computer tools, 

only the main considerations are discussed. 

4.3.1 General Guidelines for Data Display 

The technical manual Guidelines for Man/Display 

Interfaces produced by IBM Corporation [Engle and Gran­

da, 1975] and the work of researchers in the Decision 

support System field [Galitz, 1983; Ives, 1982; Malone, 

1981] provided general guides for the development of the 

automated display of ~ Financial Package. Only the main 

data entry screen and the lessons of the automated in­

structional modules have automated data display. The con­

cern in the following section, therefore, is restricted to 

these two areas. 
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4.3.2 Specific Design Features contained on A Financial 

Package 

Studies of specific features of data qisplay 

design are outlined below. These studies guided the 

development of ~ Financial Package. 

Simplicity. Keeping the screen simple and easy 

to understand is an important design concern. A user's 

productivity, for example, can be increased by 20 percent 

when a fully loaded screen is changed to a screen with a 

load factor of 40 percent. Simplicity of design also 

means that the messages are consistent in wording and 

that there is a clear distinction between data entry 

areas and description areas [Engle and Granda, 1975]. 

Simplicity of screen design for the novice also includes 

the use of menus and a language which the user can easily 

understand even if he has no knowledge of computerized 

tools [Jay, 1983; Galitz, 1983; Malone, 1981]. 

The evaluators of ~ Financial Package, who were 

mentioned in section 4.1, rated the screens simple and 

easy to understand. The screens were not crowded, and an 

effort was made to make all the messages consistent. The 

data entry area was set off from the rest of the screen 

by a heavy dashed line. Menus were used throughout the 

tool. 
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Use of Color. Studies on whether to use color or 

monochrome data displays have produced mixed results. 

One study shows that color has a positive impact on 

learning time, attention time, and retention time. An-

other study shows that color is superior when the goal is 

to convey general principles, but when the goal is to 

convey detailed information, monochrome screens produce 

superior results. A third study shows that color does 

not make instruction more effective. It does facilitate 

the learning process, however, if the color is relevant 

to the user [Zmud and Blocher, 1983; Katzman and 

Williams, 1971; F. Dwyer, 1971]. 

Color was used on the data display areas of A 

Financial Package because, despite the criticism of 

color, it is perceived as being more active, interactive, 

and emotional if not used haphazardly [Zmud and Blocher, 

1983; Ives; 1982]. The question of colored screens ap-

pears to be not whether to use them but rather how to use 

them effectively. 

On A Financial Package, a message in a color 

different from the background color was used to highlight 

data entry errors. Additionally, each section of the 

instructional module was color coded so that the user 

could easily identify his location. Color was also used 
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on the main data entry screen so that a logical link 

could be made between the prompt area and the data entry 

area when appropriate. Colors were used to separate the 

parts of the screen into logical components. Color com-

binations which cause fatigue (e.g. red/ green, green/ 

blue and red/blue) were avoided. The total number of 

distinct colors on a screen was limited to four. These 

choices follow the recommendations of researchers on the 

effective use of color for data display [Dwyer, F.,1971; 

Shontz, Trumm and Williams, 1971; Durrett and Trezona, 

1982; Kroll, 1977; Malone, 1981]. 

Humor. One writer advises against the use of 

humor on any interactive computer screen. Others advise 

using it sparingly if at all [Engle and Granda, 1975; 

Galitz,1983]. Humor was excluded from A Financial Pack-

age. 

Data Entry. Two methods for entering data into a 

decision support tool can be employed. One method is to 

use a stationary window into which all data are entered. 

The window includes state information such as "There the 

entered data will be displayed on the screeli. CalcStar 

uses this method of data entry. The second method of 

entering data is to have the data entry cursor move on 

the screen to the relevant data display area while data 
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are entered. Lotus 1-2-3 uses this method of data entry. 

Research results indicate that direct entry of 

data reduces errors [Sears, 1982]. The criterion for 

direct data entry is that the user should not move his 

eyes from one point of the screen to another while using 

the tool [Malone, 1981; Galitz, 1983]. 

~ Financial Package uses a stationary data entry 

point with a color coded prompt which references the data 

display area. In this way the user can logically per­

ceive of the data entry technique as being either one of 

the two mentioned above. If he needs assistance on which 

value to enter, the color coding guides him and requires 

a minimum of effort and eye movement. 

Use of Highlights. Highlights can be achieved by 

reverse video coloring, bright colors, or size differen­

ces. All have been found to have a positive impact on 

getting the user's attention because they indicate that 

the highlighted areas are more important than the other 

areas [Engle and Granda,1975; Miller and Thomas, 1977; 

Morse, 1979]. These highlighting techniques were used on 

~ Financial Package to separate the headings from the 

main data area, to call the user's attention to data 

entry errors, to call attention to key words and phrases 

in the lesson and data entry areas, and to inform the 
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user that an important change had occurred on the screen. 

Pictures and Graphical Display. A large body of 

literature addresses the use of graphics on data display 

screens. The question of whether graphics have a posi­

tive impact on users' performance, however, has not gen­

erated a consensus among the researchers. Using perfor­

mance criteria, for example, Zmud and Blocher [1983] 

found that graphics improve users' performance on less 

complex tasks. Lucas and Nielson [1980], however, main­

tain that any improvement in performance using a graphic 

display is minimal. Ives [1982] claims that there is 

little support for the assumption that graphics increase 

the manager's productivity or enable him to make better 

decisions. 

Using learning based criteria, Zmud and Blocher 

[1983] state that both graphs and tables can be effec­

tively used for presentation of instructional material. 

On the other hand, watson and Driver [1983] report that 

graphics do not result in greater recall of information. 

Despite the absence of a consensus on the value 

of graphics using either performance or learning cri­

teria, ~ Financial Package included graphics to explain 

complex concepts such as the time value of money. The 

decision to use graphics in A Financial Package is b~sed 
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on the absence of any evidence that graphics harm perfor­

mance or learning. Additionally, watson and Driver 

[1983] conclude that, regardless of the absence of evi­

dence to support the claim that graphics are superior to 

tabular presentation, interactive computer systems should 

use graphics wherever possible. They caution the de­

signer to be very discriminating and have a large degree 

of user input. Leiblum [1982] and Malone [1981] agree 

with these recommendations. 

The few graphic displays used in A Financial 

Package were tested for suitability on a large number of 

sUbjects. The author is confident that the graphics did 

not detract from the experiment. Indeed, they most like­

ly improved the users' performance on the tool and made 

learning a more pleasant or rewarding experience. 

Lists. Textual information can be displayed on a 

screen in a list or a paragraph. The general agreement 

is that, where practical, lists should be used. This 

general rule particularly applies when presenting key 

words and objectives [Sorlie and Essex, 1979; Engle and 

Granda, 1975; Jay, 1983]. Information in A Financial 

Package was displayed in lists. Only when this was 

impractical were paragraphs used. Key words were listed 

separately from the rest of the text and starred. 
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Error Recovery. Engle and Granda [1975], Jones 

[1978], and Shneiderman [1982] agree that error messages 

must not only inform the user of his error but must also 

provide him with information so that he can correct the 

error and resume using the tool. The message should, 

moreover, inform the user what he can or should do, 

rather than what he cannot do. Weinberg [1971] reports 

that when users are informed that they cannot take one 

action, they believe there must be many more actions 

which they also cannot take, although they have not been 

informed of these other actions. This belief discourages 

exploration of the tool. 

Like other financial decision support tools, ~ 

Financial Package requires sufficient input data before 

any calculation can be performed. When a user attempts 

to begin solving for a parameter before sufficient data 

have been entered, A Financial Package, unlike other 

financial decision support tools which were examined, 

informs him which additional inputs are required. 

Lettering. The lettering of the text on a screen 

can either be written normally (using lower case letters 

for all text except for the first word in a sentence and 

for proper nouns) or the lettering can be all in capital 

letters. Engle and Granda [1975] and Galitz [1983] main-
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tain that since capital letters can be used to inform the 

user that some information is more important than other 

information, normal lettering should be used. They also 

found that normal lettering increases the ability of the 

reader to decipher the message of the text. A Financial 

Package uses the recommended normal lettering technique. 

Special Function Keys. The use of special func­

tion keys on A Financial Package was considered but 

ultimately rejected. All changes to context and all 

program commands are entered into the computer by typing 

a shortened form of the context or command. 

While there may be some value in having a user 

press a single special function key to activate the tool 

rather than type in a shortened form of the command, Jay 

[1983], Malone [1981], and Shneiderman [1982] caution 

against it. Special function keys are perceived as un­

natural and are too far removed from the natural language 

attributes. 

other Considerations. Mathematical notation was 

changed in ~ Financial Package when the change would make 

the data entry and interpretation easier to understand. 

For example, the sign (plus or minus) must be entered for 

the Payment parameter. The financial formulas which 

solve annuity or loan repayment problems require that the 
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sign for the payment be negative when money is being 

deposited into a fund and positive when money is being 

used to payoff a debt. While this is in accordance with 

financial mathematical formulas [Shao, 1970; Greynold, 

Davenport and Scarianog, 1982; Farish and Greynold, 

1977], it is opposite to the manner in which the average 

financial problem solver understands the signs. 

Unlike other financial decision support tools 

which were examined, the plus and minus signs were re­

versed during data entry so that additions to a savings 

account would have a positive sign and payments to reduce 

a loan balance would have a negative sign. The signs for 

the users, therefore, represented cash flow rather than 

financial computational logic. 

Although both annuity due and annuity certain 

calculations (annuities in which payments are made at the 

start and at the end of each period, respectively) could 

be included on A Financial Package, to do so would clut­

ter the main data entry screen. In the instructional 

module concerned with the Payment parameter, the steps 

needed to turn annuity certain problems into annuity due 

problems were explained. 

A Financial Package also allowed the user to 

solve for any of the parameters. Other financial pack-



110 

ages which were examined only had enough power to solve 

for two or three of the parameters. The level of user 

assistance was also considerably higher with ~ Financial 

Package than with any other packages which were examined. 

There were other design considerations. The ones 

listed above document that the design of A Financial 

Package reflected the results of many studies on effec­

tive data display. Moreover, the design of ~ Financial 

Package included features which makes the tool as power­

ful and easy to use as possible. 

4.4 The Design Considerations of 

the Instructional Modules 

The instructional "nodules developed for the ex­

periment using ~ Financial Package are contained in two 

media. One medium is the computer disk; the second is a 

manual. During the design of the instructional modules, 

an attempt was made to incorporate the design considera­

tions for these two media which researchers have dis­

covered to have a positive impact on user performance, 

learning, and use. 

An examination of the design considerations for 

the automated and manual instructional media was, there­

fore, undertaken. The design considerations for the 

automated instructional modules are enumerated in the 
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next section. The design considerations for the manual 

instructional modules are enumerated in section 4.4.2. 

4.4.1 Design Considerations for the Automated Instruc­

tional Modules 

The work of Alfred Bork [1981; 1982a; 1982b] 

provides the guidelines for the development of the auto­

mated instructional modules which resemble CAl modules. 

Bork is currently one of the leading authorities on 

automated instruction. He reports successful and unsuc­

cessful instructional module designs. He has examined 

different types of learners and instructional modules on 

many subjects using a variety of evaluation criteria. 

In addition to general guidelines for the de­

velopment of automated instructional modules, he also 

writes in detail about design considerations. These in­

clude such things as avoiding right justification and 

hyphenation at the end of a line of text. Screens should 

be free of timing mechanisms so that the learner can 

spend as long as he wants on each screen. He cautions 

that a screen in a CAl module should not be thought of as 

a page in a book. 

Bork, and the other CAl researchers who are dis­

cussed below, provide the guides and models for the 
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development of the automated modules of ~ Financial Pack­

age. The major guidelines are discussed below. 

Inform the ~earner of the Reasons for Learning. 

At the start of an instructional program, the module 

should inform the user why he should learn the material 

which will be presented, but he should be able to bypass 

this section. Knowing that the instructional module 

contains an explanation of why one should learn the 

material is sufficient to positively affect learning. 

Although including the rationale of the instruc­

tion seems to be an obvious consideration, the importance 

of beginning an instructional program with a statement of 

the goals and objectives is so often overlooked in CAI 

development that it deserves special mention [Liao, 1980-

1981; Willis, 1982; Bork, 1981]. Thus, A "Why Use the 

Financial Package" section is included in A Financial 

Package. This section provides the user with a statement 

of the goals and obj ectives of the software and the 

instructional program. 

Consider the Cognitive Characteristics of the 

Learner. considering the cognitive characteristics of 

the learner is also a principle of all instructional 

programs. When using computers for instruction, this 

requirement becomes particularly important. Each module 
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should have several paths so that learners with different 

cognitive characteristics may follow the path which suits 

their needs. Elaborate branching routines are required. 

The key concern is representing knowledge for all poten­

tial users [Mitchel, 1982; Zembe, 1982; Jay, 1983].' Ac­

cording to Spitter and Corgan [1979] and Sorlie and Essex 

[1979], multiple paths are also an effective manner of 

presenting the same material to users with different 

entry level skills and of preventing boredom and fatigue. 

The automated instructional modules of A Finan­

cial Package have numerous paths. A typical instruc­

tional module has a two level path hierarchy. Each level 

has from three to six different paths. sections and 

screens can be easily repeated and bypassed. All types 

of learners with all types of cognitive characteristics 

can be accommodated on these different paths through the 

instructional module. 

Feedback. Feedback provides the learner with 

periodic reports of how well he is learning the material. 

It is a generally accepted principle of instruction that 

the learner be provided with immediate feedback so that 

he does not have to un-learn incorrect information. Re­

searchers note that CAl instruction, similar to other 

types of instruction, produces better results with imme-
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diate feedback. The more immediate the feedback, the 

higher the performance and confidence ratings of the 

learner [sturges, 1978; Spitter and Corgan, 1979; Sorlie 

and Essex, 1979; Patrick, 1982; Woodsun, 1982]. Timing 

and quantity of feedback also affect learning [McCann, 

1981; Swenson and Anderson, 1982]. The automated in­

structjonal modules of A Financial Package provide imme­

diate feedback, which was judged to be appropriate in 

timing, quantity, and quality by the CAI Development Team 

and the faculty members who evaluated the tool during its 

development. 

Use of Examples. CAI requires that a learner be 

at the computer during the instructional session. This 

makes the CAI learning experience unique in thit the 

learner is unable to review the lessons at a time and 

place convenient to him. Because of this constraint, 

Pepper [1981] maintains that CAI modules must provide 

many examples. The learner must be able to encode the 

lesson and internalize it at the computer. 

The automated instructional modules of A 

Financial Package have many sample problems and examples 

of correct data entry available from which the user can 

choose to study and practice. Each example approaches 

the lesson from a different perspective. 
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Team Production. Since CAI modules at least 

partially eliminate the need for a human teacher or 

guide, it is very important that CAI modules plan for all 

reasonable learning difficulties. An individual develop­

ing a module alone cannot think of all the problems which 

all learners might have with a module. Therefore, it 

becomes very important to have teams develop the modules 

[Zinn, 1973; Chambers, 1980]. Part of the "development 

team" should be the potential users [DeBloois, 1982; 

Gerhold, 1978]. 

A Financial Package was designed and evaluated by 

a CAI Development Team at the University of Arizona. The 

CAI Development Team, members of the faculty of the 

Management Information Systems Department, and a group of 

novice student users, provided additional input into the 

design of the instructional modules. 

Sum~ary. Much research has been conducted on how 

to improve CAI modules. This section documented that the 

automated instructional modules which were used in the 

experiment reflected the results of this research. The 

instructional modules were powerful and easy to use and, 

therefore, provided a fair test during the experiment. 
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4.4.2 Design Consideration for the Manual Instructional 

Modules 

since manuals are an older technology than the 

automated medium, not much has been written recently 

abo~t manual production. This section reports on the 

author's examination of the limited literature on the 

procedures for writing appropriate manuals. Similar to 

the examination of the procedures and principles involved 

in writing automated instructional modules, the goal was 

to make the manuals in the experiment as powerful and 

easy to use as possible to ensure a meaningful and fair 

experiment. 

General Principles of Manual writing. watson 

[1968], Van Duyn [1982], and Cohen and Cunningham [1984] 

enumerate some principles of manual writing, which are 

similar to the general principles of writing CAI modules. 

These principles include writing to a definable audience, 

using a variety of short words, using consistent termino­

logy, using normal lettering, using active verbs, being 

specific, translating technical words into understandable 

terms, and giving examples. 

The manual instructional modules of A Financial 

Package were written in accordance with these general 

principles and included these general features. The more 
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manual instructional modules follow. 
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Branching. Racker [1959] writes that in order to 

ensure that the message has been properly received by all 

manual readers, there should be a variety of levels of 

writing. Although each level may have a different mess­

age, there is no reason why all levels cannot be accommo­

dated in one manual. Racker is, in effect, advocating a 

branching or routing scheme for manuals. 

As with the automated instructional modules, the 

manual instructional modules of A Financial Package have 

an elaborate branching system. Once the learner's atten­

tion is directed toward the appropriate section of the 

instructional module, the learner can manually peruse any 

of the branches. 

Manual Organization. Van Dyun [1982] writes that 

there are three methods of organizing manuals to ensure 

that all levels of users can be accommodated with one 

manual. The manual can be hierarchically organized, 

organized on a time ordered basis, or organized on a 

space order basis. 

The manual instructional modules of A Financial 

Package are hierarchically organized. with this organi­

zation method, the basic material one needs to proceed is 
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presented first. If this material is sufficient, given 

the ability of the user, the user goes to the next sec­

tion. If the user wants a more detailed explanation, he 

goes through a lower level of the hierarchy until he is 

satisfied with the explanation. He can then move on to 

the next section. This method was chosen because it is 

appropriate for novices, who were the subjects in the 

experiment. 

steps of Manual Writing. Cohen and Cunningham 

[1984] write of the steps which must be taken to prepare 

a manual. Their emphasis is to get all potential users 

on-line as quickly as possible. They include a sample 

manual on pages 135 through 144 of their book creating 

Technical Manuals [McGraw Hill, 1981]. Their book and 

its sample manual served as a guide for the manuals for A 

Financial Package. 

Sum~ary. The manual instructional modules of A 

Financial Package, similar to the automated instructional 

modules, used the results of previous research as a guide 

in the development process. Since there has not been a 

great deal of research into manual development recently, 

the model manual of Cohen and Cunningham [1984] was used 

extensively. The goal was to create manuals which would 
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be powerful and easy to use so that the experiment would 

be as fair as possible. 

4.5 The Hypothesis 

The above sections document that the data display 

of A Financial Package and the manual and automated 

instructional modules used in the experiment were pre­

pared with the guidance of research on the subjects. 

Chapter 3 established that the possible states comprising 

the four instructional modules are all viable options for 

producing the best propensity to use results. Chapter 5 

describes the experiment to determine which of the four 

instructional modules produces the highest propensity to 

use results for the novice users of decision support 

tools. 

The hypothesis of this research is that the auto­

mated/embedded instructional module (A/E) will produce 

the highest propensity to use results. Although their 

performance improves when novices use a manual for assis­

tance in learning how to use a tool [RelIes, 1979; Hough­

ton, 1984], the assumption of this experiment is that an 

instructional module which is on the same medium as the 

tool (i.e. is automated) will improve the willingness to 

use the tool. The major reasons for this contention 

follow. 
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When compared to manual instruction, automated 

instruction produces a more positive attitude toward 

learning and re-learning the lesson [Lower, 1980; Wilson 

and Paden, 1978]. Although Kearsley [1985] found that 

"traditional" (non-embedded) automated instructional mod­

ules are not very effective for instructing on the use of 

a computer product, his argument that adding an embedded 

training feature would improve the effectiveness is 

convincing. An instructional module which is both auto­

mated and embedded is the fastest and most direct access­

ing method. The learner spends less time thinking about 

how to use the system. He quickly, and in a pleasant 

manner, learns how to use it to solve problems. 

Shneiderman [1980] offers support for the idea 

that an inflexible system (such as one with embedded 

training) allows the user to work and learn quickly. 

Getting the user quickly to the point where he can merely 

use the tool (rather than think about what he is to do 

next) is an important part of the process of successfully 

introducing systems [Meador and Ness, 1978]. 

In summary, it can be stated that embedded cues, 

while denying the user complete control over the instruc­

tional program, provide guidance and direction for the 

novice. An automated instructional module is a fast and 
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direct accessing method. The combination of embeddedness 

and automatedness will produce the highest propensity to 

use results. 

The second highest propensity to use result is 

hypothesized to be produced by the not automated/embedded 

instructional module (NA/E). The assumption of this 

experiment is that the direction and guidance which em­

bedded cues provide will predominate over the speed and 

directness which automated instructional modules provide. 

with these cues present, the assumption is that the 

novice will .. prefer the automated instructional module 

over the manual one. 

While the NA/E instructional module is not as 

direct and convenient to use as the A/E, embeddedness 

will be preferred over not embeddedness regardless of 

medium of presentation. For support of this, recall 

that Barnes [1985a; 1985b] writes that instruction from a 

human or non-human expert (such as an on-line tutor) 

reduces the tensions involved in learning a new system. 

She calls this a "hand holder" and maintains that expert 

leadership when learning a new system is very important 

for successfully implementing systems. The expert lead­

ership provided by the cues will predominate over whether 

the instructional module is conveniently located on the 
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same medium as the tool. 

The work of the CAl researchers also supports 

this second choice. The teacher provides expert leader­

ship when CAl modules are used in school environments. 

These CAl modules have had successful implementation 

records (see Section 3.2.3). On the other hand, when the 

instructor's expert leadership is missing, CAl-like in­

structional modules have not had such a successful imple­

mentation record (see section 3.4). The difference in 

success is credited to the leadership provided by cues. 

The third highest propensity to use result is 

hypothesized to be produced by the not automated/not 

embedded instructional module (NA/NE). In the absence of 

expert guides or cues, the novice will choose the in­

structional module which is presented to him on the 

familiar and traditional medium, that is, the manual. 

Automatedness is a more direct and easy method of 

accessing the ~nstructional module. However, speed and 

ease of accessing the instructional module are only vehi­

cles which can be used to reduce the tensions novices 

feel when learning a new system [Weinberg, 1971]. It is 

assumed that embeddedness reduces these tensions by pro­

viding expert leadership and by being faster and more 

convenient. Because the two instructional modules which 
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have the embedded feature are the number one and two 

choice, the concern for the third choice is whether the 

manual or the automated instructional module is preferred 

in the absence of embedded cues. 

Of the remaining two instructional modules, the 

NA/NE one would reduce learning tensions more (or gen­

erate less tensions) then the A/NE one. The research of 

Cohen and Cunningham [1984] and RelIes [1985] supports 

the assumption that manuals are preferred. These studies 

state that in the absence of embedded cues, automated 

instructional modules take too much time to access. This 

increase in time does not produce a positive attitude 

toward the tool. 

The implication is that embeddedness is an inter­

vening variable whose presence produces an automated 

choice and whose absence produces a choice for the 

manual. When the novice does not have the cues which the 

embedded instructional modules provide, the primary cri­

terion of selection will be which medium is the most 

familiar. 

The fourth highest propensity to use result is 

hypothesized to be produced by the automated/not embedded 

instructional module (A/NE). This instructional module 

has neither the benefits of system control and leadership 
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nor the comfort of the familiar instructional medium. It 

is hypothesized to be the least desirable of the four. 

It will suffer the same fate as the automated and not 

embedded CBT modules which Kearsley [1977; 1981; 1983; 

1985] studied. They will prove to be an ineffective 

manner of presenting the material to the novice. 

The ordering of instructional modules is there­

fore hypothesized to be: 

AlE > NA/E > NA/NE > A/NE 

Regardless of which order of propensity to use 

results are obtained, valuable information concerning a 

combination of medium of presentation and degree of user 

control will be gained. 

The next chapter describes the laboratory experi­

ment which was used to determine if the above hypothesis 

is correct. The goal of the experimental design was to 

simulate as nearly as possible the strategies used by 

organizations when implementing a new decision support 

system. Obviously there are trade offs and compromises 

in the design. 
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THE DESIGN OF THE EXPERIMENT 

Decision makers do not make maximum use of compu­

terized decision support tools. To address this problem, 

one of the goals of tool designers should be to increase 

the frequency of use of tools. A major reason potential 

users do not use the tools to the fullest extent is that 

the tools lack an appropriate instructional module. A 

tool should be so easy or convenient to learn that the 

potential user will want to use it, even when he doesn't 

remember the specifics of how to operate the tool. 

Although functionality, speed, ease of use, and 

standardization of functions, for example, have been 

found to be very important design considerations for 

acceptance of and loyalty to some decision support tools 

[Frazier, 1985], an important evaluation criterion for 

decision support tools should be ease of learning, for in 

the normal office environment, the decision maker has a 

number of options that can ~rovide assistance in the 

decision making process. The fact that the assistance 
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offered by the decision support tool is slightly superior 

to the assistance obtainable from other sources is often 

not enough to prompt the decision maker to use the tool 

if learning to use the tool is difficult. This chapter 

describes the laboratory experiment conducted to test the 

instructional modules for ordering of propensity to use. 

5.1 Propensity to Use 

The inclination of a potential user to return to 

use a tool is called "Propensity to Use." Discussions of 

Propensity to Use are largely missing from the litera­

ture. Evaluations of decision support tools usually 

stress the functionality of the tool. When the concern 

focuses on the broad area of the user interface, user 

performance is evaluated. Speed, correct number of an­

swers, number of key strokes to arrive at a correct 

answer, confidence in using the system, and changes in 

the level of anxiety after using the tool have been the 

usual concerns. 

Unlike Propensity to Use, these concerns do not 

test whether the user would be incl ined to use the deci­

sion support tool over alternative problem solving tech­

niques. The definition of Propensity to Use developed 

for this dissertation follows: 



Propensity to use is a user's will­
ingness to return to use a tool 
when confronted with a problem which 
is within the tool's domain. will­
ingness to use a tool is indicated 
by the potential user deciding and 
choosing to avail himself of the 
given tool over accepting an answer 
offered by insight, intuition, be­
lief in a third party, or other 
tools which are similar in speed and 
functionality. This selection is not 
merely a reflection of the potential 
user's most recent exposure. In­
stead, it represents a perception 
that the tool is capable of pro­
viding him with the assistance he 
requires with a minimum of effort on 
his part. This perception may be 
obtained by a careful or casual 
examination of the tool. 
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since the functionality of the tool is not the 

criterion for selection, it remained a constant during 

this experiment. The nature of the instructional module, 

however, was manipulated to determine which combination 

of embedded or not embedded and automated or not auto-

mated would produce the highest propensity to use results 

for the novice. 

As hypothesized in Chapter 4, the rank ordering 

of the instructional modules based on the criterion of 

propensity to use is as follows: the instructional mod-

ule with both automated and ~mbedded features (A/E); the 

instructional module which does not have the automated 
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feature but which does have the embedded feature (NA/E); 

the instructional module which has neither automated nor 

embedded features (NA/NE); and the instructional module 

which has the automated feature but which lacks the 

embedded feature (A/NE). Regardless of the order in 

which the instructional modules are rated by the sub­

jects, valuable information about the design of the in­

structional module will be gained from the experiment. 

5.2 The Pilot study 

Prior to the actual experiment, a pilot study was 

conducted using volunteers from the Introduction to Com­

puting class (MIS 111) at the University of Arizona. 

Introduction to Computing is required of all undergrad­

uate College of Business and Public Administration stu­

dents. In addition, it serves other colleges in the 

university in that students interested in learning about 

and using computers are encouraged to enroll. The pur­

pose of the pilot study was to refine the features of the 

experiment, to discover if the directions and problems 

were understandable, and to obtain subjects' input on the 

experimental design. 

Students in Introduction to computing (Fall of 

1985) were chosen as subjects in the pilot study because 

these students closely resembled the subjects to be used 
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in the actual experiment. Both groups consisted of stu­

dents who were novice computer users. The two groups 

were also similar in age and career orientation. 

Several design questions were resolved by the 

pilot study. There were, for example, two design alter­

natives considered for the manner in which A Financial 

Package would solve problems. One design alternative 

required the user to input values for all the known 

parameters when prompted by the package. Any value could 

be entered for the unknown parameter. After doing this, 

the user would type "SX" (Solve for X, where X stands for 

the unknown parameter.) The second suggested design 

alternative required the user to enter an "s" as the 

value for the unknown parameter when entering the values 

for the known parameters. After entering the five numer­

ical values and the "S," the user would type "GO" and the 

tool would solve for the value of the parameter which had 

been designated "S.II 

The results of the pilot study revealed a pre­

ference for the first method but suggested a third possi­

ble method. with this third method, known and unknown 

data would be entered as in the first method. To solve 

for the unkno~vn, the user would type "s" for "Solve." 

The tool would then ask the user to enter the code of the 
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parameter for which he wished to solve. This design 

alternative was incorporated on A Financial Package along 

with the first alternative. 

A second design question was resolved by the 

pilot study. This concerned the method of changing the 

currency of the parameter in order to input a value for a 

parameter other than the one for which prompted. * The 

original design required the user to type the code of the 

parameter he wanted to make current. A second design 

option was to move the currency to the desired parameter 

by use of the up and down arrow keys. 

The results of the pilot study revealed a prefer-

ence for the second method. However, the subjects pre-

ferred to use the NewLine key, not the arrow keys, to 

advance the currency to another parameter. The subjects 

suggested that the first design option be retained as an 

alternative. 

The subjects in the pilot study also indicated 

that they strongly disliked the "Why Use the Financial 

* Data entry for ~ Financial Package is prompt 
driven. If a user enters a value for the prompted para­
meter, currency automatically moves to the next parameter 
in sequence. There is a wrap around facility. The 
design question involved out of sequence data input. 
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Package" section and suggested that it be removed. It 

was not removed, but it was made an option and referenced 

only in the one page "Guide to Getting started," which 

was handed out before the experiment. (See Appendix A.) 

The above design problems were resolved through 

specific questions asked of the pilot study subjects. 

Additionally, the subjects volunteered suggestions which 

they felt would streamline the experimental design and 

the problem sets. For example, the subjects reported 

that the time available to work on the problems was too 

short given the number of problems. In response to this 

suggestion, the number of problems the subjects were to 

work during the actual experiment was reduced from five 

per treatment to three per treatment. The two rejected 

scenarios were retained as practice problems. 

In the next sections, the actual experiment is 

described. Other major changes in the experiment which 

resulted from the comments of the subjects in the pilot 

study will be noted. 

5.3 Subjects, Site, and Equipment 

The experiment was conducted twice. The two 

experiments were identical except that the first experi­

ment was conducted during the Spring of 1986 and the 
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second during the first Summer Session of 1986. The data 

and the results of the two experiments were combined and 

reported as one set. Statements about "the experiment" 

refer or apply to both times the experiment was conducted 

unless stated otherwise. 

The subjects for the first experiment were either 

enrolled in the University of Arizona'a Management Infor­

mation System Department's Information Systems and So­

ciety class (MIS 411) or the Management and Policy De­

partment's Management Strategy class (MAP 571). MIS 411 

is an elective which College of Business and Public 

Administration juniors and seniors may take to learn 

about the nature of computing within society. MIS majors 

are not permitted to enroll in the class. Participation 

in the experiment was part of the MIS 411 class work. 

The instructor spent approximately one-third of the se­

mester teaching the uses of various computer application 

programs to the students. Introducing the students to A 

Financial Package was consistent with the goals of in­

struction as specified in the university catalog and the 

course outline. 

Additionally, one section of the MAP 571 class in 

the University of Arizona's MBA ~rogram took part in the 

first experiment as part of its class work. Volunteers 
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from two other sections of MAP 571 also participated. 

students in the MAP 571 classes were similar to the MIS 

411 students because they were novices. For those MAP 

571 students who were not in the experiment as a class 

project, consent forms were required. (See Appendix B.) 

The subjects for the second experiment were uni­

versity of Arizona Summer Session I students enrolled in 

ei ther MIS 411 or in MIS 341 (Systems Analysis and De­

sign). The students in both classes lacked knowledge of 

financial math and financial decision support tools. 

The site chosen for the experiments was the Park 

Student Center at the University of Arizona. The Cen­

ter's microcomputer lab is equipped with NCR DMV micro­

computers. The work stations are comfortable and simu­

late a business office. To ensure that all the subjects 

in the experiment could easily be accommodated, three, 

consecutive, one-hour periods from 1:00 PM to 4:00 PM 

were arranged for each experiment. 

The experiments were conducted during the middle 

of the week so that no anticipation of the weekend would 

compete for the attention of the subjects. For a similar 

reason, the experiment was conducted early in the semes­

ter. Later in the semester, the subjects would probably 
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be busy with class projects, end of semester studying, 

and exams. 

5.4 Preparation of Subjects for Session 1 

Prior to the first session of the experiments, 

the MIS 411 subjects were given a lecture on Decision 

Support Systems. The lecture defined Decision Support 

Systems, explained the valuable services which Decision 

Support Systems can perform, demonstrated that the 

computer tool is not something to be feared, and informed 

the students that the experimental session would simulate 

an office environment into which a Decision Support Sys­

tem is introduced. The lecture, therefore, contained 

information which was required for the experiment. The 

MAP 571 classes and the MIS 341 class were given a con­

densed version of this lecture. At the end of the lec­

ture, a one page "Guide to Getting Started" was handed 

out to the students. (See Appendix A.) The purpose of 

the "Guide" was to instruct the stUdents on the rudiments 

of getting onto the computer system and using the command 

menus at the bottom of the screens. 

Subjects were told that no knowledge of finance 

or financial math was required to operate A Financial 

Package. Instead, the tool would perform all the nec­

essary financial calculations. All that was required of 
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the students was for them to enter the correct data into 

the tool when prompted. If they were not sure which data 

in the problem were correct for a particular parameter, 

the instructional module associated with the tool would 

assist them. 

The subjects were randomly placed into six groups 

of twelve subjects each. Twelve subjects per group would 

allow each group to have every combination of order of 

exposure to two instructional modules. Subjects were not 

informed of their placement. In discussing this experi­

ment, however, only one group of twelve subjects will be 

used to represent all the groups. 

5.5 Session 1 

Each of the twelve subjects per group sat at an 

assigned seat during the experiment. All the materials 

required for Session 1 were on their desks. Enough 

subjects participated in the experiment for six groups of 

twelve subjects per group. The few odd subjects in 

excess of the required seventy-two (six groups of twelve 

subjects each) were not included in the experimental 

data. A random number table determined which subjects to 

exclude. 
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5.5.1 Treatment 1.1 

For the first treatment of Session 1 (called 

Treatment 1.1), two envelopes marked with the numbers "1" 

and "2" were placed on the subjects' desks. After the 

subjects had taken their seats at their assigned desks, 

they were told to open Envelope 1, which contained ~ 

Financial Package on a floppy disk. For each group of 

twelve subjects, three had the tool with the A/E in­

structional module, three had the NA/E, three had the 

A/NE, and three had the NA/NE. Those envelopes which 

contained a tool without the automated instructional 

module (NA/E and NA/NE) also contained the manual. Also 

included in Envelope 1 was a Scenario sheet (see Appendix 

C), a Reaction to Scenarios sheet (see Appendix D), and 

an Answer Sheet for Scenarios (see Appendix E.) Subjects 

were instructed to set Envelope 2 aside for use later. 

The subjects were instructed to consider the Sce­

nario sheet first. The Scenario sheet contained three 

real life financial scenarios. Each scenario presented a 

situation in which a person was confronted with a finan­

cial choice between two alternati~es. It would be diffi­

cult to determine which alternative was the better one 

without performing some calculations on the data in the 

scenario. However, to simulate real life and to force 
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the subjects to make a decision on the alternatives, 

someone in each scenario claimed that one alternative was 

better than the other. The person had a financial stake 

in claiming this. The claim statement was set off in 

capital letters. 

The conductor of the experiment summarized the 

first scenario for the subjects while they read it to 

themselves. The subjects were instructed to react to the 

claim made on the Scenario sheet. The Reaction to Sce­

narios sheet was used to record the reaction of the 

subject to the claim. 

The subjects then turned their attention to the 

Reaction to Scenarios sheet. The conductor of the exper­

iment read the instructions on this sheet aloud while the 

subjects read them to themselves. The Reaction to Sce­

narios sheet instructed the subjects to imagine that they 

were being confronted with the situation on the Scenario 

sheet. 

I f a subj ect would accept or rej ect the claim 

made in capital letters without seriously considering 

using a computerized financial package, he should circle 

1 on the seven point Likert scale on the Reaction to 

Scenarios sheet. If he would immediately use a compu­

terized financial package to evaluate the alternatives 
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presented in the scenario, he should circle 7 on the 

Likert scale. Numbers 3 and 5 on the Likert scale were 

also explained to the sUbjects. Subjects who would even­

tually use a computerized financial package to evaluate 

the alternatives, but only after trying many other meth­

ods to arrive at a satisfactory solution should circle 3. 

These people would only use a computerized financial 

package as a last resort. Those who would circle 5 would 

try one or two alternatives and, if these methods failed 

to produce a satisfactory answer, then they would use the 

computerized financial package. Numbers 2, 4 and 6 were 

intermediate points on the scale. 

The subjects were told not to assume that they 

had any knowledge of how to operate the computerized 

financial package or of the financial math needed to 

solve the problem beyond that which they possessed. The 

subjects were also reminded that before they could use 

the computerized financial package, they would have to 

learn how to operate it, and that an instructional module 

was included with the tool. 

After circling their reactions to Scenario 1 on 

the Reaction to Scenarios sheet, the subjects were told 

to continue in the same manner with the remaining sce­

narios. They were told to read scenarios 2 and 3 on the 
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Scenari"o sheet and circle the numbers on the Likert scale 

on the Reaction to Scenarios sheet which corresponded to 

their reactions to the claims. 

Adding the values of the circled numbers on the 

Likert scale would determine a subject's original incli­

nation or propensity to use a computerized financial 

package without exposure to any tool or instructional 

module. Those who would not use a computerized financial 

package to evaluate the claims would have a total score 

of approximately three. Those who would use a compu­

terized financial package would have a total score of 

approximately twenty-one. This established an initial 

value for each subject's propensity to use a computerized 

financial decision support tool. 

The subjects then began their exposure to the 

tool and its instructional module. They were told to 

insert the disk into the computer as instructed on the 

"Guide to Getting started." After the disks were in­

serted, the opening screens, which were read aloud by the 

conductor of the experiment, informed the subjects of the 

rudiments of operating a computer (for example, they 

would al ways have to press the NewLine key in order for 

any entry to be acted upon by the computer). One of the 

opening screens advised first time users to examine the 
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"How to Use the Financial Pac]cage" section of the tool by 

typing I~." All the subjects examined that section which 

informed them of the mechanics of operating the tool. 

After the subj ects had examined the "How to Use 

the Financial Package" section, they were automatically 

routed to the main data entry screen. The main data 

entry screen is the part of the tool in which data are 

entered, solutions are displayed, various instructional 

modules are accessed, and exiting the system is per­

formed. The available options for the user (always lo­

cated between the dashed lines at the bottom of the 

screen) were explained to the sUbjects. 

The conductor of the experiment verbally guided 

the subjects, even when identical directions were con­

tained in writing on the screen, to relieve user anxiety. 

subjects of the pilot study had indicated that they did 

not want to begin a session or use a tool until they had 

been told what to do. Directions on a screen or a piece 

of paper did not relieve these novices' anxiety about 

using a computer tool. 

Because a workshop often precedes the implementa­

tion of a new decision support tool in the real world, 

this guidance did not detract from the experiment's ex­

ternal validity. Instead, it simulated an office in 
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which a decision support tool is introduced. Barnes 

[1985] notes that the presence of a computer knowledge­

able authority figure during installation reduces user 

tensions. She calls this authority figure a "hand­

holder." 

The subjects were instructed to use the financial 

package randomly assigned to them to evaluate the claims 

made on the Scenario sheet. The instructional module 

associated with the tool was to guide them in learning 

how to use the tool for this evaluation. The subjects 

were informed that the emphasis during this session was 

not correct evaluation but rather learning to use the 

tool. 

The subjects were given twelve minutes to examine 

the tool and the instructional modules. The learning and 

examining period was set at twelve minutes based on the 

work of Jay [1983]. He reports that the session for 

learning to operate a computer tool should be kept to 

less than fifteen minutes to maintain the novices' inter­

est in the learning experience. All exposures of 

Sessions 1 and 2 were limited to twelve minutes. 

To assist the subjects, an Answer Sheet for Sce­

narios was provided. This sheet listed the six possible 

parameters. The values for three of the parameters which 
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were required to be entered into A Financial Pac]{age to 

evaluate the claims (N, K, and PAY) were written on the 

sheet. These values could be directly entered into A 

Financial Package. There was, therefore, no need to 

examine the sections of the instructional module con­

cerned with these parameters. Rather, only an examina­

tion of the instructional modules on the PV, FV, and INT 

parameters was required during Treatment 1.1. Thus, 

instruction was divided into small segments to facilitate 

learning [Anderson, 1980]. 

The Reaction to Scenarios sheets were collected 

by the conductor of the experiment during the twelve 

minute learning and examining period of Treatment 1.1. 

After the twelve minute period, the subjects were in­

structed to exit the tool, put the disk and manual back 

into Envelope 1, and await further instructions. 

5.5.2 Treatment 1.2 

Immediately after Treatment 1.1, the subjects 

were instructed to open Envelope 2 on their desks. Enve­

lope 2 contained A Financial Package, but the instruc­

tional module in Envelope 2 was different from the one in 

Envelope 1. The envelope also contained ano~her scenario 

sheet, Reaction to Scenarios sheet, and Answer Sheet for 

Scenarios. The subjects were instructed to read arid 



react to the scenarios as they had done with the sce­

narios in Envelope 1. 

This second treatment of Session 1 is called 

Treatment 1.2. A graphic description of Session 1 

(which includes Treatment 1.1 and Treatment 1.2 ) is 

provided in Figure 5.1. 
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Treatment 1.2 was conducted identically to Treat­

ment 1.1 except that the detailed oral explanation of how 

to operate the tool was not given, the scenarios were 

different (see Appendix F), and the Answer Sheet to Sce­

narios did not provide the subjects with the values of 

the N, K, and PAY parameters. In order to evaluate the 

claims, the subjects needed to examine the PV, FV, and 

INT sections of the instructional module while using the 

tool in Envelope 1 during Treatment 1.1, but they needed 

to examine the sections of the instructional module on N, 

K, and PAY while using the tool in Envelope 2 during 

Treatment 1.2. 

Because the instructional module of the tool in 

Envelope 1 was different from the instructional module of 

the tool in Envelope 2, each subj ect was exposed to two 

different instructional modules. To ensure that every 

possible combination of exposure to the two different 



session 1: 

Treatment 1.1: 

No exposure to tool 

Propensity to Use Reaction 

Exposure to a tool 

Treatment 1.2: 

Propensity to Use Reaction 

Exposure to a second tool 
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o 

X1.1 

T1.1 

X1.2 

T1.2 

Figure 5.1: A map of Session 1. Session 1 is the 

learning to use the tool session of the 

experiment. 
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instructional modules was considered, twelve subjects per 

group were required. (The possible combinations are 

shown in Table 5.1). This grouping mitigated any contam­

inations of experimental results because of a preference 

for the first or most recent instructional module to 

which the subject was exposed, because of the combination 

of instructional modules to which exposed, and because of 

increased learning because of increased exposure. 

Session 1 recorded the propensity to use scores 

(Xl.l and Xl.2) before and after exposure to a tool at 

Tl.l. The Xl.l propensity to use scores were based upon 

the subjects' preconception of how easy or convenient the 

tool would be to learn and use. Power of the tool was 

not an issue because the subjects were informed.that the 

decision support tool was designed to evaluate the 

claims. The Xl.2 propensity to use scores reflected the 

subjects' willingness to use the tool after they had been 

exposed, during Treatment 1.1, to ~ Financial Package and 

one of the instructional modules. Comparing the Xl.1 and 

the Xl.2 scores for the three subjects in each group who 

had been exposed to the same tool at Tl.1 provided infor­

mation on the short term change in propensity to use for 

each tool. The information on short term change in 

propensity to use for each tool was compared to deter-



Table 5.1: possible combinations of instructional 

module per 12 subject group. 

Combination Envelope # 1 Envelope # 

1 AlE NA/E 

2 AlE A/NE 

3 AlE NA/NE 

4 NA/E AlE 

5 NA/E A/NE 

6 NA/E NA/NE 

7 A/NE AlE 

8 A/NE NA/E 

9 A/NE NA/NE 

10 NA/NE AlE 

11 NA/NE NA/E 

12 NA/NE A/NE 
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mine which of the four instructional modules initially 

produced the greatest change in propensity to use. 

Since the goal of this research is not to deter­

mine short term changes in propensity to use because of 

exposure to a particular instructional module, comparing 

the scores from Treatment 1.1 with those of Treatment 1.2 

is only of tangential interest. However, the scores 

demonstrated which instructional module produced the 

greatest short term change in propensity to use given a 

single exposure to a tool, a significant concern. The 

propensi ty to use a tool after a single exposure was 

thought to be related to the user's willingness to use 

the tool for later problem solving. Both concerns ad­

dress the issue of willingness to use a tool, although 

short term willingness is less significant than the prac­

tical long term willingness to use a tool fer problem 

solving. 

The comparison of the Treatment 1.1 results and 

the Treatment 1.2 results also indicated whether any 

change in propensity to use occurred because of exposure 

to a tool. Novices have a wide range of initial feelings 

about computers and application programs. The short ·term 

propensity to use results indicated whether the subjects 

found the tool to be as easy or difficult to learn and 
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use as they initially believed. Details of the analysis 

are given in Chapters 6 and 7. At the end of Session 1, 

the subjects were told to remember the general features 

of each of the two tools to which they had been exposed 

for Session 2. 

5.6 Session 2 

One month later, the subjects were again as­

sembled in the same room during the same three time 

periods for the conclusion of the experiment. There are 

three reasons for the one month delay between Session 1 

(the session for learning to use the tool) and Session 2 

(the session for problem solving.) The first reason is 

that the definition of propensity to use specifies that 

users will return to use a tool after being exposed to 

it. Conducting Session 2 immediately after Session 1 

would not provide relevant data. After the subjects had 

time to forget the specific features of the tool, while 

remembering the general ease or difficulty of learning to 

operate the tool, their responses would provide a rele­

vant measure of their willingness to use the tool. 

Barnes [1985] writes that if users do not use a tool 

regularly, then they will need a set-up mechanism when 

they use the tool. This experiment is to determine which 
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instructional module would produce the greatest will­

ingness of potential users to avail themselves of the 

set-up procedures contained in the instructional module. 

A one month delay seemed appropriate. 

The second reason that a one month delay was 

chosen is that this conforms with the usual cycle of work 

in many business offices. Work is usually performed on a 

daily, weekly, monthly, quarterly, or yearly basis. The 

monthly cycle is a medium period. Simulating the office 

environment is extremely important in this research. 

The third reason that a one month delay was 

chosen is that attitude changes after exposure to new 

stimuli reach the "stability over time" stage after ap­

proximately five weeks [Nuttin, 1974]. It was decided to 

test for propensity to use results as close to five weeks 

after the initial exposure as possible so that stable 

attitude data toward use of the instructional modules 

could be gathered. 

The subjects were informed that Session 2 would 

be similar to Session 1 except that during Session 2 they 

could bring, if they chose, a hand calculator and a 

financial math book. The reason for this slight change 

of procedure will be explained later. 
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5.6.1 Treatment 2.1 

When the subjects entered the experiment site for 

the first treatment of Session 2 (called Treatment 2.1), 

they found two envelopes numbered "1" and "2" which 

contained the disk for ~ Financial Package and, for the 

not automated instructional modules, the manual. In 

contrast with Treatments 1.1 and 1.2, however, a Scenario 

sheet, a Reaction to Scenarios sheet, and an Answer Sheet 

for Scenarios were placed on the desks instead of in the 

envelopes. The scenarios of Treatment 2.1 were different 

from the scenarios used previously (See Appendix G for 

the Scenario sheet.) 

The subjects were given a general talk concerning 

what would take place during the session. They were told 

that the two envelopes on their desks were also on their 

desks during Session 1. The numbering scheme on the 

outside of the two envelopes was identical to that used 

in Session 1. For the first part of this session (Treat­

ment 2.1), they would work some problems similar to the 

problems which they worked during Session 1. For the 

latter part of this session (Treatment 2.2) they would 

work a difficult problem which would likely require them 

to access the instructional module associated with the 

tool if they used the tool to work the problem. 
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Based on their experiences in session 1, the 

subj ects were told to choose one of the two envelopes on 

their desks to work the problem set of Treatment 2.1. 

The same tool could also be used, if desired, to work the 

more difficult problem of Treatment 2.2. When the ex­

planation of Session 2 was complete, the conductor of the 

experiment answered questions. 

The subjects then chose one of the envelopes. 

The unchosen one was collected. Since the subjects had 

been exposed to two instructional modules, this selection 

indicated that, for whatever reason, they wanted to use 

one instructional module over another. Because the 

functionality of the tools in both envelopes was iden­

tical, it was not the reason for the selection. The use 

of twelve combinations per group eliminated a choice due 

to order. The only attribute of the tool which was 

different was the instructional module. 

The reason for choosing a particular instruc­

tional module during Treatment 2.1 is not the immediate 

concern of this research. It is, rather, that the sub­

jects had a higher willingness to choose one instruc­

tional module over another when using the tool for prob­

lem solving. These are very important propensity to use 

data which are based upon the subjects' actual behavior. 
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The subjects were then instructed to read the 

scenarios on the Scenario sheets on their desks and react 

to the claims as they did during the two treatments of 

Session 1. This third set of Likert scale Reaction to 

Scenarios data, provided a second, attitudinal, indica­

tion of propensity to use a tool. 

One can now see why it was important to expose 

the subjects to two different instructional modules dur-

ing the experiment. (Exposure to all four instructional 

modules would have been most desirable, but human prob­

lems with recalling four different instructional modules 

and getting bored with the longer instructional session 

prohibited this.) Only by exposing the subjects to more 

than one instructional module would the attitudinal pro­

pensity to use scores obtained during Treatment 2.1 be 

meaningful. Offering a choice between two instructional 

modules and obtaining an attitudinal propensity to use 

score on the selected instructional module indicated the 

subjects' attitude toward using the chosen instructional 

module. 

To enable the subjects to re-Iearn to use the 

selected tool during Treatment 2.1, a twelve minute per­

iod, similar to the time allowed for Treatments 1.1 and 
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1.2, was given. At the end of the twelve minutes, Treat­

ment 2.1 ended. 

5.6.2 Treatment 2.2 

Treatment 2.2 was different from the previous 

three treatments. It was the cUlmination of the experi­

ment and was designed so that the subjects could demon­

strate their propensity to use a decision support tool 

with a particular instructional module. In the previous 

three treatments the subjects indicated their propensity 

to use by circling a number on a Likert scale in response 

to a scenario and, in Treatment 2.1, "by the selection of 

a tool. While these do indicate propensity to use, 

confirming evidence such as what the subject does in a 

problem solving situation would provide additional sup­

port for any conclusions. 

While the subjects were working on the problem 

set during Treatment 2.1, a Final Scenario (see Appendix 

H) was placed on their des]<:s. At the start of Treatment 

2.2, which immediately followed Treatment 2.1, the sce­

nario was read to the subj ects while they read it to 

themselves. Since the Final Scenario was a difficult 

problem involving a compounding period which is different 

from the payment period, the scenario was explained to 
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the subjects in great detail. This explanation of the 

details of the problem was deemed necessary because of 

comments by the subjects during the pilot study. Those 

subjects stated that they were not particularly know­

ledgeable in the field of finance and needed guidance in 

understanding the difficult problems. Questions about 

the scenario and what the problem asked for were an­

swered. 

The Final Scenario, unlike the scenarios in 

Treatments 1.1, 1.2, and 2.1, had no person making a 

claim to which the subjects should react. Rather, the 

scenario required the subjects to make a choice between 

two financial options. 

The subjects were then given a choice to either 

work the problem using the hand calculator or financial 

math book which they brought to Session 2, rely on in­

sight or intuition, or use the financial decision support 

tool which they had selected. The subjects were informed 

that if they decided to use the decision support tool, 

they would likely need to refer to the instructional 

module associated with the tool. There were no penalties 

or rewards for using or not using a particular method. 

The subjects were given twelve minutes to work the prob­

lem in the Final Scenario. 
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Recording which subjects used which method re­

vealed how many subjects who selected a particular in­

structional module in Treatment 2.1 used that decision 

support tool for problem solving. The subjects knew that 

they would need to avail themselves of the instructional 

module if they elected to use ~ Financial Package. The 

results of their selection obtained in Treatment 2.2 

constitute additional propensity to use data. 

5.7 Final Questionnaire 

As a final verification of the propensity to use 

results, the subjects were handed a short questionnaire 

prior to leaving the site of the experiment. (See Appen­

dix I.) This questionnaire asked the subjects why they 

chose the tool which they did, what they liked about the 

instructional module of the tool which they chose, what 

they disliked about the instructional module of the tool 

which they did not choose, and why they used the method 

they did during Treatment 2.2. 

During the pilot study, the subjects indicated 

that they preferred to discuss their feelings and concep­

tions about the tools and the instructional modules. The 

information on ~he questionnaires allowed the experi­

menter to infer reasons for the subjects' choices. It 

also revealed those subjects who made their choice by 
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"coin tossing." 

wi th the end of Session 2, the experiment was 

complete. (Figure 5.2 provides a graphic description of 

Session 2 of the experiment). Each subject's propensity 

to use a computerized decision support tool before any 

exposure to the tool, after exposure to one tool, and 

after exposure to two tools had been established, as had 

each subject's choice of a tool for working problems 

after a month had elapsed. Data also revealed whether 

each subject used the chosen tool to work problems and 

the subject's reasons for choosin~ the method used to 

solve the problem. 

Chapters 6 and 7 provide statistical data from 

the experiment. The results obtained and the conclusions 

which can be drawn are also presented and discussed. 

5.8 Summary 

The design of the experiment was presented in 

this chapter. The goal was to determine which type of 

instructional module results in the highest propensity to 

use a decision support tool. A group of novices was 

assembled. They were to interact with a computerized 

decision support tool designed to solve financial prob­

lems. Four different instructional modules were 
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session 2: 

Treatment 2.1: 

Selection of a Tool for Use SI 

Propensity to Use Reaction X2.1 

Use of Selected Tool T2.1 

Treatment 2.2: 

Select to use Tool from Treatment 2.1 

or not to use it S2 

Final Scenario T2.2 

Final Questionnaire: Q 

Figure 5.2: A map of Session 2. In Session 2 the 

subjects were required to select and 

use a tool. 
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associated with the tool to create, in effect, four diff­

erent tools. Each subject was exposed to two of the four 

instructional modules. 

Each subject was randomly assigned to one of 

twelve combinations, which exposed each group of twelve 

subjects to every possible combination of order of pre­

sentation of the two instructional modules. The subjects 

were presented with a set of financial scenarios and 

given an opportunity to use the scenarios to learn how to 

use one of the tools. They were then given a second set 

of financial scenarios and a second opportunity to learn 

how to use a second tool. Prior to working on each of 

the two tools, they were asked to indicate their willing­

ness to use a financial decision support tool to evaluate 

alternatives or claims. 

One month later, the subjects were assembled and 

instructed to choose one of the two tools to which they 

had been introduced in session 1. The sUbjects could use 

that tool to solve problems. The subjects were also to 

indicate their propensity to use the selected tool for 

problem solving. In Treatment 2.2, subjects were given a 

single problem to solve and the option of using the 

decision support tool they had selected. 

A final questionnaire asked the subjects their 
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opinj~n of the instructional modules and why they chose 

the instructional modules they did. These subjective 

data supplement the previously obtained numerical data. 

The next chapter reports on the results of the experi­

ment. 



CHAPTER 6 

VALIDATION AND EXPERIMENTAL RESULTS 

This chapter has two main purposes: the first is 

to demonstrate how the instruments used in the experiment 

were validated, and the second is to report the results 

which were obtained from the experiment. These results 

are interpreted from the perspective of the impact they 

have on the research hypothesis. An analysis of these 

results is reported in Chapter 7. 

The techniques used to quantitatively evaluate 

the data generated by the experiment are also reported in 

this chapter. statistics books by Mendenhall and Rein-

muth [1982], Summers, Peters, and Armstrong [1981], 

Neter, Wasserman, and Kutner [1983], and Green and Tull 

[1978] were used as a basis for the statistical evalua-

tion. 

6.1 Validation of the Instruments Used 

One of the major instruments used to measure 

propensity to use was a seven point Likert scale. This 

160 
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scale was used three times during the experiment and was 

physically located on the three Reaction to Scenarios 

sheets. The subjects recorded their propensity to use a 

decision support tool in the various situations which 

were presented on the Scenario sheets. The reaction to 

scenario data were collected before exposure to any deci­

sion support tool; immediately after exposure to one tool 

but before exposure to a second tool; and one month 

later, during Session 2, after the subjects had been 

exposed to two tools and had selected one of them for use 

in Session 2. 

Number 1 on the Likert scale indicated a low 

propensi ty to use and the number 7 indicated a high 

propensity to use. The Likert scale used in the experi­

ment was an interval scale. 

Since the Reaction to Scenarios sheets contain 

very important propensity to use data, it is important to 

establish the following: 

1) the scores on the Reaction to Scenarios sheets 

record a subject's propensity to use a decision support 

tool; and 

2) ~he scores obtained from the subjects during 

Treatments 1.1, 1.2, and 2.1 are comparable scores. For 

example, a score of X on the Reaction to Scenarios sheets 
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for Treatment 1.1 (the pre-test) and a score of X plus Y 

on the Reaction to Scenarios sheet for Treatment 1.2 (the 

post-exposure to one decision support tool) must indicate 

that, following exposure to the tool, a change in propen­

sity to use of Y occurred because of rhe experiences of 

the subject between recording the two scores. 

Both concerns for establishing the validity of 

the experimental instrument were addressed at the same 

time. Prior to the pilot study, a group of experts 

(faculty members in the College of Business at the Uni­

versity of Arizona, PhD students in the MIS and MAP 

Departments, and office staff in the MIS Department) was 

sent a memo asking for their input on the instruments to 

be used during the experiment. The memo asked the ex­

perts to read fifte~n scenarios (only nine were ultimate­

ly used in the three treatments in the experiment) and 

complete, by circling a number from 1 to 7, the accomp­

anying Reaction to Scenarios sheet. The memo requested 

that the experts also indicate whether "the instrument 

does indeed indicate [your] propensity to use or not use 

a computerized tool for financial problem solving." 

Twenty memos with accompanying Scenario and Re­

action to Scenarios sheets were sent out, and eight were 

returned completed. All of the experts indicated that 
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their responses on the Reaction to Scenarios sheet did 

indicate their propensity to use a computerized decision 

support tool. The comments of two experts are parti­

cularly revealing. 

One expert wrote that, "The only thing I use 

computerized equipment for is to write and edit and send 

mail messages." This person confirmed that she had no 

desire to use a computerized tool. All of her responses 

on the Reaction to Scenarios sheet were consistently l's 

and supported her written and oral statements. 

A second expert had the exact opposite response. 

This person wrote that, "I would use ANYTHING available 

to me in order to not refer to paper, pencils or text­

books." Orally this person indicated that he would want 

to use a computerized tool to solve financial problems. 

His circled responses on the Reaction to Scenarios 

sheets, except for one of the fifteen scenarios, were 

consistently 6 to 6.5. The 6.5 responses indicate a 

desir~ to avoid the extreme end of the Likert scale. 

The experts in this study were a carefully se­

lected representative cross section of people who, from 

previous conversations, had indicated that they would or 

would not use a computerized tool for problem solving. 

It is important that the group of experts include both 
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types of people to ensure the validity of the instru­

ments. Because the written comments of the experts 

agreed with their Likert scale scores, it is likely that 

the Reaction to Scenarios sheets accurately recorded the 

propensity to use a computerized decision support tool. 

The experts' statements that their propensity to use was 

being recorded reinforces the confidence in the instru­

ments. 

The scenarios were modeled after sample problems 

which various financial authors [Shao, 1970; Greynold, 

Davenport, and Scariano, 1983; Farish and Greynold, 1977] 

had included in their books. The scenarios, therefore, 

reflected a cross section of the problem sets of finan­

cial experts. 

Two methods were considered to assure that the 

reaction to scenario scores obtained in Treatments 1.1, 

1.2 and 2.1 did not reflect the ease or difficulty of 

working the scenarios. The experiment was designed to 

test the willingness of potential users to use a finan­

cial decision support tool, not to test which type of 

problem would most likely cause a potential user to want 

to use the tool. 

The first method which was considered to ensure 

that the scenarios themselves were not causing any dif-
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ferences in propensity to use scores involved randomly 

distributing the,scenarios among all three treatments 

during the experiment. With this method, one group of 

three scenarios would be used in Treatment 1.1 on one­

third of the subjects, in Treatment 1.2 on another third 

of the subjects, and in Treatment 2.1 on another third of 

the subjects. The other two groups of three scenarios 

would be similarly distributed among the three treat­

ments. 

This idea was rejected because the treatments in 

Session 1 were designed as a cumulative lesson for the 

subjects. Because instruction in small sequential steps 

is preferable [Gagne and Briggs, 1979; Anderson, 1980], 

the material presented in Treatment 1.2 built upon the 

material presented in Treatment 1.1. The nature of the 

scenarios in the experiment did not allow any change in 

the order of presentation. 

The second method to ensure that the scenarios 

were not the cause of any change in propensi ty to use 

scores involved exposing the experts to the scenarios and 

comparing their propensity to use scores without any 

exposure to a tool, training session, or instructional 

module. If the scenarios were the cause of any change in 

propensity to use scores, then this would be easy to 
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detect during a session in which the scenarios were 

isolated from other possible contaminants. 

This method was ultimately accepted. While the 

experts were evaluating the Scenario and the Reaction to 

scenarios sheets for validity, they were also requested 

to indicate their propensity to use a decision support 

tool. They evaluated the claims made on the scenarios by 

circling a Likert scale number on the Reaction to Sce-

narios sheets. The experts' mean propensity to use 

scores and standard deviation for the three scenarios 

which made up each of the three treatments is shown in 

The scores for the three treatments were very 

similar. An ANOVA analysis revealed that the differences 

between the mean scores are not statistically signifi-

cant. The ANOVA table is shown at the bottom of Table 

6.1. The author concludes that the scenarios were not the 

cause of any differences in the means scores which were 

obtained during the different treatments of the experiment. 

6.2 Data from Session 1 

Session 1 was the portion of the experiment during 

which the subjects learned how to use the tool. The pro-

pensity to use scores collected during T~eatment 1.1 
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Table 6.1: propensity to use results obtained from the 

experts with AN OVA table showing analysis of 

differences. 

Treatment 

1.1 

1.2 

2.1 

scenarios 

1 to 3 

4 to 6 

I to III 

Mean Standard Deviation 

11.71 6.05 

13.00 6.58 

12.14 6.99 

df Sum Square Mean Square F-Ratio 

Treatment 2 5.86 2.93 0.01 

Error 5 772.43 154.48 

Total 7 778.29 

,£:(0.95,2,5) = 5.79 ,£:(0.99,2,5) = 13.27 
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are pre-exposure data because the subjects had not 

been exposed to any of the decision support tools. The 

propensity to use scores collected during Treatment 1.2 

are post-exposure data because the subjects had been 

exposed to one of the two tools to which they would be 

exposed. Any change between the scores obtained for 

Treatment 1.1 and Treatment 1.2 would be attributed to 

the experience which the subjects had during their init­

ial exposure to the tool (T1.1). 

The attitudinal propensity to use data which are 

reported in this research are the aggregate mean of the 

sum of each individual's three propensity to use scores 

recorded on the Reaction to Scenarios sheets for the 

three scenarios of each treatment. Since each individual 

reaction to scenario score could range from 1 to 7, the 

total score for one treatment for one individual, and the 

mean of all the subjects, could range from 3 to 21. 

Three indicated the subject had no interest at all in 

using a computerized financial package for any of the 

three scenarios. Twenty-one indicated that the subject 

wanted to use the tool as a first choice option to eval­

uate the claims made in the three scenarios. 

The Treatment 1.1 mean and standard deviation 

(N=72) were 14.34 and 4.46, respectively. This mean 
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score is 2.63 points higher than the mean score of the 

experts for the Treatment 1.1 scenarios. The standard 

deviation is 74 per cent (4.46 versus 6.05) of the ex­

perts' scoring. 

It appears that the subjects were initially more 

willing than the experts to use the decision support 

tool. As a group, they also tended to cluster around the 

higher mean more densely than the experts. 

An explanation for this could be that the sub­

jects were extremely unfamiliar with computers and finan­

cial math and they hoped that ~ Financial Package would 

explain the unknown. University students also lack the 

perspective of the experts who would attempt to solve 

simple problems without relying on a comput~r tool. Add­

i tionally, the fact that the subj ects knew they ,.,ere 

being used as subjects in an MIS experiment might have 

caused them to respond at a higher level than the ex­

perts. Finally, the group of experts was selected so 

that a cross section of those who would and would not be 

willing to use a decision support tool could be examined 

for differences. The experimental group was not such a 

well chosen cross sample. 

Regardless of which explanation or explanations 

are used to account for the higher scores obtained during 
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Treatment 1.1, it is expected that the same explanation 

will apply for all. three treatments of the experiment. 

Therefore, it is expected that the scores in the remain­

ing two treatments of the experiment will be higher than 

the experts' scores regardless of exposure to an instruc­

tional module. Since the concern of the experiment is 

change in propensity to use, these consistently higher 

scores will not affect the experimental results. 

During Treatment 1.1, the twelve subjects per 

group were divided into four subgroups. Each subgroup 

was exposed to one of the four instructional modules. 

since this is the beginning point of the comparison, it 

is important to establish that the four subgroups were 

not different in propensity to use prior to the experi­

ment. A way to determine this is to compare the pre-ex­

posure propensity to use scores for the four subgroups. 

Table 6.2 shows the Treatment 1.1 mean and stan­

dard deviation propensity to use scores for those sub-

j ects who were later exposed to each of the four instruc­

tional modules. The ANOVA table at the bottom of Table 

6.2 shows that the differences between the four groups 

were not statistically significant. Any differences in 

propensity to use which this experiment revealed were not 

due to any initial differences in the subjects. All the 
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Table 6.2: Propensity to use results obtained on the 

pre-exposure test by instructional module 

exposed to in Treatment 1.1. 

Treatment 1.1 
Instructional module -~--------------------
to which later exposed mean sd N 
---------------------- -------

A/E 14.61 5.10 18 

A/NE 14.61 5.22 18 

NA/E 13.44 3.55 18 

NA/NE 14.72 3.99 18 

df Sum Square Mean Square F-Ratio 

Automated 1 5.69 5.69 0.27 

Embedded 1 8.02 8.02 0.39 

Interaction 1 6.67 6.67 0.32 

Cell Means 3 20.38 

Residual 68 1392.62 20.47 

Total 71 1413.00 

f(0.95,1,68) = 3.98 f(0.99,1,68) = 7.04 

-------------------------------------------------------
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subjects in the subgroups were from the same population. 

The Treatment 1.2, or the post-exposure, reaction 

to scenario scores increased over the Treatment 1.1 

scores for all the four subject subgroups. This means 

that, regardless of which instructional module the sub­

jects were exposed to during Treatment 1.1, there was a 

greater willingness to use the tool after exposure than 

. before exposure. Comparing the Treatment 1.2 scores with 

the Treatment 1.1 scores for those subjects who were 

exposed to a particular type of instructional module 

during Treatment 1.1 provides an indication of short term 

changes in propensity to use. 

Although none of these changes in propensity to 

use were statistically significant, it is important that 

all the changes in propensity to use were in the positive 

direction. There is a slight indication that the tool 

was easier to learn to use than the subjects initially 

believed. 

It is also interesting to note the rank of the 

instructional modules using the criterion of short term 

change in propensity to use. Both of the embedded in­

structional modules (NA/E and A/E) were ranked higher 

than both the not embedded ones (NA/NE and A/NE). There 

is also a slight indication that embeddedness is the 
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predominate feature in short term propensity to use. No 

reversal of automated and not automated ranking occurred, 

regardless of the presence or absence of embeddedness. 

Table 6.3 shows the mean changes from Treatment 

1.1 to Treatment 1.2 for the four subgroups. The ranking 

of the amount of change is also shown. Table 6.4 has two 

ANOVA tables. The top one shows that the four scores 

from Treatment 1.2 for the four subgroups are not signif­

icantly different. The bottom ANOVA shows that the 

changes in scores from Treatment 1.1 to Treatment 1.2 are 

not significantly different for any of the four groups. 

There is no indication of any automated, embedded, or 

interaction effect. Taken together, the two ANOVA tables 

conclusively show that any short term change in propen­

sity to use is not significant. 

The reader is reminded that Tables 6.3 and 6.4 

report on short term changes in propensity to use which 

is of only tangential interest. The purpose of this 

research is to determine which of the two instructional 

modules to which the subjects were exposed during Session 

1 would be selected after a period of not using any tool. 
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Table 6.3: Changes in propensity to use from 

Treatment 1.1 to Treatment 1.2 by 

instructional module exposed to during 

Treatment 1.1. 

-------------------------------------------------------
Instructional Treatment Treatment Amount of 
Module 1.1 Mean 1.2 Mean Change Rank 
----- --------- --------- ------
AjE 14.61 16.88 +2.27 2 

AjNE 14.61 16.33 +1.72 4 

NAjE 13.44 17.88 +4.44 1 

NAjNE 14.72 16.77 +2.05 3 



175 

====================================================== 

Table 6.4: ANOVA tables showing lack of significance 

of Treatment 1.2 scores and lack of 

significance of change from Treatment 1.1 

to Treatment 1.2. 

df Sum Square Mean Square F-Ratio 

Automated 1 12.55 12.55 0.68 

Embedded 1 9.44 9.44 0.51 

Interaction 1 0.45 0.45 0.02 

Cell Means 3 22.44 

Residual 68 1253.56 18.43 

Total 71 1276.00 

F(0.95,1,68) = 3.98 ~(0.99,1,68) = 7.04 

df Sum Square Mean Square F-Ratio 

Automated 1 33.35 33.35 1. 29 

Embedded 1 40.10 40.10 1. 55 

Interaction 1 4.93 4.93 0.19 

Cell Means 3 78.38 

Residual 68 1751. 28 25.75 

Total 71 1829.66 

~(0.95,1,68) = 3.98 ~(0.99,1,68) = 7.04 
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6.3 Data from Session 2 

session 2 was held one month after Session 1. 

The session began with a short explanation of what would 

take place during the session. The subjects were in-

formed that they would select one of the two tools to 

which they had been exposed in session 1. A familiar-

ization exercise period with the tool would follow. 

After this familiarization period, a difficult financial 

problem would be presented. The problem would involve 

material which had not been covered in Session 1. The 

subjects would probably have to access the instructional 

module of the tool they selected in order to solve the 

problem. Unlike Session 1, the Answer Sheet to Scenarios 

would be collected and used as a basis for evaluating 

their performance in the session. The subjects were told 

that they would be well advised to select a tool or 

solution method which would allow them to access the 

needed information quickly and confidently. 

After this short explanation, the subjects were 

instructed to select one of the two tool s to which they 

were exposed in Session 1. Because the major purpose of 

this research is to examine the willingness of subjects 

to select a particular tool, the number of subjects who 
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selected each tool during Treatment 2.1 will be presented 

first. These behavioral selection scores are shown in 

Table 6.5. 

The automated/embedded instructional module (A/E) 

was selected by the largest number of subjects. A/E was 

the choice over the other automated instructional module 

(A/NE) by a count of 7 to 5 and over the two not auto­

mated instructional modules (NA/E and NA/NE) by a greater 

number (11 to 1 and 8 to 4, respectively). 

The automated/not embedded instructional module 

(A/NE) was selected by the second largest number of 

subjects. A/NE was the choice over the NA/NE by an 11 to 

1 count, and it was the choice over the NA/E by a count 

of 7 to 5. 

The not automated/embedded instructional module 

(NA/E) was selected by the third largest number of sub­

jects. NA/E was the choice over only the NA/NE by a 

count of 8 to 4. The not automated/ not embedded in­

structional module (NA/NE) was selected by the fewest 

number of subjects. 

A transitivity of choice is indicated by these 

data. It also appear3, by examining the possible com­

parisons as individual data points, that the automated 

feature is the primary selection criterion. The embedded 
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Table 6.5: Count of the number of subjects who 

selected each instructional module by 

instructional modules exposed to. 

Instructional 
Module the subjects 
selected to use 

Instructional Modules 
to which the subjects 
were exposed-- order 
of exposure is not 
important 

Com­
bin­
ation A/E NA/E A/NE NA/NE 

A/E and NA/E 1,4 11 1 

A/E and A/NE 2,7 7 5 

A/E and NA/NE 3,10 8 4 

NA/E and A/NE 5,8 5 7 

NA/E and NA/NE 6,11 8 4 

A/NE and NA/NE 9,12 11 1 

-----

TOTALS 26 14 23 9 

178 
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feature is secondary to the automated feature, and there 

is no interaction effect. 

These indications are supported by a Chi Square 

analysis set at the .05 level of significance. The 

paired comparisons of the combinations on Table 6.5 which 

allow one to test for the effects of automation (com­

bination 1 and 4 and combination 9 and 12) showed a 

significant automated effect at the .005 level (critical 

value at .05 = 5.99; test statistic = 16.64). These 

behavioral data show that automation has a strong posi­

tive effect on selection. 

The paired combinations on Table 6.5 which can be 

used to examine the effects of embeddedness (combination 

2 and 7 and combination 6 and 11) were tested for effect 

and shown not to be significant (critical value at .05 = 

5.99; test statistic = 1.66). Altho~gh embeddedness had 

no statistically significant effect, the direction of the 

selection toward the instructional modules with the em­

bedded feature is correct if one expects an effect be­

cause of embeddedness. Embeddedness is, therefore, a not 

significant secondary effect. 

Testing for a mediating variable produced some 

interesting results. One would expect the paired comb in-
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ation 5 and 8 on Table 6.5 to have no significant effect 

because the comparison is between the instructional mod­

ule which has the automated feature but no embedded 

feature (A/NE) and the instructional module which has the 

embedded feature but no automated feature (NA/E). How­

ever, since automatedness is the main effect, one would 

expect the direction of the choice to be toward auto­

matedness. Both the direction and the lack of sta­

tistical significance (Critical Value at .05 = 3.84; test 

statistic = 0.33) are as expected. 

One would also expect the paired combination 3 

and 10 to show a statistically significant effect because 

the comparison is between an instructional module which 

has both the automated and embedded features (A/E) and 

one with neither of these features (NA/NE). Although the 

direction is toward the A/E, it is not statistically 

significant (critical value at .05 = 3.84; test statistic 

= 1.33). This is somewhat puzzling but may be attribut­

able to the small size of the sample. 

It is important to note that there is no indica­

tion of a statistically significant interaction effect. 

The data, therefore, failed to show the presence of a 

mediating variable. 

The hypothesis stated that the embedded feature 
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would be a mediating variable whose presence would pro­

duce a choice for the automated instructional module and 

whose absence would produce a choice for the manual one. 

Embeddedness would be preferred to not embeddedness. 

This is not supported by the data. What is supported is 

that automatedness is a statistically significant contri­

butor to the difference between the selection of instruc­

tional modules. Embeddedness is at best a minor contri­

butor. There is no indication of an interaction effect. 

Table 6.6, which does not show which choice the 

subjects had when making their selection of instructional 

modules, confirms that the main effect is automatedness 

and that embeddedness is a secondary effect. The in­

structional module which has both the automated and the 

embedded features was selected by the largest number of 

subjects. The least selected instructional module was 

the one which lac]ced both the embedded and automated 

features, which indicates that the presence of instruc­

tional help features had a positive effect on willingness 

to use. This is the case even though the automated 

feature of the instructional module was shown to be the 

key selection criterion. 

In addition to the behavior data cited above, 

attitudinal Likert scores were also collected during 



Table 6.6: Count of the number of subjects selecting 

each instructional module by the presence 

or absence of the automated and embedded 

features. 

Automated 
Not 

Automated Totals 

182 

I -----------------------------------------------------
Embedded I 26 14 40 I 

Not 
embedded 23 9 32 

Totals 49 23 72 
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Treatment 2.1. These data were collected similarly to 

the manner in which the attitudinal data were collected 

during Treatments 1.1 and 1.2. The subjects indicated on 

a Reaction to Scenarios sheet their willingness to use a 

decision support tool to evaluate the claims made in 

capital letters on the scenarios. 

During Treatment 2.1, the subjects based their 

propensi ty to use reacti9ns on a tool which they had 

selected. Therefore, the Treatment 2.1 propensity to use 

scores for each selected tool provide interesting attitu­

dinal insights into a subject's propensity to use. These 

attitudinal data, which are presented in Table 6.7, sup­

plement the behavioral scores cited above. 

The instructional module which is both automated 

and embedded (A/E) had the highest mean and the lowest 

variance compared to the other instructional modules. 

This highest ranking agrees with the behavioral data. 

The attitudinal rank ordering of the remaining three 

instructional modules is also identical to the behavioral 

scores except that the attitudinal scores of the two not 

automated instructional modules (NA/NE and NA/E) were in 

reverse order from the behavioral scores. 

The ANOVA table on the bottom portion of Table 

6.7, shows that the automated feature contributes sig-



Table 6.7: Mean propensity to use scores obtained 

during Treatment 2.1 by instructional 

module selected. 

Instructional 
module selected 

A/E 

A/NE 

NA/E 

NA/NE 

Mean 

17.07 

15.56 

13.78 

14.88 

standard 
deviation 

3.18 

3.87 

5.30 

5.44 

N 

26 

23 

14 

9 

df Sum Square Mean Square 

Automated 1 72.08 72.08 

Embedded 1 5.72 5.72 

Interaction 1 29.45 29.45 

Cell Means 3 107.25 

Residual 68 1186.75 17.45 

Total 71 1294.00 

~(0.95,1,68) = 3.98 ~(0.99,1,68) = 7.04 

* Significant at the .95+ level 
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F-Ratio 

4.13 * 
0.32 

1. 68 
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nificantly to the differences in attitudinal scores. 

Neither the embedded feature nor an interaction effect is 

significant. This confirms the previously cited be­

havioral data. 

The Treatment 2.1 attitudinal scores are not data 

about a random sample of subjects but rather data about 

subjects who chose a particular instructional module. It 

is, therefore, important to establish that the differen­

ces in attitude toward using the instructional module 

occurred because of the instructional modules and not the 

subjects who selected each module. To establish this, 

an examination of the Treatment 1.1 attitudinal scores 

(before exposure to any tool or instructional module) was 

made for all the subjects who during Treatment 2.1 chose 

each of the four instructional modules. 

Table 6.8 compares the data from Treatment 1.1 to 

the data from Treatment 2.1. The ANOVA table on the 

bottom shows that none of the differences in Treatment 

1.1 scores were significant. The differences in attitu­

dinal propensity to use which were recorded during Treat­

ment 2.1 were not because ~f the sUbjects. Rather, these 

differences in scores for the instructional modules indi­

cated differences among the instructional modules. 
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Table 6.8: Treatment 1.1 propensity to use scores versus 

Treatment 2.1 propensity to use scores by 

subjects who selected each instructional 

module during Treatment 2.1. 

Instructional 
module chosen 
during Treatment 1.1 Treatment 2.1 Total 
Treatment 2.1 Mean Mean Change 
------------- ------- --------- ---------

AlE 14.73 17.07 +2.34 

A/NE 14.08 15.56 +1.48 

NA/E 14.35 13.78 -0.57 

NA/NE 13.88 14.88 +1. 00 

df Sum Square Mean Square F-Ratio 

Automated 1 1. 69 1. 69 0.08 

Embedded 1 6.03 6.03 0.29 

Interaction 1 0.23 0.23 0.01 

Cell Means 3 7.95 

Residual 68 1405.05 20.66 

Total 71 1413.00 

f(0.95,l,68) = 3.98 f(0.99,l,68) = 7.04 
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The data show that automated is the choice over 

not automated using both the attitudinal and behavioral 

measures of propensity to use. Additional statistical 

analyses were performed on the Treatment 2.1 attitudinal 

data to determine if the differences among the mean 

scores for the four instructional modules were statisti­

cally significant. The Scheffe model was used because 

the cells were of unequal size, the interest was mainly 

in comparisons of pairs of data, and there were many 

comparisons to be made. 

The Scheffe test revealed that the paired com­

parisons which examined the data for statistically sig­

nificant differences between the AjE instructional module 

and the not automated instructional modules (NAjNE and 

NAjE) were highly significant. The differences between 

AjE and the remaining automated instruct~onal module 

(AjNE) was only significant at a low level, However, the 

direction of the difference is correct for maintaining 

that AjE is the choice over the other three instructional 

modules. Nearly the same low level of significance es­

tablished that AjNE was the choice over NAjE. 

The remaining paired comparisons were tested at 

even lower levels of significance using the Scheffe 

model. These test results are summarized in Figure 6.1. 
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========================================================= 

Suggested Rank ordering of Instructional Modules: 

AlE > A/NE > NA/NE > NA/E 

Confidence Level: 

AlE > A/NE = .1903 

AlE > NA/NE = .0194 

AlE > NA/E = .0001 

A/NE > NA/NE = .8134 

A/NE > NA/E = .0857 

NA/NE > NA/E = .4754 

Figure 6.1: Level of confidence that each instructional 

module is in correct rank order in relation 

to the suggested rank order of all other 

instructional modules. 

======================================================== 
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It is difficult to make many strong statements concerning 

the ordering of the individual instructional modules from 

these data. However, the following statements can be 

made. The automated instructional modules, particularly 

the AlE instructional module, ranked higher than the not 

automated ones. Additionally, the he NA/NE and the A/NE 

instructional modules are very closely ranked. The 

apparently high ranking of NA/NE is interesting because 

the hypothesis also rank ordered this instructional 

module highly. 

6.4 Tentative Conclusions 

The data from the experiment were studied over a 

long period of time and subjected to numerous tests to 

determine the subjects' changes in propensity to use a 

decision support tool given exposure to different in­

structional modules. Behavioral data on the number of 

subjects who selected each instructional module during 

Treatment 2.1, after being exposed to two different in­

structional modules, were collected. These data are 

shown in Table 6.5, and they indicate a selection of the 

AlE instructional modul~ over the others. Automatedness 

was the primary selection criterion, and embeddedness was 

a secondary one. A~titudinal data were also collected. 
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These data are summarized in Tables 6.2, 6.3, 6.4, 6.6, 

6.7, and 6.8 and Figure 6.1. These data confirm the 

previous behavior data and indicate that the first choice 

was for the instructional module which had both the 

automated and the embedded features (A/E). 

The test performed in Treatment 2.2, in which the 

subjects were given the choice of using the decision 

support tool for problem solving, did not provide addi­

tional propensity to use data. Only four of the subjects 

did not use the decision support tool to work the Final 

Scenario. One subject commented that, "This is an exper­

iment in the MIS department and there was a computer for 

me to use. I used it. It's the best way available." 

This summarized the reason for the failure of this test 

to gather confirming propensity to use data. 

The Final Questionnaire asked the subjects why 

they chose the instructional module which they did. This 

enabled the researcher to toss out data for "coin flip­

pers." Generally, the subjects who chose the automated 

instructional modules (A/E and A/NE) liked the conven­

ience and speed of the modules; the subjects who chose 

the NA/E instructional module liked the ease of flipping 

through the pages of a book; and those who chose the 

NA/NE instructional module liked the familiar nature of 
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the module. 

Those subjects who did not choose the automated 

instructional modules (A/E and A/NE) did not like the 

computer screen being used for instructional purposes. 

They wanted to page through a book. Additionally, those 

subjects who did not choose A/NE indicated that they 

wanted more guidance on what they should examine. The 

subjects who did not choose the manual instructional mod­

ules (NA/E and NA/NE) felt that an automated tool should 

have the instructional module on the same medium as the 

tool. 

None of the data gathered from the Final Ques­

tionnaire were particularly insightful. The major pur­

pose the data served was to provide reasons for the 

subjects' selection of a particular instructional module 

and to exclude poor data. 

It was stated in Chapter 4 that regardless of the 

order of propensity to use results obtained, valuable 

information concerning the design of the instructional 

module of a decision support tool would be gained. The 

next chapter presents an analysis of the data from the 

experiment in terms of the research hypothesis. 



CHAPTER 7 

ANALYSIS OF THE DATA 

This chapter analyzes the results obtained during 

the experiment and reports the interpretations which can 

be drawn. Recommendations for tool designers are also 

included in this chapter. 

7.1 Summary of Experimental Methodology 

This researcher examined the design of instruc­

tional modules. The goal was to develop a design which 

would increase the willingness of potential users to use 

software. The attributes of the design of the instruc­

tional module which were manipulated to achieve the goal 

cited above (called the propensity to use) are the medium 

of presentation and degree of user control. These two 

attributes were suggested by the literature. 

Both short and long term propensity to use data 

were generated during the experiment. The short term 

data were entirely concerned with the s~~jects' attitude 

toward using the tool. The long term data were concerned 

with both the subjects' attitude toward using the tool 
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and their selection behavior. 

The data concerning the long and short term pro­

pensity to use were not consistent. The long term pro­

pensity to use data showed that the subjects chose the 

automated instructional modules more often than they 

chose the manual instructional modules. More subjects 

chose the A/E instructional module than any other one, 

and those who chose it had a more positive attitude 

toward their selection than those who chose any o·ther 

one. The short term data, however, showed no statis­

tically significant ordering of the instructional mod­

ules. Additionally, behavioral and attitudinal measures 

of the long term propensity to use were not entirely con­

sistent. In particular, the behavioral measure indicated 

that the NA/NE instructional module was the last choice 

of the four instructional modules, while the attitudinal 

measure indicated that NA/NE ranked higher. The next 

sections analyzes these data. 

7.2 Short Term Changes in 

propensity to Use 

The st8rting point for the analysis of propensity 

to use is the pre-exposure attitudinal data collected 

during Treatment 1.1. Two comparison tests were per-
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formed on this data (comparing it to the data collected 

during Treatments 1.2 and 2.2), and both tests showed 

that the subjects in the experiment were from the same 

population. The random assigning of twelve subject com­

binations to a group succeeded in assuring a common 

initial attitude toward using a decision support tool. 

The propensity to use data collected during 

Treatment 1.2, after all the subjects had been exposed to 

one of the four instructional modules, revealed short 

term increases in propensity to use for all of the in­

structional modules. Although none of the increases were 

statistically significant, the common direction of all 

four changes indicates that, for all four modules, the 

subjects were more willing to use the tool after exposure 

to the modules than before exposure. 

The Treatment 1.2 data also showed that there was 

no statistically significant short term ordering of the 

instructional modules using the criterion of propensity to 

use. There were insignificant indications that embed­

dedness (or a programmed learning module) was the choice 

over not embeddedness (or help facility) and, as a second­

ary effect, that automatedness was the choice over not 

automatedness. There were no indications of an interactive 

effect. 
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When interpreting these data, it must be recalled 

that the short term change data were collected during 

session 1, which was the learning and familiarization 

session of the experiment. The subjects were instructed 

that they were not to examine the tool with the purpose 

of later evaluation. Rather, they were told merely to 

learn to use the tool using the instructional module as a 

guide. Even when required to make propensity to use 

Likert scale decisions during Treatment 1.2, the subjects 

were instructed to indicate merely their propensity to 

use "a decision support tool to evaluate the alterna-

tivss." * A conscious effort was made to ensure that 

Session 1 was solely devoted to learning to use the tool. 

The Session 1 data can be interpreted as follows. 

Because all four subgroups of subjects showed a statis-

tically insignificant higher propensity to use score 

during Treatment 1.2 than during Treatment 1.1, one can 

conclude that there is a slight indication that the 

subjects discovered that all the decision support tools 

were capable of easily evaluating the claims made in the 

* Obviously the tool which the subjects had just 
examined would figure highly into their propensity to use 
decisions because they knew the tool was capable of 
solving the problem and because they had just been ex­
posed to it. 
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scenarios. The subjects apparently found the tools to be 

helpful or easy to learn and/or use. The subjects were 

more willing to use the tools after exposure to them 

Because the Treatment 1.2 propensity to use data 

were nearly identical for all four tools, it can also be 

inferred that the subjects did not perceive any signifi­

cant differences between the instructional modules. This 

failure to perceive any difference could have been caused 

by their not examining the tools for the purpose of 

evaluating them or by their being in a learning, as 

opposed to a problem solving, mode. 

The differences which were noted, although not 

statistically significant, indicate that the embeddedness 

was a more important selection criterion than automated­

ness. When learning to use a tool, novices mildly desired 

the tool to direct them through the instructional module. 

It was an unimportant concern for the subjects whether the 

embedded cues directed them to an instructional module 

which was located on a disk or in a manual. The main 

concern was that they be led, by the design of the tool, 

during their initial learning session. 

This is consistent with the work of Shneiderman 

[1980], who reports that inexperienced users perform 

better when using an inflexible system for learning. It 
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is also consistent with the writings of educators [Bork, 

1981; Gagne and Briggs, 1979] and practitioners [Kear­

sley, 1983], who report that instructional programs in 

which the system takes control have greater success than 

programs without system control. While Reigeluth [1979] 

and McClean and Oliver [1980] maintain that user control 

is more conducive to successful learning than system con­

trol, their concerns were with long term improvements 

rather than short term changes in attitude. 

The reader is reminded that this analysis of the 

data on short term change is not statistically signifi­

cant. Rather, the direction of the changes is the key 

element of the analysis and interpretation. Short term 

change in propensity to use is also only of tangential 

interest in this research. 

7.3 Long Term Changes in 

propensity to Use 

Session 2 of the experiment was not a session 

dedicated to learning to use the tool. Rather, the 

subjects were told that they would be required to select 

and use for problem solving one of the tools to which 

they had been exposed in Session 1. The Session 2 prob­

lem solving exercise would be the basis for the evalu-
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ation of their performance during the experiment. 

Unlike Session 1, in which only attitudinal pro­

pensity to use data were collected, two types of propen­

sity to use data were collected during Session 2: behav­

ioral and attitudinal. To collect the behavioral data, 

the subj ects ".,ere required to select one of the tools 

which they wanted to use for problem solving. Re-Iearn­

ing to use the tool, by accessing the instructional 

module of the tool, would likely be required. The number 

of subjects who selected each instructional module was 

tabulated. More subjects chose the A/E instructional 

module than chose NA/E, A/NE, or NA/NE. These data imply 

that A/E (the automated programmed learning module) was the 

instructional module of choice over all others in the 

experiment. 

The A/NE instructional module (the automated help 

facility) was selected by the second largest number of 

sUbjects. A/NE was chosen by more subjects than chose NA/E 

and by more subjects than chose NA/NE. The NA/E instruc­

tional module (the manual programmed learning module) was 

selected by the third largest number of sUbjects. It was 

selected by more subjects than chose NA/NE. The NA/NE 

instructional module (the manual help facility) was se­

lected by the fewest total number of subjects and by fewer 
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subjects than chose A/E, A/NE, and NA/E. These behavioral 

data indicate that the choices are transitive and that the 

long term propensity to use ranking is possibly A/E > A/NE 

> NA/E > NA/NE. 

While a Chi Square analysis cannot rank order to 

this fine of a degree, it is capable of demonstrating 

statistically significant differences between the cells. 

The behavioral data showed that the evidence is over­

whelming that there is a difference between the cells of 

the Chi Square and that the automated feature is the 

primary selection criterion. The embedded feature is not 

statistically significant. There is no statistically 

significant interaction of embeddedness and automated­

ness. We can therefore maintain with certainty that (A/E 

+ A/NE) > (NA/E + NA/NE) or, in other words, that the 

group of automated instructional modules were the choice 

over the group of not automated instructional modules. 

An explanation for these results is that subjects 

chose the instructional module which made learning enjoy­

able. This explanation agrees with Lower [1980] and 

Wilson and Paden [1978] who report that automated in­

structional environments are more enjoyable than manual 

ones. Al though Van Duyn [".982] reports that being able 

to physically touch the manual also creates a positive, 



200 

pleasant learning experience, his study had no control 

group. A second explanation for the above results is 

that having the instructional module located on the same 

medium as the tool reduces the user's anxiety. This 

explanation agrees with the results of the Fenchel [1981J 

study. 

The results cited above might appear to conflict 

with some previous research results concerning automated 

versus manual instructional media. RelIes [1979J and 

Houghton [1984J, for example, found that manual systems 

produce better results than automated systems. This 

research, however, does not contradict these previous 

studies because the previous studies evaluated in­

structional systems using performance criteria. The 

concern of this research was limited to the subjects' 

choice of instructional module. 

Attitudinal data were collected to confirm the 

behavioral results cited above. The final attitudinal 

data were gathered after the subjects had selected an 

instructional module during Treatment 2.1. The subjects 

were to indicate their willingness to use the selected 

tool to eval ua te the cIa ims made on the Treatment 2.1 

scenarios. This was done with another seven point Likert 

scale similar to the scale used in Treatments 1.1 and 
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1.2. These attitudinal data revealed whether a subject 

wanted to use the instructional module which he chose for 

problem solving. without these final attitudinal data, 

it would difficult to determine if a subject chose a 

particular instructional module as the best of two un­

desirable ones, neither one of which he would be in­

terested in using for problem solving, or whether he had 

a positive attitude toward using the instructional module 

he selected. 

The Treatment 2.1 attitudinal data were fairly 

consistent with the behavioral data cited above. The 

mean propensity to use score for the A/E instructional 

module was higher than the A/NE, which was higher than 

the NA/NE, which was higher than the NA/E. Except that 

the ordering of the attitudinal results were reversed 

from the ordering of the behavioral results for the NA/NE 

and the NA/E instructional modules, the subjects' se­

lection and behavior rank orderings were identical. The 

statistical significance of this rank ordering of the 

attitudinal results is discussed later. 

An explanation for the higher attitudinal ranking 

than behavioral ranking for NA/NE is that the non-embed­

ded manual was more familiar to the novices than the 

embedded manual. Only a few subjects chose the most 
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traditional or familiar method of instruction, but for 

those who did, their attitude toward it was very high. 

RelIes [1979] also notes that the traditional method of 

instruction can generate great loyalty among novices. 

An examination of the final questionnaire re­

vealed that those who chose the NAINE instructional mod­

ule liked the convenience and the ease of "flipping 

through the pages." These subjects did not exhibit a 

noticeably higher level of enthusiasm than the subjects 

who selected the other instructional modules in response 

to the question "What did you like ... about the tool 

you selected?" Their reasons, however, seemed to be 

well grounded in considerations of security and comfort 

with using the traditional method of instruction. This 

was the case even for those subj ects who thought that the 

computerized ~ Financial Package was a very good tool. 

An ANOVA test was performed on the attitudinal 

data to determine if the differences between the cells 

were significant. Automatedness was found to be a sig­

nificant contributor to the differences, while embedded­

ness and an interaction effect were not. This is consis­

tent with the behavioral data in which automatedness was 

found to be the only statistically significant contribu­

tor to the differences. Combining the behavioral and 
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attitudinal results, it can be seen that not only were 

the automated instructional modules (A/E and A/NE) chosen 

most often, but that the attitude toward the tool for 

those subjects who chose the automated instructional 

modules was more-positive than the attitude for those 

subjects who chose the manual ones. The Scheffe test 

revealed that the A/E instructional module contributed 

significantly to the differences between the automated 

and the manual instructional modules. 

The level of significance that automatedness was 

the key criterion was considerably higher for the beha­

vioral measure (.005) than for the attitudinal measure 

(.05). It can, therefore, be stated with greater confi­

dence that subjects would select an automated instruc­

tional module for solving a problem than it can be stated 

that subjects would have a positive attitude toward using 

the automated instructional modules. The definition of 

propensity to use which was given in Chapter 4 specifies 

that behavior is more important than att~tude. 

The short term ordering of instructional modules 

(although not statistically significant) was different 

from the above (statistically significant) long term 

orderings. An explanation for this difference is related 

to the different environments in which the subjects were 
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working when making short and long term propensity to use 

decisions. The short term propensity to use data were 

collected during a session in which learning was the sole 

concern of the subjects. The long term propensity to use 

data were collected during a session in which the concern 

was selecting a tool, and possibly re-Iearning to use it 

for problem solving. 

Combining the long and short term propensity to 

use data, the following is concluded. When the goal of 

potential users is merely to learn the tool, an instruc­

tional program which take away most user control in favor 

of system control are important in creating a positive 

attitude toward the tool and toward using it. When the 

goal of potential users is to possibly re-Iearn the tool 

for actual problem solving, an instructional module which 

is conveniently located on the same medium as the tool (a 

disk) is central to the selection process. 

The next section explains the differences between 

the above experimental conclusion and the hypothesis of 

this research which was stated in Chapter 4 and sum­

marized in Figure 7.1. The results of this research in 

terms of instructional module design are also explained. 

7.4 Actual Versus Hypothesized Results 

The most obvious difference between the actual 
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======================================================== 

Hypothesized Results: 

Rank order of instructional modules: 

A/E > NA>E > NA/NE > A/NE 

Interaction of the automated feature and 

the embedded feature 

Primacy of embeddedness over automatedness 

Actual Results: 

Rank order of instructional modules: 

Attitudinal: A/E > A/NE > NA/NE > NA/E 

Behavioral A/E > A/NE > NA/E > NA/NE 

No significant interaction 

primacy of automatedness over embeddedness 

Figure 7.1: The hypothesized results compared to the 

actual results. 

========================================================= 
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and hypothesized results is the absence of any statisti­

cally significant interaction between automatedness and 

embeddedness in the experiment. An interaction was hy­

pothesized because of the work of the CAI researchers 

cited in Chapter 3 and the works of Kearsley [1977; 1981; 

1983; 1985]. These researchers report that on-line in­

struction, while being very effective at teaching school 

children in classroom settings, is not particularly ef­

fective in the work environment. They credit the lack of 

an embedded feature on the automated instructional mod­

ules in use in the workplace for this failure. Because 

of the above research, it was hypothesized that embedded­

ness, combined with automatedness, would produce the high­

est propensity to use results. If the instructional module 

lacks embeddedness (or programmed learning), the subjects 

'would revert to the more comfortable medium for learning-­

the manual. Rothenberg [1979] and Meador and Ness [1974J 

write that the total learning process should be as comfor­

table as possible for the successful introduction of the 

tool. 

The feature of embeddedness and the feature of 

automatedness, however, were found to be independent of 

each other in this research. This, however, does not 

conflict with the results of the CAI researchers and 
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Kearsley. Rather, this research shows that an instruc­

tional module with both features produces the highest 

propensity to use. The presence or absence of embedded­

ness does not alter the choice of medium. However, the 

embedded feature on an automated instructional module 

might increase a novice's propensity to use sufficiently 

so that a system which has not been successful will 

become successful. T~e A/E instructional module scored 

consistently higher than A/NE. 

The second obvious difference between the actual 

and hypothesized results is the dominance of the auto­

mated feature over the embedded feature. The hypothesis 

stated that embeddedness would be the dominant feature. 

This was hypothesized because both manual and automated in­

structional modules which lack embeddedness (the help fa­

cilities) have problems which have not been resolved and 

which are hindering the successful introduction of tools 

[Houghton, 1984; RelIes, 1979; Fenchel, 1981; Grill and 

Luk, 1983; Rothenberg, 1979; McClean and Riesling, 1977; 

Yestingmeir, 1984]. 

On the other hand, embedded instructional modules 

(programmed learning modules) have had a positive impact on 

the introduction of tools [Kearsley, 1985]. Those re­

searchers who claim that user control, as opposed to system 
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control is essential for successful introductions have 

generally been concerned with the use of the automated 

medium in an educational environment. The educational 

environment has been shown, however, to differ from the 

work environment with regard to the use of instructional 

modules. 

Despite the above a priori argument for the domi­

nance of embeddedness, this research showed that auto­

matedness dominated embeddedness. While automatedness 

has had mixed results in Houghton's and RelIes' perfor­

mance evaluation research mentioned above, this research 

showed that novices chose the instructional module sit­

uated on the same medium as the tool. There are two 

possible explanations for this. The first is that this 

improves the fit between the user's and the tool's model 

of the problem. McKenney and Keen [1974] found this 

correspondence between models to be very important for 

successfully introduced systems. The second explanation 

is that the context of the instructional module is im­

proved by making the instruc,tional module similar to the 

tool. Miller [1969] writes that a better context is what 

makes one tool better than another. The following para­

graph summarizes this explanation. 

Anderson [1980] writes that learning a skill can 
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progress through three levels or phases: cognition, asso­

ciation, and autonomy. Learning to use a tool requires 

only learning at the association level. The only re­

quirement of learning at the association level is that 

the activating condition be similar to the learning con­

dition. When a user learns to use an automated tool 

using an automated instructional module, his learning 

condition and the activating condition are identical. 

When a user learns to use an automated tool using a 

manual, however, the learning condition and the acti­

vating condition are no longer identical. This is called 

learning a skill at the autonomy level, which is more 

difficult than learning a skill at the association level. 

Subjects apparently wished to avoid learning a skill at 

the autonomy level. 

In summary, an automated instructional module 

establishes a better environment and a better context for 

learning an automated tool than a manual instructional 

module because of the similarity of the tool and the in­

structional module. Embeddedness was shown to enhance the 

dominant automated feature. Embeddedness guides the user 

through the instructional module better than user control. 

By doing so, it reduces the anxiety of learning new ma­

terial. By itself, however, embeddedness is not sufficient 



210 

to reduce the anxiety of learning to operate a computerized 

tool. It is secondary to the automated feature. It im­

proves the propensity to use for the automated instruc­

tional module but has no statistically significant effect 

on a manual instructional module. 

It must be remembered that the criterion for 

"better" in this research was propensity to use. Host 

instructional module and tool evaluation research in the 

past has focused on user performance. It is possible 

that the ordering of the instructional modules would be 

different if a different evaluation criterion was 

applied. This will be discussed in the next chapter 

where ideas for future research are considered. 

The next section discusses the implications of this 

research for designers of software tools. The concern will 

be the design of an instructional module which will en­

courage novices to voluntarily use the tool for decision 

making after being introduced to it. Carey [1982] and 

Lucas [1975] write that voluntary use of a system is one of 

the most valid measures of the success of the tool. 

7.5 Recommendations for Decision Support Tool Design 

The goal of this research was to discover an in­

structional module design which would produce the greatest 

propensity to use for the novice user of software. The 
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data from the experiment demonstrated that the instruc­

tional module which both assumes control of the learning 

program (i.e. is embedded) and which is located on the same 

medium as the tool (i.e. is automated) was the most suc­

cessful at accomplishing that goal. The automated feature 

was shown to be the key factor for producing positive 

results. 

The first recommendation for designers of decision 

support tools concerns the importance of the instructional 

module for tool use. This research showed that the design 

of the instructional modules does have an impact upon a 

novice's willingness to use the tool. Since developing 

software which are being used is important to the Decision 

Support System field, willingness or propensity to use a 

tool should be a design criterion. Instructional modules 

should, therefore, be located on the same medium as the 

tool and should assume control over the instructional pro­

gram. As this research showed, the AlE instructional 

module had the highest ratings on all measures of propen­

sity to use. 

The automated feature of the instructional module 

was shown to be the dominant selection criterion. The 

subjects felt the greatest sense of ease while being 

instructed on a medium which closely resembled the medium 
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upon which the actual work would be performed. The 

embedded feature, when combined with the automated fea­

ture, had a positive impact on the propensity to use a 

tool for problem solving. 

In summary, the combination of embedded cues and 

an automated instructional module produced the greatest 

propensity to use results for novice users of decision 

support tools. Tool designers should include this type 

of instructional module with their tools in order to in­

crease the use of their products. 

A second recommendation for tool designers is 

that they plan for the instructional modules during the 

development of the tool. While an automated instruction­

al module can possibly be developed after the tool is de­

veloped, an instructional module with the embedded fea­

ture cannot. Plans must be made during the development 

phase of the tool for such things as disk space, context 

sensitivity, and instructional module routing schemes. 

These features must be built into the tool. Failure to do 

so results in instructional modules which are automated but 

have such a poor programmed learning module that they 

effectively resemble the instructional module which is 

called A/NE in this research. A/NE was shown to have a 

lower propensity to use than A/E. 
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Carey [1982] writes that assistance in learning 

to use a system is often added as an afterthought. He 

credits a percentage of failures in system introductions 

to this practice. This research confirms that instruc­

tional assistance which is not added as an afterthought 

produces the highest propensity to use. It is, there­

fore, very important to develop the most effective assis­

tance, which is the AlE instructional module, as a part 

of the tool. 

A third recommendation for tool designers is that 

they develop their instructional modules to allow for 

browsing and easy access to the material. This is the 

case even though the subjects more often chose the auto­

mated instructional module which had system control of 

the routing. The users indicated that they felt they 

were in control of the instructional program by virtue of 

the multiple paths which were available once they arrived 

at the appropriate portion of the instructional module. 

This finding is consistent ~vith the study by Maguire, 

[1982] who writes that a minimum of two levels of system 

dialogue are required if the needs and abilities of the 

user are to be considered. 

A fourth recommendation for tool designers con­

cerns the development of tools for those potential users 



214 

who may be intimidated by or totally unfamiliar with 

automated tools or instructional modules. These people 

want the more familiar manual with no embedded feature. 

Nine subjects out of the seventy-two in this 

experiment chose the familiar and traditional (NA/NE) 

instructional module. While this is a small number of 

subjects, it represents 12.5 per cent of the subjects in 

the experiment and 25 per cent of the subjects who were 

exposed, during Treatment 1.1 or Treatment 1.2, to the 

NA/NE instructional module. Probably a large portion of 

d,ecision makers in various organizations are also this 

type of potential user. The subjects in the experiment 

who chose the traditional and familiar instructional 

module (NA/NE) assigned an interestingly high attitudinal 

score to it. One should not ignore these people, who 

might be called traditionalists. A method for increasing 

the use of tools by these people is outlined below. 

Since it was determined that the automated and 

embedded instructional module is the most likely, in gen­

eral, to lead potential users to use the tool, it is recom­

mended that the programmed learning instructional module be 

located on a disk for the majorit¥ of the potential users. 

However, the A/E instructional module should be initially 

supplemented with a manual for those traditionalists who 
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prefer NA/NE. In this way, any user can follow the initial 

instructional program on the disk and/or the manual. The 

traditionalist who uses the manual may eventually notice 

that the automated instructional module routes him to the 

sections he requires. The traditionalist who initially 

uses the NA/NE could be weaned away from the manual toward 

the more conveniently located automated instructional 

module as he becomes more familiar with the tool and its 

operation. If this person's comfort and familiarity with 

the computerized tool (which closely resembles the A/E 

instructional module) never exceeds his comfort and·~a­

miliarity with the user controlled manual, then he could 

continue using the manual. However, he would still be 

using the tool. This is the motivation of this research. 

It is important to separate the means to achieve an end 

from the end itself. 

The above recommendation does not require dupli­

cate work for the software designer. The material con­

tained in the manual-located instructional module can be 

a hard copy reproduction of the material contained in the 

disk-located instructional module. Using both measures 

of propensity to use, there was no statistically signifi­

cant difference betwe~n a manual with or without embedded 

cues, so the manual can have user control. 
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In the next chapter, the analysis and recommenda­

tions contained in this chapter are applied to the gen­

eral area of Management Information Systems and Systems 

Development. Topics for future research which would ex­

pand or limit the applicability of this research are also 

discussed. A summary statement of the importance of this 

research to the field of Management Information Systems 

is also included. 



CHAPTER 8 

CONCLUSIONS AND IMPLICATIONS 

The purpose of this chapter is to review the 

findings of this experimental research and to report the 

implications of these findings for instructional module 

design, systems development, and Management Information 

Systems. Because additional work could be performed to 

expand or limit the applicability of the results, areas 

of future investigation are also discussed. 

8.1 ~ Review of the Findings and Their Meaning 

This research demonstrated, using a laboratory 

experiment, that the willingness of novice users of com­

puter software to choose a tool for problem solving can be 

improved by manipulating the design of the instructional 

module. The specific features of the instructional module 

which were demonstrated to affect the choice of tool were 

medium nf presentation and degree of user control over the 

instructional program. The research showed that an in­

structional module which is both automated and which has 

system control over the instructional program has the 

21':" 
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largest positive impact on the propensity of potential 

users to use the tool. 

These findings imply that, if software designers 

want their tools to be used more often, the design of the 

instructional module is important. Potential users must 

learn how' to use a tool before the tool can be used for 

problem solving. Of the possibilities examined, the auto­

mated and embedded instructional module provides the best 

mechanism for preparing the novice for tool use. This type 

of instructional module would, if applied to software, lead 

to more frequent use of the tool for problem solving. The 

result would be software tools being used more often. 

This conclusion applies to a large portion of the 

subjects in the experiment. A second group of subjects 

indicated that they strongly want to use computer software, 

but they prefer the traditional manual as the ins~ructional 

module. These novices could be accommodated by a manual 

containing the identical material which is contained in the 

automated and embedded instructional module. This sup­

plementary manual would be a way of accommodating more 

users without expending additional development resources. 

Instructional module designers, however, should direct the 

majority of their effort toward the development of the 

autJmated and embeddbd instructional module. This is the 
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instructional module which the largest number of novices 

chose to use. 

8.2 Implications for Instructional Module Design 

This research was concerned with increasing the 

frequency of use of computer software. It was determined 

that one method of increasing the frequency of use was to 

make the tool easier to learn. Improving the design of the 

instructional module was the approach used in this research 

to make the tool eas ier to learn so that it would be used 

more frequently. 

Carey [1982] notes that instructional modules are 

largely included on tools as an afterthought or regarded 

as a secondary function. He attributes a portion of 

implementation failures to this secondary nature of work 

on developing instructional modules. This research was, 

therefore, important in that it showed that the design of 

the instructional module has an impact on the willingness 

of the potential user to use software. Additionally, this 

research showed which combination of medium of presentation 

and type of user control has the largest positive impact. 

The study of Dzida, Herda and Itzfedt [1978] 

determined that novices rank easy learning of the tool as 

very important. Their research, while establishing the 
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importance of a module which makes learning easy or 

pleasant for novices, failed to consider exactly how to 

design a tool which is so easy to learn that the poten­

tial user would be inclined to use it. This research, 

therefore, expanded upon Dzida et. al.'s work in that the 

design of the instructional module which accomplished 

this goal was discovered. 

Rothenberg [1979] and Meador and Ness [1974] note 

that when a computerized tool is introduced, the process 

of learning the tool heavily influences the ultimate 

success of the tool. They establish that the user must 

feel comfortable learning and using the tool at the 

onset. This research established that the automated and 

embedded instructional module made the user comfortable 

enough with the tool so that he was willing to use it for 

problem solving. 

Nickerson [1981] writes that the instructional 

module of a tool, the initial point of contact between the 

user and the tool, should be designed to overcome the 

natural resistance the user may have toward the tool. In 

this way, novices would repeatedly use the software and 

become expert users or, at least, novices who behave as 

though they were experts. Nickersnn concludes that an in­

structional module which does this has yet to be developed. 
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This research demonstrated that creating an instructional 

module which is automated and embedded is one way of en­

couraging repeated use. Whether this will produce experts, 

or novices who behave like experts, was not investigated. * 

Kearsley [1977; 1981; 1983; 1985] establishes the 

importance of embedded training to the successful intro­

duction of decision support tools in the work envi­

ronment. This research expanded upon his findings and 

demonstrated that this is only the case when the embedded 

cues are placed upon an automated tool. Because Kear­

sley's research concerns automated instructional environ­

ments, the results of this research do not contradict the 

results of his research. However, it is important to 

note that while the present research established that 

embedded cues on an automated instructional module are 

important for achieving the goal of developing systems 

which are frequently used, the medium of the presentation 

was found to be more important. 

RelIes [1979], RelIes and Price [1980], and RelIes, 

Sondheimen, and Ingragiola [1981a; 1981b] demonstrate that 

a manual instructional module produces the best performance 

results for novices. The present research does not 

-J( See section 8.3 for areas of future research. 
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contradict these studies. Evaluating the performance of a 

novice after he has gone through the instructional program 

of a tool is a different concept from determining whether 

the novice would want to use a tool after examining its 

instructional program. They are related in that, as Lucas 

notes [1975], performance can influence attitude (and vice 

versa). However, this researcher made no attempt to eval­

uate the performance of the user after exposure to diff­

erent types of instructional modules, which was the main 

concern of the studies cited above. 

Many researchers [Reigeluth, 1979; Lahey, 1978; 

McClean and Oliver, 1980; Bowman, 1980] report that user 

control produces better user performance results than 

does system control. As stated above, research measuring 

performance and research measuring propensity to use do 

not study the same variables. These studies cannot be 

thought of as contradicting the present research. 

In summary, this study established the importance 

of the design of the instructional module using the 

criterion of propensity to use. The automated and 

embedded design was found to have the largest positive 

impact. 
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8.3 Future Research 

This research was an exploratory study. The goal 

was to discover a design for instructional modules which 

would, in general, encourage the users of software to use 

the software more often. To make the study more complete, 

additional studies should be performed to limit or expan~ 

the applicability of this research. Some areas for future 

research are discussed below. 

Area for future research #1. The results of this 

research mayor not may be applicable across the whole 

spectrum of potential users of software. A fruitful area 

for further investigation would be to determine whether 

people with differing cognitive styles would produce simi­

lar or different results. A study which would examine the 

effects of age, sex, and different levels of experience 

with computers on propensity to use is another possibility. 

Area for future research #2. The subjects in this 

research were not actual users of software in organiza­

tions. They were university students. An area for future 

research would, therefore, be to duplicate this experiment 

using actual organizational users of software as subjects. 

Area for future research #3. Laboratory experi­

ments, such as was usea in this research, are very good at 

controlling extraneous var~ables which could confound the 
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results. These laboratory experiments, however, lose some 

real life applicability. A future area for study would be 

to determine if the propensity to use results obtained in 

this research apply in an organizational setting. 

Area for future research #4. The delay of one 

month between the initial '~earning session and the session 

in which the tool was used for problem solving fairly 

accurately simulates the way decision support tools are 

introduced and intended for use in organizations. However, 

a longitudinal study which would examine the subjects' use 

of different types of software on a continuing basis is 

another valuable area for future research. 

Area for future research #5. To create an auto­

mated and embedded instructional module would likely 

increase the cost of tool development. A future area for 

research would be to determine if tool developers can 

produce this type of instructional module in a cost 

effective manner. It is possible that current instruc­

tional programs, although not as productive in the sense 

of creating a high pr( 1ensi ty to use, would be so much 

less expensive that tool developers would not want to 

change to automated and embedded instructional modules. 

Area for future research #6. organizations which 

install all types of software want the tools to be used to 
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accurately and quickly provide decision assistance. A 

future study which would examine the diffe~ent instruc­

tional modules, using performance criteria, is, therefore, 

an important area for future research. 

Aren for future research #7. The subjects were 

queried in this research for reasons why they chose the 

instructional module which they did. However, a more in 

depth study of the underlying motivations for their se­

lection and rejection of instructional modules would 

provide additional guidance for tool developers. 

Area for future research #8. A Financial Package, 

which was used in this research, is one only type of soft­

ware tool. Another area for future research would be to 

determine if the results of this research apply to other 

types of software as well. 

If all this future research were performed, the 

implications of changes to the in,tructional module for 

the fields of systems development and Management Informa­

tion Systems would be more completely known. Not knowing 

the results of this relevant future research does not 

prevent us from stating the implications which can be 

drawn from this current research concerning the areas it 

does impact. The current research affects both the de-
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velopment of computerized systems and the field of Man­

agement Information Systems. 

8.4 Implications for Systems Development 

Earlier, it was noted that the systems develop­

ment subdivision of Management Information Systems can be 

divided into the technology of systems development and 

the human factors concerns of systems development. This 

research was an investigation into the area that deals 

with human factors concerns. The specific human factors 

concern which this research investigated was instructional 

module design. The attempt was to develop a design for 

instructional modules which would make learning to use 

software so easy or convenient that the user would be 

encouraged to use the tool more often. 

This research determined that an instructional 

module which is both automated and embedded was the 

easiest or most convenient for learning how to use the 

tool. It produced the largest propensity to use. The 

implications for systems development are potentially 

quite significant. 

Multinovich and Vlahovich [1984] maintain that 

either a system capable of being .uccessfully implemented 

cannot be developed or else something might be seriously 

wrong with the manner in which the user interfaces of 
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tools are currently being developed. They suggest that 

the problem is the technology which is available, the 

design of the instructional module of the tool, or the 

tool's potential user. This research, by determining 

which type of instructional module produces the largest 

propensity to use, provides information which can at 

least mitigate that part of the problem which can be 

attributed to the design of the instructional module. 

The incidence of tools not being used because they are 

too difficult to learn should decline. This should lead 

to an increase in successful implementations of Decision 

Support Systems as defined by Ives, OLson, and Baroudi 

[1983], Lucas [1975] and Welsch [1981]. These defini­

tions of success are concerned with voluntary use of the 

tools in the non-routine decision making process. 

Another implication of this research for system 

development concerns the obse'rvation of G. Davis [1974]. 

He writes that all the needs of the user should be con­

sidered when developing a new computerized system. While 

acknowledging that computer software such as decision 

support tools are technology driven, he states that their 

succ~ssful implementation is mainly the result of adequate 

planning for the user. A system which ignores this impor­

tant aspect of the total system may be technologically 
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correct yet only capable of being used by highly skilled 

and trained people. Alter [1980] expands upon Davis's 

demand for adequate planning for the user by arguing for a 

mandatory training program on all new tool implementations. 

Rothenberg [1979] states that the failure to provide effec­

·ti ve training has had unfortunate results in the past in 

that it has inhibited the introduction of new tools. 

This research demonstrated that an automated and 

embedded instructional module is a human interface im­

provement which is capable of leading novices to the 

stage where they are willing to use the tool. System 

developers can, therefore, be assured that their techno­

logically correct tools are tools which the users would 

be interested in using if the results of this research 

are incorporated into tools. The needs of the user would 

be considered. 

Another implication for systems development con­

cerns the demand of Shneiderman [1980] and Gould and 

Lewis [1985] that software should be developed which have 

the learning needs of the user in mind. They maintain that 

by doing this, the quality of the tool itself will also be 

improved. They offer a number of principles concerning the 

design of the human interface and the instructional module 

of a tool but omit concrete suggestions. This research 
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offers a concrete suggestion. The instructional module 

should be physically located on the same medium as the 

tool, and it should assume control over the users' program 

of instruction. 

A further implication for systems development 

concerns the requirement for making the tool as unobtru­

sive to the user as possible during his problem solving 

session. Keen [1975] and Engle and Granda [1975] state 

that a tool should not interrupt the user when he is 

solving problems. Similar to the above researchers, 

however, they offer no concrete suggestion on how exactly 

to train a user to operate a tool on a long term basis 

and at the same time not interrupt his problem solving. 

This research demonstrated that an automated and embedded 

instructional module can accomplish this task quite well. 

The results of this research have major implica­

tions for the human aspects of system development. Many 

user related system development problems could be minimized 

or perhaps solved, by incorporating the results of this 

research into software such as decision support tools. The 

next section summarizes this research in terms of its 

impact on the field of Management Information Systems. 
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The field of Management Information Systems was the 

overriding concern of this research. G. Davis [1974, page 

5] states that the goal of the Management Information 

Systems is to develop and successfully implement an "inte­

grated, man/machine system for providing information to 

support the operations, management and decision functions 

in an organization." This research demonstrated how an 

instructional module of a tool should be designed in order 

to assist in successful implementations. 

Information to assist managers in the decision 

making process muat be available before it can be used. 

There are many ways in which information can be unavailable 

for use. This research was concerned with information 

which is unavailable because the potential user does not 

want to use the tool which supplies the information. 

Difficulty with learning to use computer software such as 

decision support tool and, therefore, infrequent use of the 

tool was the specific concern of this research. The re­

sults of this research showed that an automated and em­

bedded instructional module had the largest positive impact 

on trJ.e willingness of the potential user to use the tool in 

order to create or retrieve the information he needs. 
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The tools which the Management Information Sys­

tems field has developed can be used more frequently in 

the decision making process. Users will benefit because 

the decision support tools are capable of supplying the 

needed information more quickly and accurately than tra­

ditional methods. One can, therefore, expect users to 

make better decisions for their organizations. This will 

benefit both the ~rganization and the user and ultimately 

the field of Management Information Systems. 

When the user notices that his decisions are better 

because of his use of decision support tools, he will want 

to use them more often. This will lead to more successful 

tool implementations. One can expect the user to become 

increasingly dependent upon the tools. with the increased 

dependency upon computer software in the work place, the 

demand for and use of tools will increase. One can, there­

fore, expect an increase in the influence of the profession 

of Management Information Systems. An instructional module 

which makes the reluctant novice more willing to use the 

tool would be an important contribution to the Management 

Information Systems field. 

When tool developers design new software, they will 

also be designing an instructional module for that tool if 

the results of this research are applied to the tools of 
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the Management Information Systems field. This will force 

tool developers to think about the user of software and his 

needs. This will create more development work for the tool 

designers, but it will bring the Management Information 

Systems field closer to its target market. The tools of 

the field will be more complete in that the technology of 

software and the needs of the users will become equally 

important concerns. The software of the Management Infor­

mation Systems field will thus become more user oriented. 

Directing resources toward the correct areas is 

also an important concern of the Management Information 

Systems field. This research showed that spending re­

sources on instructional modules is important. Managers 

in the Management Information Systems field will know the 

best use of instructional module resources is for the 

development of instructional modules which are automated 

and embedded. 

As users, tool developers, and managers benefit 

from the knowledge gained from this research, the Manage­

ment Information Systems field will also benefit. Users 

will l:9 more likely to use the outputs of the field, 

developers will get closer to their target market, and 

managers will know that the resources spent on instruc­

tional modules are resources being well spent and di-
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rected. The Management Information Systems field will 

continue to grow and prosper as tools are used more fre­

quently by more potential users. 



APPENDIX A: GUIDE TO GET/rING STARTED 

GUIDE TO GETTING STARTED ----
I. To Activate the Tool: 

A. H~ndling the disc as carefully AS you would a 
phonographic record which you want to save, 
remove the disc from the paper case. Pick up 
the disc hy the paper tab on the disc. 

B. Insert the disc into the slot labeled "A" 
to the right of the screen. The paper tab 
should be facing you and on top when inserted. 
The paper tab end of the disc goes into the slot 
last. Snap the latch on the slot so that it 
holds the disc firmly in place. 

C. Turn the machine ON by pushing the red button 
to the right of the screen to the "1" position. 

II. To Operate: : 
A. The "NEW LINE" <NL> key must be pushed after 

entering any data or choice. 
B. Flashing light (called a cursor) must be in 

the yellow hOK at the lower right hand side 
of the screen before entering any data or choice. 

C. Choices are ALWAYS between dashed lines 
at the bottom of the screen. 

D. To erase last character entered, push the 
key under the "FI4" key on the,keyboard. 

E. The black screen is the Main Data Entry screen. 
F. Leaving the Main Data Entty screen for 

assistance, computation of loan balances, 
etc. does not d~st.oy data already entered. 

G. A "Why Use a Financial Package" is available for 
your examination. Type "W" <NL> while on the 
Main Data Entry screen if you wish to read it. 

lIt. To End the sessionl 
A. Type "X" <NL> when finished with the tool. 

Turn the machine orF by pushing the red button 
to the riyht of the screen to the 
"0" pos i tion. 

B. Remove the disc and return it to the paper case. 
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APPENDIX B: SUBJECT CONSENT FORM 

SUBJECT CONSENT FORM 

RESEARCH INVOLVING HUMAN SUBJECTS CONSENT TO SERVE AS A 
SUBJECT IN RESEARCH. 

I consent to serve as a subject in the research investi­
gation entitled: 

"Computerized Financial Package System Study" 

The nature and general purpose of the research procedure 
have been explained to me. The research is to be per­
formed by Richard Yellen (doctoral candirlale) under the 
direction of Dr. Jay Nunamaker, Dr. E. S~e Weher anrl Ur, 
Arnold Greenfield. 

I unrlerstanrl that any further inquiries J make concerning 
this procedure will he answererl. I understanrl my identity 
will nol he revealed in any publication, document, r~cord­

ing, video-tape, photograph, computer data storage, or 
in any othnr way which relates to this research. I also 
understand that I am free to withdraw my consent and 
discontinue participation at any time followinR tile noti­
fication of the experimenter. 

I declare that I am eighteen years of age or older. 

(Signature) 

(nat~f 
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APPENDIX C: SCENARIO SHEET FOR TREATMENT 1.1 

SCENARIOS 

SCENARIO 1: 

You have received an unexpected tax refund of $1540 

which you want to invest. A bank will pay you 13% interest 

compounded yearly if you deposit the money with them and 

leave it there for two years. Alternatively you can use the 

$1540 to buy 100 shares of Jones Company stock which, 

according to a very reliable source, will sell for $2000 in 

two years. The Jones Company has never paid dividends. THE 

STOCK BROKER TELLS YOU THAT YOU SHOULD INVEST IN THE JONES 

COMPANY STOCK BECAUSE IT IS A BETTER INVESTMENT THAN TH8 

ACCOUNT WITH THE BANK. 

SCENARIO 21 

A new in~~stment opportunity which requires $2000 now 

will pay $3000 at the end of 3 years. You are currently 

earning 15 3/4% interest compounded yearly on another $2000 

investment. You must decide whether to leave your $2000 

where it is or to invest in this new opportunity. AN AGENT 

TELLS YOU THAT THE NEW INVESTMENT OPPORTUNITY IS A BETTER 

INVESTMENT THAN YOUR CURRENT ONE. 

SCENARIO 31 

On the house which you bought for $40,000 five years 

ago (in 1981), ~ou received a purchase offer 2 years ago (in 

1984) for $53,000. You declined the offer. Assume that the 

rate of appreciation for the property has remained constant 
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for all 5 years between when you bought the house and the 

present. Would it be a good financial move to sell the 

house now (1986) for $64,0001 AN AGENT HAS TOLD YOU THAT 

$64,000 IS THE PRESENT VALUE OF THE HOUSE GIVEN THE CONSTANT 

APPRECIATION WHICH HAS OCCURRED IN THE LAST 5 ygARS. 
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APPENDIX D: REACTION TO SCENARIOS SHEET 

FOR TREATMENT 1.1 

( Matric Number) 

REACTION TO SCENARIOS 

Imaqine yourgelf confronted with each situation on the 
paper laheled "SCENARIOS". Someone is making a clalm in 
each scenario. Poach claim is in CAPITAL letter.s and you are 
to react to it. The scale below has seven possible 
reactions to the claim. Cir.cle the number which corresponds 
to your reaction. Accept your first impression. Do not 
assume that you have any knowledge about the computerized 
financial package (CFP) or about financial math which you do 
not possess. 

Accept or 
reject the 
claim wll:hou.t 
!'Jeriously 
considering 
using a CF'P ,. ,. 

Use a CF'P 
aftar 1st 
trying many 
other methods 
of solving 
the problem ,. ,. 

I1se a CFP 
after 1st 
trying a few 
other methods 
of solving 
the problem 

* ,. 

Immediately 
use a CFP 
to 
evaluate 
the 
alternatives 

/I 

/I 

1 ___ 2 ___ 3 ___ 4 ___ 5 ___ 6 ___ 7 

SCENARIO I: 1 2 4 5 6 7 

SCENARIO 2: 1 2 3 4 5 6 7 

SCENARIO 3: 1 2 3 4 5 6 7 

238 



239 

APPENDIX E: ANSWER SHEET FOR SCENARIOS FOR TREATMENT 1.1 

(Matric Number) 

ANSWr.R SHEr.T FOR SCENARIOS 

Write, next to the appropriate code below, the values 

you entered into the financial package to solve the question 

for the scenarios. Also write the result obtained from the 

financial package. Circle that result. NOTE: The values 

for N, K and PAY are already entered. 

QVESTION FOR SCENARIO I, 

Using the $1540 to buy 100 shares of Jonos Company 

stock will return $2000 in two years time. How much money 

would depositing the $1540 into the bank at 13% int~rest 

return in two years time? 

PV 

FV 

N ~~ 
PAY 'fr 
INT 

K 



Page 2 

QUEST ION FOR SCENARIO 2: 

You are earning 15 3/4% compounded yearly on your 

current investment. Wh~t interest rate would you be earning 

if you put your money in the new investment opportunity 

which requires a $2000 investment now and ~ill pay $3000 at 

the end of three years? 

PV 

FV 

N ? 

PAY -e-
INT 

K 
I . 
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QUESTION rOR SCENARIO 3: 

What is the v~lue of the house now, given a constant 

rate of appreciation for the last five years? (HINT: To 

solve this problem, you must first find the rate of 

appreciation for the last five years. Since the rate of 

appreciation is given as constant for all five years, the 

annual rate of appreciation from 1981 to 1984 is equal to 

the annual rate of appreciation from 1981 to 1986. Use 

column 1 to compute the annual percentage rate of 

appreciation from 1981 to 1984. In column 2, use that 

annual percentag~ rate of appreciation to compute the value 

of the house now, given that its value in 1981 was $40,000.) 

PV 

rv ----

N _L S-

PAY --G: -e-
INT 

K 
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P~ge 4 

SCENARIO AND QUESTION FOR EXTRA PRACTICE A: 

You borrowed some money from a lender. To repay the 

loan you must pay $1000 in one years time and $2000 in two 

'year9 time. The lender tells you that you can alternatively 

discharge all the debt with a single $3000 payment 1 1/2 

years (18 months) from now. Interest rates are currently 

10% compounded yearly. 

In column 1, calculate the value in 1 1/2 years of the 

$1000 payment due one year from now. In column 2, calculate 

the value in 1 1/2 years of the $2000 payment due two years 

from now. Adding the payments results in column 1 and 
o 

column 2 gives the e~uivalent value in 1 1/2 years of the 

two payments. 

PV 

FV 

N 

PAY 

INT 

K 
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SCENARIO AND QUESTION FOR EXTRA PRACTICE B: 

You have taken out a student loan and are required to 

make one payment of $3000 in 3 years time to p~y off this 

debt. A financial speculator has offered to discharge (or 

relieve you of the burden of) this debt but to do so you 

must pay him $2500 in one years time. Assume interest rates 

will be constant at 9% compounded ye~rly for the next three 

years. 

What is the value in one year's time of the $3000 

payment due three years from now? 

PV 

FV 

N 

MY 

INT 

K 
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APPENDIX F: SCENARIO SHEET FOR TREATMENT 1.2 

SCF.:NARIOS 

SCF.NARIO 4: 

You have been told that you a~e paying too much money 

fo~ rent. According to an acquaintance, you should buy a 

house costing $46,000 with a 30 year (360 month) 12% 

compounded monthly loan. THE ACQUAINTANCE SAYS THAT THE 

MONTHLY PAYMENTS TO BUY THE HOUSE SHOULD NEARLY EQUAL THE 

$475 MONTHLY RENT YOU ARE NOW PAYING. 

SCF.:NARIO 5: 

YOU HAVE HEARD THAT BY DECREASING THE LENGTH OF YOUR 

HOUSE LOAN FROM 20 YEARS (240 MONTHS) TO 15 YEARS (180 

MONTHS), THE MONTHLY PAYMENTS FOR THE HOUSE LOAN WOULD ONLY 

INCREASE BY $40.00. The loan you are considering is fo~ 

$42,000 with interest at 13% compounded monthly. 

SCF.:NARIO 6: 

You will need $450 pe~ month for living expenses during 

a 12 month ove~seas vacation trip. You will have no income 

while on the trip other than enrnings from an investment. 

YOU HAVE HEARD THAT IF YOU HAVE $5600 IN A SAVINGS ACCOUNT 

AT TilE START OF TilE TRIP AND IF THE ACCOUNT PAYS 10% ANNUAL 

INTEREST COMPOljNDED MONTHLY THEN TIIEHE WILL BE ENOUGH MONF.:Y 

r.EF'r IN ,;HE ACCOUNT TO ENABLE YOU TO WITHDRAW $450 PF:R MONTH 

DURING EACH OF THE 12 f.lONTIJS OF THE TRIP AND YOUR WOULD 

STILL HAVE $500 "SETTLING IN" MONEY IN THE ACCOUNT WilEN YOU 

HETURN. 
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APPENDIX G: SCENARIO SHEET FOR TREATMENT 2.1 

SCENARIOS 

SCENARIO ~: 

You have decided to buy a home computer which costs 

$2000. The computer store will loan you the required $2000 

at 7.5% interest compounded monthly if you do not have the 

cash. If you do have cash to pay for the computer, the 

store will discount the price of the computer to $1750. A 

bank will loan you $1750 (so that you can pay cash to the 

store) and will charge you 15% interest compounded monthly. 

You want the length of either loan to be 2 years. THE 

BANK'S LENDING OFFICER SAYS THAT THE MONTHLY PAYMENTS WOULD 

BE LESS IF YOU OBTAINED A BANK LOAN AS OPPOSED TO USING THE 

STORE'S FINANCING. 

SCENARIO II: 

You want to buy a car which costs $5000. A bank says 

that the monthly payments on its $5000 two year car loan 

would be $241.25. A car agency says that the monthly 

payments on its $5000 three year Cdr loan would be $173.82. 

TIlE BANK SAYS THAT IT CHARGES A LOWER RATE OF INTEREST. 

Assume that interest is compounded monthly. 

SCENARIO III: 

You are thinking of signing up to work In an 

undesirable post in order to save $4000 to pay for a family 

member's surgical operation. There are no temptations at 
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the job site to spend any money so each week the company you 

would be working for would put your total $204.00 weekly net 

earnings into a personal saving account which pays 12% 

interest compounded weekly. TH8 COMPANY JOB R8CRUIT8R SAYS 

YOU WILL ONLY N8ED TO SIGN UP TO WORK FOR 18 W8EKS IN ORD8R 

TO SAVE THE $4000 NS8DED FOR TilE OP8RATION. 
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APPENDIX H: FINAL SCENARIO FOR TREATMENT 2.2 

(Seat Number) 

FINAL SCENARIO 

SCENARIO: 

You have successfully negotiated a major contract. 

Since you are the owner and only employee of the company, 

you have a large financial stake in the sale. You cannot 

afford an outside financial advisor. You want the selling 

prico to be as high as possible. The selling price will be 

the amount of mbney in a bank account on December 31. Your 

customer has suggested two plans to deposit money into the 

account. 

Plan A calls for a deposit on December 31 of $75,000. 

Plan R calls for $6000 to be deposited on the 1st day of 

each month, beginning on January 1, for 12 months. Interest 

is 12% compounded quarterly. Interest is paid on March 31, 

June 30, September 30, and December 31. 

Under which plan would the most amount of money be in 

the account on December 311 (HINT: On the March 31 

interest payment date, the January 1st deposit with Plan B 

would have been earning interest for 3 months; the February 

1st deposit would have been earning interest for 2 months; 

and the March 1st deposit would have been earning interest 

for 1 month. One compounding period iu 3 months long.) 
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ANSW8R PAGP. A 

If you want to use a pencil and paper, a hand 

calculator or other method to solve this problem, show the 

work or your reasoning on this page. Label your work. 

If you want to use the financial package to solve this 

problem, use Answer:Page B. 
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ANSW8R PAGE B 

write, next to the appropriate code below, the values 

you entered into the financial package to solve the problem. 

Also write the result obtained from the financial package. 

Circle that result. If mUltiple sets of data were entered 

into the financial package to arrive at intermediate or 

multiple results, show all sets of data entered and results 

obtained. Write any additional comments you feei are 

necessary. 

PV 

FV 

N 

PAY 

INT 

K 
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APPENDIX I: QUESTIONNAIRE 

Number) 

QUESTIONNAIRE: 

Answer the following questions in your own words. You 

may use the back of this page if necessary. 

1) Which tool did you select to use during this session? 
(Circle A or B). 

A. The tool in envelope 81. 

B. The tool in envelope 02. 

2) What did you like and dislike about the tool you selected? And 
what did you like ,and dislike about the tool you did NOT select? 

3) Why dld you select the tool indicated in #1 above? 

4) Did you use the tool you indicated in Dl above to solve the 
last problem? Why or why not? 

5) Was the tool in 81 easy to learn to operate? Why or why not? 

6) How many timt today rlld you use the instructional assistance 
of the tool which you selected in 81 above. 
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