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slightly greater than the total energy in the carbon plugged plasma 

because the lithium plugged plasma is shorter. In other simulations of 

Scylla IV-P (Milroy and Steinhauer 1981) the midplane energy line 

density for the lithium plugged plasma is seen to rise at times greater than 

twenty micro-seconds, while the results presented in these calculations 

(Fig. 2.2) do not. This difference is explained by the inclusion of the real 

plasma viscosity in the PINECONE simulations. This causes a damping 

in the axial compression of the plasma column compared to the Milroy 

and Steinhauer results. 

The significant fact that Fig. 2.5 illustrates is the fact that the 

carbon plug has reached a steady state from the hydro-dynamic point of 

view, the system has reached pressure balance. Thus the energy 

confinement can be determined by examination of the energy equation 

only. 

This is the topic that will be examined in the next section of this 

paper. The nature of this steady state will be explored in detail and the 

plasma profiles that result will be presented for several materials. 
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Steady State Ca1culations 

The steady state that exists in end plugged theta-pinches is 

characterized by two equations 

d dT 
dx k dx = Qr (T,p) 

(2.1) 

vp = 0 (2.2) 

where T is the temperature, k is the thermal conductivity and Or is the 

volumetric energy loss rate due to radiative losses and P is the plasma 

pressure. 

Figure 2.6 is an idealized model of ScyJla IV-P and the steady 

state that is reached. The region from zero to Ll is the end plug region. 

In this region the electron and ion temperatures are assumed to be equal. 

The plasma fuel region extends from Ll to Lm which is the center of the 

machine and thus is a plane of symmetry. In the region from Ll to Lm 

the electron and ion temperatures are different, with the ion temperature 

being much larger than the electron temperature. The energy transport in 

both regions is assumed to be dominated by electron thermal conduction. 
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Figure 2.6 The Steady State of an Ablation Profile 
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The path for energy loss from the plasma starts with the ions in 

the plasma heating the plasma electrons. The energy then flows from the 

plasma electrons to the plug region by electron thermal conduction. This 

energy is then radiated away by the ablated plug layer. The result is an 

energy balance between the energy radiated from the plug layer and the 

energy lost by the ions in the plasma. Thus the heat flux across the 

boundary at Ll is equal to the energy radiated by the plug. This is an 

important concept and will be discussed further in the last section of this 

chapter. The dynamics of the evolution of this steady state can be 

understood by examining the cases when the flux at Ll is larger and 

smaller than the integrated energy losses. 

Suppose that the heat flux Ll is larger than the total radiative 

losses. This would cause the entire length to heat up and heat conducted 

into the wall on the left boundary would result in further ablation of 

material from the wall. This would have the effect of lengthening the 

radiating region until the integrated losses equalled the flux at L l . If the 

flux into the region was less than the radiative losses then the ablation 
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layer would cool and the length of the layer would decrease until a 

balance was reached once more. 

Equation (2.2) indicates that the ablation layer is in pressure 

balance because the plasma is free to move along the field lines. Thus 

the density is a function of the temperature through the equation of state, 

in this case the perfect gas law. 

Radiation Models 

The radiation loss rate from the plug region is one of the most 

important quantities in calculating the energy loss from the plasma. 

Because the steady state solutions are very inexpensive it is an ideal tool 

for evaluating the differences that occur from using various radiation 

models. 

Radiation from the plasma is due to bremsstrahlung and atomic 

processes. Spitzer gives the expression for losses due to bremsstrahlung 

as 

Q
b 

( ergs ) = 1.68 X 10-25 Z2 nen;Tl/2 
cm 3sec 

(2.3) 
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Analytic solutions to Eq. (2.1) are possible if this is assumed to be the 

only source of radiation and Z is assumed to not be a function of 

temperature. There are no simple analytic forms for the atomic radiation, 

although approximations are possible over limited temperature and density 

ranges. Tabular data does exist for the radiation loss rates including 

atomic processes. Two different sets of tabular data were used in the 

steady state calculation. 

The first set of data is from a coronal radiation model (Post, et. 

al. 1977). This model, originally applied to the solar corona, assumes a 

high temperature low density gas. The processes in the plasma are 

dominated by electron collisional excitation followed by radiative 

de-excitation. The plasma is assumed to be thin to its own radiation. The 

attractive feature of this model is that the total radiative power is given by 

(2.4) 

where ne is the electron number density and nj is the ion number density, 

both in cm-3. L is a function of material and temperature only. At the 

low temperature, high density end of the ablation layer this model may 
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over estimate the radiative losses and, therefore, another set of data was 

obtained to estimate the effect of using corona] radiation Joss rates. 

This set of data is in the form of Planck opacities (Magee 1981) 

and involves a different atomic model. The method used to estimate 

radiative losses using opacity data wiJ) be described later. The mode] 

used to calculate planck opacities assumes the plasma is in local thermal 

equilibrium. This model assumes that the population of atoms and ions in 

the various bound states are control1ed entirely by electron col1isions 

(Hughes 1975). The plasma is assumed to be thin to its own radiation 

when these opacities are used. 

Tab]es of opacities are a function of density, temperature and 

material and are more time consuming to use during computer simulations 

than the coronal data, which are only a function of materia] and 

temperature. The total radiative power from a plasma that is thin to its 

own radiation may be calculated from (Ze'dovich and Razier 1966) 

4ar: 
Q =-

p 1 

(2.5) 
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In this expression Te is the electron temperature in ev, sigma is the 

Stephan-Boltzmann constant (1.03 x 1012 erg/cm2 sec ev4
) and 1 is the 

planck mean free path given by 

1 = (K pr1 
p 

(2.6) 

where ~ is the Planck opacity (cm2/g) and p is the mass density (g/cm3
). 

A comparison of the radiation power density from the two sets 

of tabular data is presented in Figs. 2.7, 2.8 and 2.9 for the materials 

lithium, carbon and aluminum respectively. The data is presented at two ... 
densities for each material. The results for calculations at rho = 1.0 x 10-7 

g/cm3 are read at the left axis and results at rho = 1.0 x 10-4 g/cm3 are 

read at the right axis. In each graph the solid lines are the planck results 

and the dashed line is the coronal result. The coronal curve is read at the 

left or right axis depending on the density desired. There is only one 

curve for the coronal model because of the simple density squared 

dependence of the radiation rate in this model. It can be seen that the 

coronal rates are much greater than the Planck rates for most densities at 

low temperatures. These are the models of radiation loss that were used 
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Figure 2.7 Comparison of Radiation Rates for Lithium 
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in Eq. (2.2) to obtain solutions in the form T(x). The method of solution 

wiJ] be explained in the next section. 

Method of Solution 

Equation (2.1) may be written as two first order differential 

equations: 

dT F 
dx k 

dF = Q 
dx r 

(2.7) 

(2.8) 

The density can be determined from pressure balance considerations using 

the equation 

Pp = (1 +Z)ni kTe = constant 

where Z is the charge state and k is Boltzmann's constant 

(1.602 X 10-12 erglev). This formulation assumes that T j = Te and that 

electron thermal conduction dominates the heat flow. 

These equations are integrated from a point x=O with the initial 

values 

F(O) = 0 
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where Tw is the wall temperature, a low non-zero number. A 

Runge-Kutta Mersion variable step integration method was used to 

perform the calculations. 

Results 

Results of these calculations are presented for the materials 

lithium, carbon and aluminum using the two radiation models. The 

parameters used in these calculations are Scylla IV -P parameters, 

B=50.0 KG and beta=0.67. The plasma pressure is determined from the 

expresSIOn 

It is this pressure at which the plasma and end plug ablation layer are 

assumed to exist. 

Figure 2.1 0 is a graph of the lithium temperature verses position 

and Fig. 2.11 is a graph of the heat flux at the boundary verses the 

temperature at the boundary. There is not a large difference in the results 
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for lithium using the two radiation models, which is not surprising since 

the differences in the radiation rates is not large (Fig. 2.7). Figures 2.12 

and 2.13 are the corresponding results for carbon, and here the differences 

caused by the two radiation models are more pronounced than the lithium 

results. Figures 2.14 and 2.15 present the results from the aluminum 

calculations. For this material there is a much larger contrast between the 

results using the two different radiation models. The length of an ablated 

plug layer that has a boundary temperature of 1 KeV is nine times longer 

when the planck radiation model is used compared to the coronal results. 

The heat flux into the plug region for the two methods differs by a factor 

of six. This is large compared to the carbon results which differed by 

approximately a factor of two. 

The validity of the stationary model can be checked by 

comparing results of this model with the PINECONE simulations. The 

carbon end plug simulation using the planck radiation rates indicates (see 

Fig. 2.5) the plug plasma interface is moving more slowly after 15 msec. 

At 20 msec the interface is at a distance of 36cm and the temperature at 

the boundary is 270 ev. Using Fig. 2.12 the results for the planck 
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radiation rates predict that an interface temperature of 270 ev would 

correspond to an ablation thickness of 40 cm, which is relatively good 

agreement. This indicates that the end plug region is approximately the 

same in the transient simulation as in the steady state model. 

Figure 2.16 is a graph of the carbon end plugged PINECONE 

simulation temperatures at the time 20 msec. It can be seen from this 

graph that the majority of the end plug has equal electron and ion 

temperatures. The ion temperature rises very sharply at the plug plasma 

interface and is then essentia11y constant through the plasma region. The 

entire plug-plasma region is approximately at pressure balance at this time 

in the simulation. These results are consistent with the simple model 

illustrated in Fig. 2.6. Using values from this simulation it is possible to 

calculate a thermal conduction time 

t = c 

and an ion-electron equilibration time (Spitzer 1967) 
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teq = 25.0J,Lsec. 

From these times it is easy to see that the energy loss from the Scylla 

IV-P plasma is dominated by the rate at which the plasma ions lose their 

energy to the plasma electrons through thermal equilibration. 

Linear Fusion Reactors 

Although it is not the purpose of this thesis is to do a reactor 

study, the steady state model allows some simple investigations of linear 

reactor lengths to be made. If it is assumed the ion and electron 

temperatures are equal in the fuel region, a simple two region model can 

be constructed and a reactor length determined from an energy balance 

consideration. 

The first region is the ablated plug region. This region is 

assumed to be the same as in the Scylla IV-P case, except the region now 

extends to temperatures where a fusion reactor would operate. For any 

plasma-end plug interface temperature the flux of energy into the plug 

necessary to balance the radiation loss in the end region can be calculated 

from the steady state model. The second region is the plasma fuel region. 
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The length of this second region can be determined by demanding that the 

energy creation rate in the fuel be equal to the energy radiation rate from 

the end plug region. 

The reaction rate for a D-T plasma (Glasstone and Lovberg 

1960) is given by 

R = .25n2 <av> 

where <ov> can be determined from 

10 -2/3 -1/3 <av> = 3.68xlO- Ti exp( -199.4Ti ) 

In these expressions ni is in cm-3
, Ti is in ev and <ov> is in cm3/sec. 

Each reaction results in one 3.5 Mev alpha particle. If this is deposited 

entirely in the plasma the energy per reaction is 5.6x10-6 ergs. 

The pressure of the plasma column may be determined from the 

expressIOn 

where B is in gauss and pressure is in dynes/cm2
• From this, ni is 

determined from the perfect gas equation of state, 



n. = 
I (1 +Z)kT 

This number density is then used to determine the reaction rate and thus 

the energy production rate. 

The energy production rate is then given by the energy per 

reaction times the reaction rate or, 
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in ergs/cm3 sec. For a uniform cross sectional area plasma the length of 

the fuel region is given by 

2Fb 
L =­
'f E 

a 

where Ea is defined above and Fb is the heat flux out of the fuel region at 

the plug-fuel interface. 

Results from these calculations are given in Table 2.1 for a 

magnetic field strength of 200 KG and in Table 2.2 for a field strength of 

300 KG. The calculations are made at two fuel temperatures; 11 KeV 

and 15 KeV. For the 200 KG cases it can be seen that the 15 KeV 

reactors would be longer than the 11 Ke V reactors with similar end plug 

materials. This is reversed for the 300 KG cases where the 15 KeV 



Table 2.1. Linear Fusion Reactor Lengths 
(magnetic field 200 KG) 

Magnetic Field 
Beta 

End Plug Boundary End Plug 
Material Heat Flux Length 

(ergs cm"2 scc"l) (meters) 

Fuel Temperature 

Aluminum 2.0e17 125. 
Carbon 1.0e17 450. 
Lithium 6.8e16 1050. 

Fuel Temperature 

Aluminum 2.4e17 300. 
Carbon 1.3e17 1000. 
Lithium 8.ge16 2300. 

Table 2.2. Linear Fusion Reactor Lengths 
(magnetic field 300 KG) 

Magnetic Field 
Beta 

End Plug Boundary End Plug 
Material Heat Flux Length 

(ergs cm"2 SCC"I) (meters) 

Fuel Temperature 

Aluminum 4.7e17 55. 
Carbon 2.4e17 210. 
Lithium 1.5e17 425. 

Fuel Temperature 

Aluminum 5.4e17 135. 
Carbon 3.0e17 460. 
Lithium 2.0e17 1030. 
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200 KG 
.9 

Fuel Total 
Length Length 

(meters) (meters) 

11 KeV 

18182. 18432. 
9272. 10172. 
6144. 8244. 

15 KeV 

20488. 21088. 
11490. 13490. 
7680. 12280. 

300 KG 
.9 

Fuel Total 
Length Length 

(meters) (meters) 

11 KeV 

9196. 9306. 
5128. 5548. 
3452. 4302. 

15 KeV 

8378. 8648. 
4252. 5172. 
2648. 4708. 
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reactors are shorter except in the case of lithium. In general the lower the 

Z number of the end plug, the shorter the reactor length. 

As a final note to this section it should be noted that the reactor 

calculations were made assuming a constant cross sectional area through 

the plasma. If the plasma fuel region were made larger in diameter then 

that section of the reactor would be proportionally shorter. For example, 

a fuel region with twice the cross sectional area than the plug region 

would be half as long as indicated in the tables. This can have a large 

impact on the total reactor length. 

Summary and Conclusions 

In closing this chapter it is appropriate to the make the following 

points clear. The experiments with Scylla IV-P did show the flow of 

plasma out the end of a theta pinch could be stopped by an end wall. 

However the ability of the end wall to contain the plasma energy cannot 

be deduced from the experiments for the following two reasons. First is 

that the energy loss from Scylla IV-P is dominated by the electron-ion 

thermal relaxation time. This time is independent of the end plug 

material. Second is that the behavior of the low Z plug was dominated by 



the dynamic behavior of the system, the recompression of the plasma by 

the ablation of the end plug, while the higher Z end plugs did not 

recompress the plasma and became quasi-stationary. 
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When results from the stationary model are used to predict linear 

fusion reactor lengths, the highest Z end plug materials predict the longest 

lengths. However, because the end-plug regions of these reactors are the 

shortest, the high Z linear reactors have the largest linear power ratings. 

If most of the cost of a power plant is the initial capital cost, and this cost 

is proportional to the length of the reactor, then the higher linear power 

ratings of the high Z end plugged systems would lead to lower unit 

energy costs. 
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CHAPTER 3 

STRUCTURE OF A PLASMA IN THE DIVERTER OF A TOKAMAK 

This chapter presents the results of time independent, one­

dimensional, fluid model calculations of the structure of magnetically 

confined plasmas in contact with a tokamak diverter or limiter plate. The 

purpose of this one-dimensional work was to treat some plasma transport 

and atomic processes more completely than computing limitations have 

permitted in the well known, time independent, two-dimensional models 

(Petra vic, et. aI. 1982), at the expense of losing the detailed treatment of 

duct shapes and neutral transport in the two-dimensional models. 

When some plasma transport phenomena, including ion thermal 

conduction, are not included, the one-dimensional model gives 

approximately the same dependences of plasma parameters on the 

coordinate along the B-field as are found with two-dimensional models. 

In the first section one-dimensional model equations are 

presented and discussed. In the second section the method of solution is 

presented, including a system of asymptotic starting conditions for 

integration of the model equations. The third section presents results from 



numerical calculations with the one-dimensional model, and the last 

section contains discussion and conclusions. 

One Dimensional Models 

Geometry and Boundary Conditions 
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The geometry of the problem is shown in Fig. 3.1. The plasma 

enters from the left and moves in the x-direction along the field lines with 

velocity v. The boundary conditions on the flow from the scrape-off 

region are that the plasma density, temperature, and velocity approach 

asymptotic values, no' Ti, v 0' and that the neutral density, nn approaches 

zero, as x--oo. In the model with spatially dependent Teas welJ as Ti, 

we assume that T e and Ti both approach TiD' 

Plasma incident on the plate causes neutral hydrogen imbedded 

in the plate to leave with velocity v n' which we take to be in the direction 

normal to the plate. The neutral velocity v n is a function of the velocity 

of the incident plasma and would be replaced by a distribution in 

magnitude and direction of velocities of this order in a model that treated 

neutral transport in more detail. In what follows, the effects of diverter 
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Pl ate 

x 

Figure 3.1 Model Geometry 
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and pump duct geometry in this second dimension are treated by 

introducing a pumping time, "Cp' This is the e-folding time for reduction 

of the neutral density by expansion of the neutrals toward the wa]]s and 

pumps in the direction normal to the plane of Fig. 3.1. As a group of 

neutrals moves on the average with velocity v n their density is then 

reduced by purely co11isionless kinetic expansi~n at the rate "Cp' The 

neutral density is also reduced by electron impact ionization as described 

below. 

The angle, 8, between the B-field direction, x, and the plate 

normal varies from near zero at some limiter and bundle diverter plates to 

values over 80° in some po]]oidal diverters, in PDX 8 = 84°. 

The ratio of mass flux of neutral hydrogen from the plate to the 

incident flux which imbeds in the plate is known from measurements to 

be approximately one on the time scales of interest. This ratio is a 

boundary condition in the solution procedure which integrates from the 

scrape-off region toward the plate. Consequently this ratio is a result 

rather than an initial condition of the integration. Comparison of this ratio 



59 

to physical values, as is done below, determines, in part, which solutions 

are physical. 

The other boundary condition on the plate side is that the plasma 

flow must be sonic at the plate. This assumption has been made in most 

fluid models of wall plasmas, including the two-dimensional models 

referred to above. It is sometimes thought of as the Bohm sheath criterion, 

but this is at best an oversimplification. The Bohm criterion requires that 

flow into the Debye sheath at the wall be sonic or supersonic and does 

not consider collisional effects in the presheath region. Work by 

Takizuka, Tani, and Azuni (1982) which treats the non-neutral, 

approximately collisionless Debye sheath region and the adjacent 

collisional presheath region where the plasma is approximately neutral, 

with a collisional particle-in-cell code has shown that the fluid flow 

velocity entering the presheath region is just sonic and not larger. In the 

presheath, the ion distribution changes under the influence of collisions, 

from fluid-like on the scrape-off side to highly non-Maxwellian just 

before entering the Debye sheath. 



Fluid Equations 

and 

The fluid equations to be solved are: 

dv 
pv-

dx 

dp = 1. (:E _p dv) 
dx v dx 

= _ dPT +:E(v I-v) _ !i (_~. dV) 
dx nl dx ' dx 

dT. d (dT.) dv (dv)2 
pVCvi dx' = - dx -K; dx' - Pi dx + ~i dx 

T -T. [V2 + v
2 
-2w 1 + pC,,; e '+:E n nil - C . (T. - T ) .. 2 VI"1 

1: ei 

where 

v = ion flow velocity 

p = ion mass density 

nn = neutral number density 

v n = neutral drift velocity (perpendicular to plate) 
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(3.1) 

(3.2) 

(3.3) 



vnll = effective neutral drift velocity along the B field lines 

= vn cos8 

m· = ion mass 
1 

Lei = electron-ion thermal cross-relaxation life-time 

flj = longitudinal ion viscosity coefficient 

Ki = longitudinal ion thermal conductivity 

~ = ne nn <ov> e mj = rate of mass addition to the ionic 

species due to ionization of neutrals and subsequent 

entrainment by coulomb collisions 
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Equation (3.1) is the ion mass conservation equation with a term 

added to account for the rate of addition of mass due to ionization of 

neutrals,~. Equation (3.2) is the momentum equation which includes the 

effects of ion viscosity as well as the change in plasma momentum due to 

ionization of neutrals. Equation (3.3) is the ion energy conservation 

equation, and includes ion thermal conduction, ion viscous heating, 

electron-ion thermal cross-relaxation, and in the last term, the addition of 

neutral mass to the plasma. 
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In this model the electrons are assumed to be isothermal and 

equilibrated with the ions far from the neutralizer plate, and to have a 

very high thermal conductivity. This electron model has been verified by 

calculation. A similar model which included, in addition, a separate 

electron energy equation with electron thermal conduction and an electron 

heat flux condition at the plate did not produce significantly different 

results with TiD > 3 eV; the electrons were seen to be essentiaIIy 

isothermal. Hence, no electron energy equation is included in the models 

presented here; the electrons are taken to be isothermal with T e = TiD. 

Both the electrons and the ions are assumed to behave as perfect gases 

with equations of state 

P = pRT = nkT (3.4) 

Neutral Model 

The neutral species that leaves the plate is described by 

(3.5) 



where mj is ion mass and a pumping length has been defined as 

Qp = v n Lp. Three effects are included in this simplified neutral model: 

ionization, pumping from the system, and the effect of the angle, 8, 

between the B-field and the plate normal. The cos8 takes account of the 

fact that the neutrals move normal to the plate while the calculation is 

done in the x-direction along the B-field. The first term in Eq. (3.5) 

expresses attenuation of the neutrals in proportion to their density, by 

pumping. The second term is the rate of removal of neutrals by 

ionization. 

A single one-step ionization process is used to represent all 

possible types of ionization which occur in reality. To put this 

assumption in perspective it is helpful to examine the most important 

processes that can occur and their respective rates. 

As neutral hydrogen moves form the plate the following 

processes are most likely 

H2 + e - - 2H + e-

Hz + e - - H/ + 2e-

Hz + e - - H+ + H + 2e-
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Possible reactions for the H that is produced are 

H + e - ~ H+ + 2e-

H+H+~H++H 

Possible reactions for Hz + are 

H/ + e- ~ 2H 

Hz + + e - ~ H+ + H + e­

H/ + e - ~ 2H+ + 2e-

The dominant reaction for H+ is charge exchange. 

The reaction rate for dissociative ionization of Hz is sma]] 

compared to the other two processes for a]] energies. Dissociative 

excitation of Hz, i.e., Hz~2H, is larger at energies below 10 eV, but 

above 10 e V ionization of Hz is the dominant process. Since the rate of 

Hz + as we]] as of H production are both important, both will be 

considered. 
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Now consider the three possible reactions starting with Hz +. For 

energies below 6 e V dissociative recombination is the dominant reaction, 

while above this temperature the reaction Hz + + e - ~ H+ + H + e - is the 



most important. The last reaction, Hz + + e - ~ 2H+ + 2e-, is the least 

important of the three possibilities. 
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The two possible reactions for H are ionization and charge 

exchange with H+. Of these two reactions, charge exchange is the 

dominant process but is qualitatively different in that it does not increase 

the average degree of ionization. 

The point of considering these processes here is to determine 

which ionization or dissociation rate, or combination of rates, to use in the 

simplified neutral model to calculate the rate at which neutrals are ionized 

and entrained in the plasma flow. (The coulomb collisions which entrain 

an ion are relatively rapid.) Entrainment takes place both when 

Hz ~ H/ and when H ~ H+. The entrainment process is further 

influenced by a significant rate of production, through dissociation of H/, 

of H, which is not, in the strictest sense, entrained and by the large rate of 

resonant charge exchange which mixes the distributions of Hand H+. We 

conclude from comparison of rates that the pacing rate that should be 

used in a one component model is an average of the rates of ionization of 

H and of Hz, but is closer to that of H. We use the H ionization rate. 



Because the two rates are in fact quite close together over most of the 

range of T e of interest there is not much uncertainty about the choice of 

ionization rate to be used in this one component neutral model. The T e 

dependent ionization rates used are those of Freeman and Jones (1974). 
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We also note that one possibly significant effect of charge 

exchange is the introduction of an effective viscosity. Estimates indicate 

that the omission of this viscosity is reasonable for present purposes but 

that it should be included in more detailed, multi-component calculations. 

The average velocity of the neutral hydrogen that leaves the 

neutralizer plate can be estimated by examination of the behavior of an 

ionized particle which impacts the plate. Two possibilities exist for an 

incident ion, it can be reflected or absorbed. A study of reflection of light 

ions off a variety of materials was done by Eckstein and Verbeek (1979). 

They defined a reflection coefficient as the number of emitted particles 

per incident particle. The reflection coefficient is characterized as a 

function of the target material and the type and energy of the incident ion. 

For this work the target material was assumed to be iron and the 

incident ion a deuterium atom. Incident ion energies of 1 ev and 100 ev 
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produce reflection coefficients of .9 and .4 respectively. Ions that are 

reflected are assumed to be reflected at energies comparable to their 

incident energy. Ions that are absorbed are thermalized in the plate and 

diffuse back to the surface to be re-emitted at the thermal velocity 

consistent with the temperature of the plate. Thus the average energy of 

the returning neutrals is given by 

Tn = Rn . TiD + (l-Rn) . Tp 

where: 

Tn = neutral temperature 

Rn = the reflection coefficient 

TiD = the incident ion energy 

T p = the plate temperature 

Anticipated Physical Phenomenology 

It is anticipated that the flow from the scrape-off layer toward 

the plate will be subsonic. If the flow in the scrape-off layer is stationary 

it is expected to change with x only on the length scale of the scrape-off 

layer, which is a much longer length scale than the structure length of the 

flow near the plate. Consequently, as stated above, the boundary 
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conditions on the scrape-off side are taken to be homogeneous flow in the 

limit x~-oo. The flow "feels" the plate when neutrals begin to be 

entrained through ionization. The system of coupled hydrodynamic and 

heat flow equations, (3.1)-(3.3), is similar to the system that describes 

ablative flow in ICF plasmas (Gitomer, et. al. 1977) and there are 

instructive similarities in the way the increase of flow velocity from 

subsonic to sonic occurs in the two applications. Substituting Eq. (3.1) 

and the necessary definitions into Eq. (3.2) and setting,ui and vnll to zero 

for simplicity, gives 

(3.6) 

where Cs 
2 = R(T e + T j ) is the total sound speed squared. 

The L term in Eq. (3.6), the neutral entrainment drag 

contribution, plays the role of nozzling here, just as spherical divergence 

does in Gitomer, et. al. (1977). In a subsonic region where the sonic 

denominator is positive this drag term causes v to increase. For v to reach 

the sonic boundary condition at the plate it must increase from the 
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subsonic scrape-off flow velocity. In contrast with the ICF application, 

the dT/dx term is expected to be negative here and tend to prevent v from 

increasing toward the sonic point. 

If ion thermal conduction is suppressed it is easily shown that 

sonic flow can be reached. Substituting Eq. (3.3) for dT/dx, with zero 

. ion conductivity, Le., Ki=O, into Eq. (3.6), setting T n=O for simplicity and 

using R/Cvi = Y -1 = 2/3, gives 

dv 
dx 

(3.7) 

where C? = RTi. It is seen that if Ti < Te, then dv/dx > 0 and sonic flow 

can be achieved. The effective sonic velocity in the denominator of Eq. 

(3.7) has become a hybrid because the electrons are isothermal while the 

ions are adiabatic. If a small viscous pressure is included the singularity 

at the sonic point is removed, but the solutions are not otherwise 

qualitatively changed. 
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Method of Solution 

The equations to be solved are rewritten as six first-order 

equations by making the appropriate definitions to remove the second 

order terms in Eqs. (3.2) and (3.3). This results in the following system 

of equations. 

du 
dx 

dp = .!. (~ _ p dV) 
dx v dx 

dv u 

dx J.'i 

= 

(3.8) 

(3.9) 

(3.10) 

(3.11) 



dqi 

dx 
= -pvC. dTi _ P. dv + 1l.(dV)2 

Vldx 'dx 'dx 
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(3.12) 

dn" 
dx 

(3.13) 

This set of equations is integrated using standard numerical 

techniques, from the throat toward the plate (or to wherever the solutions 

became singular before the plate). Starting conditions for integrations are 

derived by assuming that the solutions tend asymptotically to the constant 

values of the plasma into the scrape-off layer. In the asymptotic limit 

(x~-oo) it is assumed that the neutral density and the velocity and 

temperature gradients along field lines tend to zero. In this region the 

solutions to Eqs. (3.8)-(3.13) have the form 
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- - -
Z = Zo + Ztexp(x!J...) (3.14) 

where i is the vector of state variables. 

Equations (3.14) are substituted into Eqs. (3.8)-(3.13), retaining 

only zero-order and first-order terms in the coefficients nnl' etc. The 

characteristic length is the length associated with neutral particle 

extinction, from Eq. (3.13). 

or (3.15) 

J... = 
1 

[

n o<av> 
cose e e 

vn 
+ ~l 

~p 

The remaining five equations, (3.9)-(3.13), are used to solve for 

PI' vI' u l , Til' and ql in terms of L. To obtain the starting conditions: 

(1) choose values for the zeroth-order quantities, Po' v 0' and Tio' 

(2) choose a small but non-zero value of nn' 



(3) calculate a value of ~ and values for the first order quantities 

PI' Til' vI' ul and ql' 
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This results in a consistent set of starting values for the integration. The 

problem is then integrated toward the plate. 

Boundary conditions that are applied at the plate are: 

(1) that the ion mass flux into the plate is equal to the neutral mass 

flux out of the plate, and 

(2) the ion velocity is equal to the local sound speed at the plate. 

Solutions of interest are those where the ion temperature decreases 

monotonically toward the plate due to the plate acting as a heat sink, and 

where the velocity increases monotonically toward the plate as indicated 

by Eq. (3.7), which showed that dv/dx is positive for all values of velocity 

less than the sonic velocity. 

In addition a check is made to ensure that the ion heat flux and 

ion viscous pressure remain within physical bounds, i.e., they are 

compared to the classical flux limit and the equivalent limit for viscous 

pressure. 
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Again it should be remembered that the surface that we call the 

plate is the interface between the fluid region and the presheath; this 

surface is the nearest point to the wall at which a fluid model is 

applicable. The remaining distance to the wall is typically small compared 

to the structure length, A, of the fluid flow. 

Results 

The calculation results presented here are two-fold. First the 

results from the asymptotic solutions are examined to determine if the 

solution is physical by applying the requirements 

Til < 0 

and 

Figure 3.2 presents the results of this analysis for 8=84° and Qp=5 cm to 

be interpreted in the following way. The horizontal axis is the 

temperature of the scrape off, the vertical axis is the velocity in terms of 

the local sound speed, i.e., the inlet Mach number. The contour lines are 

lines of constant nio' the scrape off in density. The sense of Fig. 3.2 is 
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this: if the point corresponding to the throat temperature and velocity lies 

above the contour for the throat density then Til <0, vi> 0 and the solution 

is acceptable. 

It should be noted from Fig. 3.2 that some cases that would be 

regarded as interesting for magnetic confinement application are excluded 

by the asymptotic starting analysis without performing the integration. 

Some further insight into the restrictions imposed by the starting 

conditions alone can be obtained from Fig. 3.3 which is of the same kind 

and calculated with the same parameters as Fig. 3.2 except that 8=0. It is 

seen that at 8=00 the space of physical parameters is larger than at 8=840
• 

Figure 3.4 shows the results of a typical solution from the 

integration of the non-linear equations from the throat of the diverter 

channel to the diverter plate. The plasma conditions at the throat are 

Tj = Te = 10 ev, nj = 2.0 x 1013 ions/cm3
, Vo = .565. The pumping 

length, ~, is 10 cm and the angle between the magnetic field and the 

normal to the plate, 8, is zero degrees. The results of this solution show 

the expected phenomenology. The plasma velocity increases toward the 

wall, reaching the local sound speed at the wall. The neutral density 
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increases toward the waH, while the ion density decreases, resulting in an 

average Z number at the waH of 0.46. The ion temperature remains 

isothermal most of the way toward the waH, but does drop in the last 

8 cm before the wa]] as the amount of energy carried to the waH by ion 

thermal conduction increases. 

In this solution it is clear that both ion-viscosity and ion-thermal 

conduction are important effects in the character of the solutions. Ion 

thermal conduction helps to maintain the iso-thermal ions despite the 

cooling effects of the neutral hydrogen from the wall. Near the waH the 

solution becomes unphysical in that the ion viscous pressure and the ion 

heat flux become unphysicaHy large. It is near the waH that the fluid 

model begins to break down and a kinetic solution would be more 

appropriate. 

It should be noted that although the ion velocity always increases 

toward the plate, and the ion temperature always decreases, the ion 

density decreases in some cases, and increases in others. The behavior of 

the ion density is determined by the rate of ionization of neutral atoms 

and the rate of acceleration of the plasma toward the plate. Thus, at 



lower temperatures, where the ionization rate is smaller, the ion density 

decreases toward the plate. At temperatures above about 20 ev, the ion 

density increases toward the plate due to the larger ionization rates. 

80 

Figures 3.5 and 3.6 show the locus of conditions at the throat of 

the diverter that lead to solutions where the net mass flux at the diverter 

wall is equal to zero. Figure 3.5 shows results for ~ = 10 cm and 

e = 0.0 degrees. Figure 3.6 shows results for Qp = 5 cm and e = 0.0 

degrees. These figures show the Mach number at the throat required to 

achieve mass balance at the wall for various combinations of plasma 

density and temperature. 

Each of the iso-density curves in Figs. 3.5 and 3.6 show similar 

characteristics. The rvlach number generally increases with plasma 

temperature. For each of the curves at the left end, corresponding to low 

temperatures, the line terminates when it reaches the set of conditions 

where physical solutions do not exist. 

Table 3.1 illustrates the relation between the angle of the diverter 

plate and the throat Mach number. The Mach number is seen to be 

insensitive to the plate angle until very large angles are reached. At 
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Table 3.1. Variation of Throat Mach Number with Diverter Angle; 
YJi = 2 x 1013 cm-3

, Ti = 70 ev, ~p = 5.0 cm. 

e (degrees) v (Mach No.) 

0 .984 

10 .984 

20 .984 

30 .983 

40 .981 

50 .978 

60 .973 

70 .963 
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angles larger than approximately 70 degrees, no solutions are found at 

these throat conditions which satisfy the zero net mass flux boundary 

condition at the plate. 

Discussion and Conclusions 
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Fluid solutions have been found for a plasma incident to a metal 

wall as exist in a Tokamak diverter region. It is apparent that both ion 

thermal conduction and ion viscosity are important effects in the behavior 

of the plasma. Including these two effects identifies some plasma 

conditions where physical solutions do not exist. 

In regions where there are fluid solutions, the fluid model begins 

to break down near the wall and in this region kinetic solutions may be 

necessary to confirm the details of the plasma structure near the wall. 
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