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fo = fo(x,p). Again, the controlling equations are the transport equation and the 

momentum equation. 

The transport equation is: 

�~�a�s�X� _ au �~�~� pIT 
m ax - ax p2 ap ( xy) 

IT _ p3r afo au 
xy - 15 ap ax 

The vector momentum equation is: 

The free index a can take on the values x and y to yield the two momentum 

equations: 

apxx = 0 
ax 

J p2 2 
pxx = 3mfp dp 

! (Pxy + F X U) = 0 

F X = J SXp2dp 

The reason there are apparently three dynamical equations for the two unknowns f 

and U is that our assumption for the form of ua effectively presumes an equation, 

namely the xx momentum equation. The assumed form of ua specifies a class of 

solutions possible in the !i-y plane, and this class of solutions requires apxx/ ax = o. 
So it is the xy component of the momentum equation that is combined with the 

transport equation to determine the dynamics of f and U. 

As in the previous example, many solutions are possible to the transport 

equation. It is the boundary conditions which determine the appropriate solution. 

Since the transport equation is separable, we assume boundary conditions consistent 

with the separable solution. For fo (x, p) = g( x )h(p), the transport equation implies: 
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Here, k is the separation constant, and A( x) == au / ax. 

The shear condition, apxx/ax = 0, implies 9 = const, which then implies 

k = O. Thus we obtain for h, in terms of constants C1 and C2 : 

h(p) = C1 J ~dp+ C2 
Tp 

For T ex pn, we obtain a powerlaw for 10. Since a 1/ ax - 0, px 

Pxy = -1]A(x), the momentum equation implies: 

U(x) = Ax + B 

O. Writing 

We obtain a linear shear from the separable solution. In a linear shear, there is no 

accumulation of momentum in the fluid. A fixed flux of momentum, -1]A, cascades 

across the shear. The momentum flux input at a boundary Xl comes out at a 

boundary X2' This solution is appropriate to power-law boundary conditions. 

Note that the power-law momentum dependence of 10 derived above IS 

implicitly x-dependent when referred to an inertial frame, because the particle mo-

mentum is referred to a frame which depends on x. In terms of momenta pa referred 

to an inertial frame: 

= ~ [1 mU(x) (mU(x) _ 2fiY)] 1/2 
p p + ~ ~ ~ 

p p p 

So an inertial observer would see a non-isotropic distribution, with the complicated 

spatial dependence indicated above. The computation is reduced enormously by 

working in the frame ua. 
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13. Summary and Future Work 

The goal of this thesis is to unite the descriptions of cosmic rays and the 

space plasmas in which they propagate. 

The space plasmas, the interstellar and interplanetary media, have been 

described in the past with the equations of magnetohydrodynamics. They were 

assumed to have a Maxwellian distribution, characterized by a single temperature. 

Sometimes separate temperatures are introduced for the electrons and the protons. 

The cosmic rays have been described with a transport equation that in

cludes convection, diffusion, adiabatic energy-change; and more recently, viscous 

and inertial effects. The transport equation describes the evolution of the cosmic

ray distribution function given a fluid velocity that must be specified independently. 

The fluid velocity is presumed to be the velocity of the space plasma. The transport 

equation describes acceleration of particles through a transfer of kinetic energy from 

the flow of the space plasma into internal degrees of freedom of the particles. 

To investigate the back-reaction of cosmic-ray acceleration on the flow, the 

transport equation was integrated to obtain the evolution of the cosmic-ray pressure 

and internal energy density. The cosmic-ray pressure was added into the equations 

of magnetohydrodynamics describing the flow. This is the two-fluid approach. This 

approach lead to some insights into the back-reaction of accelerated particles on the 

flow of thermal particles. But a distinction always remained between the thermal 

and cosmic-ray particles. Due to the lack of a particle distribution in the two

fluid approach, closure parameters were introduced on which results of two-fluid 

calculations sensitively depend (Kang & Drury, 1992). 

Numerical Monte Carlo calculations were done to study this back-reaction, 

and it was found that there was really no firm distinction between the thermal and 
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cosmic-ray particles. A thermal particle could be accelerated, in a flow composed 

initially of thermal particles, to cosmic-ray energies. Furthermore, some of the 

numerical results disagree with the two-fluid results for similar parameters. For 

these reasons, I have worked on finding the equations governing a self-consistent 

description of the entire system without distinguishing between thermal particles 

and cosmic rays. The set of equations is non-linear, but numerical solution of 

differential equations is more efficient than modelling a system with Monte Carlo 

techniques. It is hoped that having a set of equations for the single fluid, including 

spectral information, will bridge the gap between the two-fluid and Monte Carlo 

approaches. 

Given an accurate set of single-fluid equations, there remains one strength of 

the Monte Carlo models that the single-fluid model does not possess: fluid equations 

cannot describe structure on the micro-scale. But they can describe the evolution 

of a distribution of particles from thermal to cosmic-ray. And they can describe the 

effect of particle acceleration on the evolution of the space plasma, for instance the 

evolution of supernova remnants. 

In this thesis I obtained a set of equations for the single fluid of particles 

of all energies. Number, momentum and energy equations were obtained for the 

fluid. A transport equation for the particle distribution function, for particles of all 

energies, was obtained. These results are summarized in §4. The transport equation 

is still in terms of a fluid velocity, the velocity of the scattering centers, but now 

this velocity is specified in terms of the particle distribution itself. It was shown 

in §9 how the cosmic-ray transport equation is obtained from the general transport 

equation when only fast particles are considered. And in §11 the two-fluid model 

was obtained from the single-fluid equations after splitting the fluid variables into 
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thermal and cosmic-ray parts. In §12 a prescription for self-consistent calculations 

was laid out. 

The next step in this work, and the work that is to be done beyond this 

thesis, is to perform calculations with the single-fluid equations and compare them 

with two-fluid results, with the Monte Carlo results, and with observation. Since 

the equations are non-linear, this will involve some creative mathematics or some 

numerical integration; probably the latter. The two-fluid and Monte Carlo models 

predict significant smoothing of the 1-D shock profile, and so the single-fluid model 

presented here may be applicable even though it requires AIL « 1. This formalism 

also shows promise for problems where discontinuities are not a problem, such as 

the heating of the corona and the origin of the solar wind. 

There also remains future work on the theoretical side. I treated the space 

plasma as consisting of 'neutralized' protons. The particle distribution function is 

in terms of only a single species, the protons. As a fluid, the protons were assumed 

to be electrically neutral. However, the electrons must be included in the dynamics. 

This is because there are situations in which large electric fields occur, and therefore 

charge separation will occur; for example, perpendicular shocks. Thus, the single

fluid equations should be modified to allow for the electrons. 

One can also extend the single-fluid equations to include terms of first order 

in U I c, or even for the case of arbitrary fluid velocity. As relativistic effects are 

included, intuition will suffer. The extension to first order in U Ic is instructive and 

useful. In Williams and Jokipii (1991), the extended cosmic-ray transport equation 

was derived correct to first order in U I c. Webb (1989) does the fully-relativistic 

derivation of the extended cosmic-ray transport equation. These corrections are 

important because many astrophysical flows are relativistic. The theory must allow 
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for relativistic flow speeds before the processes operating at these sites can be made 

clear. 

I used an approximation to the particle scattering that could conceivably 

be improved upon as well. The relaxation-time operator for the scattering really 

does not tell one very much; only that the distribution relaxes to isotropy in some 

time that depends on particle momenta in some way. Perhaps an understanding 

of the mechanism of particle scattering, presumably due to waves in the plasma, 

could lead to new insights or results. However, it is not clear to me how much is 

lost by merely assuming the relaxation operator. It is both simple and general, 

and would seem to be a decent approximation to any scattering mechanism given 

an appropriate choice of the scattering time. Given the state of understanding of 

the scattering process, I think a modification of the scattering term in this analysis 

would not be the best use of one's time. 

In astrophysical situations, gravity is important to the evolution of systems. 

In describing the evolution of a fluid of galactic scales, gravity should be included in 

the fluid equations. I ignored gravity in this work, but I believe it is worth redoing 

the analysis to include it. It will enter all the equations as a modification to the 

fluid acceleration vector. In the transport equation, it will affect the streaming and 

the inertial terms. In the fluid equations, it will enter in the usual way. Webb 

(1989) derives the fully-relativistic extended cosmic-ray transport equation, and so 

gravity is implicitly included. 

In summary, future work should include the following. Perform calculations 

and compare them with the Monte Carlo and two-fluid results; include electrons 

in the dynamics; extend the equations to include gravity and allow for relativistic 

flows. 
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In this appendix, I will attempt to justify the kinetic equation from a few 

different points of view. I say 'justify' instead of 'derive' because the kinetic equa

tion is not underlain by any physical law. In my view, one can only argue for its 

feasibility and then look for corroboration from experiment. The archetypal ki:letic 

equation is the Boltzmann equation. This equation has been successfully verified 

by observation, and this alone is justification for a kinetic equation. 

I use the words 'kinetic equation' as a general term. The Boltzmann equa

tion is a special case because of the particular form of the scattering term that it 

assumes. The kinetic equation used in this thesis uses a different scattering term, the 

relaxation term. The justifications that follow will only apply to the non-scattering 

elements of the kinetic equation. For a general kinetic equation: 

~~ = (~~) scatter 
(AI) 

only the LHS will be justified here. It represents the free evolution of a system 

of non-interacting particles. The RHS is the scattering term, and must be justi

fied separately based on some understanding of the physics of particle interactions. 

Justification of a particular scattering term appears in the body of this thesis. 

The different justifications for the LHS of (AI) that follow should not be 

mistaken for rigorous derivations based on physical law. Rather they are heuristic 

and will be found to relate back to each other. 

A.l) Conservation of Density in Phase Space 

This is the simplest approach, and the one I find most appealing. A system 

is to be represented by a density in phase space. Phase space is the space spanned 
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by the all the coordinates it takes to specify the state of a single particle. For 

the monatomic gas of protons I consider, phase space is six-dimensional: 3 spatial 

coordinates, and 3 momentum coordinates. The density in phase space is written 

f( t, x a, pa): a function of time, position, and momentum. Thus d3 xd3pf( t, xa, pa) 

is the number of particles, at time t, with positions in a volume element of size d3 x 

centered around x a
, and with momenta in a volume element of size d3 p centered 

around pa. Such a definition implicitly assumes that there are enough particles in 

each volume element that d3 xd3 pf(t, x a, pa) is a well-defined quantity. If the volume 

element were too small, then statistical fluctuations would lead to different values 

of d3 xd3pf(t, x a ,pa) for identical systems. 

In general, kinetic theory presupposes an averaging that is necessary for a 

'fluid description': that the fluctuations in d3 xd3 pf(t, xa ,pa) are much smaller than 

the size of the time-averaged value of d3 xd3 pf(t, x a ,pa). 

So the distribution f is the density of a fluid in a six-dimensional space. 

There are no sources; the number of particles in the system is fixed: 

(A2) 

Therefore the fluid will obey a phase-space conservation equation, a continuity 

equation if you like: 

(A3) 

Now, the coordinates pa 1m = dxa Idt and x a are independent for this fluid. 

The term dpa I dt represents an external force acting on the particles, so I put it 

= Fa. Finally, one assumes the absence of any momentum-dependent forces such 

that 8Fa 18pa = o. It turns out that the Lorentz force is such a force: 

8 pb c c ( 1 pa pb ) 
~fabc-B = €abc B -8ab + --2 = 0 
vpa m m me 



108 

See appendix B for the dependence of mass on momentum. So from (A3), one 

arrives at the kinetic equation. 

(A4) 

A.2) Liouvilles's Theorem 

This theorem is found throughout the physics literature, so I won't derive 

it here. It is also based on arguments about conservation of particles in phase 

space. This time the phase space has a dimensionality equal to the total number of 

particles in the system multiplied by the number of coordinates it takes to specify 

the position of each particle. For a system of N monatomic particles, the phase 

space is 6N-dimensional. 

One then considers an ensemble of such systems and defines the function 

p(t,qi,pi) where pd6Nqd6Np is the number of systems which at time t are in the 

neighborhood of size d6N qd6N P about the point (qi, Pi)j qi are the 3N position coor

dinates of all the particles in the system and Pi are their 3N momentum coordinates. 

Since the number of systems in the ensemble is fixed, the motion of the ensemble 

is assumed to obey a continuity equation like (A3). Using Hamilton's equations of 

motion, one finds: 

(A5) 

(A5) is Liouville's theorem. 

Clearly (A5) has the form of (A4). It's just that the dimensionality is 

different. The connection comes by applying (A5) to an ensemble of single-particle 

systems. Then pd3 qd3p is interpreted as the probability of finding the particle in 

the volume element of size d3pd3 q centered at (q,p). Clearly J pd3 pd3 q = 1. If this 

normalization is changed to J pd3pd3q = N, then pd3 qd3p becomes the number of 
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particles in the vohune element of size d3 pd3 q centered at (q, p). So N p is merely the 

distribution function and (A5) is the kinetic equation for non-interacting particles. 

A.3) Covariant Kinetic Equation 

Aside from the practical predictions about the nature of gravity and motion 

made by the general theory of relativity, one can view relativity as a requirement 

that any mathematical description of a physical system must obey. Relativity is also 

a meta-theory into which any description of physical law must fit. The equations of 

physics must have the same form when written in two different frames of reference: 

this is covariance. 

One can rightly ask if there is a covariant form for the kinetic equation. For 

a system of non-interacting particles there is (it is still unclear to me if scattering 

can be expressed covariantly). 

df =0 
dr 

(A6) 

(A6) is a covariant kinetic equation where r is the proper time of the particles and 

f = f(xc\pa), a Lorentz invariant (Forman, 1970); XCi is the spacetime position 

of a particle, pa is the vector component of its four-momentum (see Appendix B 

on relativity). Only the spatial part of the momentum four-vector is used because 

for particles of a fixed rest-mass mo, the energy component is fixed by the particle 

One merely expands the derivative in (A6). 

df af dx Ci af dpa af dt af dx a af dpa 
-=--+--=--+--+--
dr ax Ci dr apa dr at dr 8xa dr apa dr 

Now recall that dt/dr = " the Lorentz factor; dxa /dr = ,dxa /dt = pa /mo; 

dpa / dr = ,dpa / dt. So a covariant kinetic equation for a system of non-interacting 
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particles is: 

(A7) 

Dividing through by I yields the kinetic equation used in the thesis. 
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Appendix B 

Results from Special Relativity 

B.1) Transfonnation of Four-Vectors 

A fundamental quantity in special relativity is the four-vector. Knowledge 

of the appropriate four-vector and how it transfonns is sufficient to determine the 

transformation of any vector or scalar quantity. My approach in special relativity 

is simply to assume that flat space-time has the peculiar hyperbolic geometry that 

leaves the 'lengths' of four-vectors invariant upon transformation between reference 

frames. 

A four-vector has 3 spatial components and one time component: 

(xo, Xl, X2, X3) = (xo, x a ) = xCt. Small roman superscripts denote spatial com

ponents of the four-vector, and greek superscripts denote all four components. The 

length of a four-vector is xCt xCt = Xl 2 + X2 2 + X3 2 - Xo 2 = x a x a - Xo 2. This 'length' 

is invariant between coordinate systems. Furthermore, the contraction of any two 

four-vectors is invariant between coordinate systems. There is a mathematical ob

ject known as the Lorentz transformation matrix that, when contracted into any 

tensor, yields the transformed tensor. I refer the reader to Jackson (1975), §11.7, to 

see it written down. When the Lorentz matrix operates on a four-vector, the result 

is the following: 

xo = ,(xo - (3a xa) 

xa = xa + CF; 1) ((3b xb)(3a _ ,(3axo 

where 

(B1) 

(B2) 



112 

(B1) and (B2) describe the transformation of a four-vector between reference frames 

in which the tilda frame has velocity ua relative to the no-tilda frame. The speed 

of light is c. The reader may check that x 2 - Xo 2 = X2 - X5. 

Here are some typical four-vectors. The spatial coordinates and time char-

acterizing an event: (ct,r a ) = XCi. The energy and momentum of a particle: 

(Elc,pa) = (rnc,pa) = ,rno(c,va), where, == (1- v2 /c2)-1/2 and rno is the rest 

mass of the particle. Since rno is a constant, ,( c, va) is also a four-vector, known 

as the four-velocity. Defining the proper time r of a particle as dtldr = " the 

four-velocity may be written dx Ci Idr. 

From electrodynamics, the charge density and current density constitute a 

four-vector: (cp, Ja), as do the scalar and vector potentials: (cP, A a) = A Ci (the units 

are cgs). Since cP and A a represent the field, the electromagnetic field is known as 

a vector field: which means a four-vector field. 

B.2) Transformation of the Electromagnetic Field 

The electric and magnetic fields are not so fundamental as the four-vector 

potential. They are instead components of an antisymmetric tensor defined by: 

oA Ci lox f3 - oAf3 I oxCi
• Contracting the Lorentz matrix into each index of this tensor 

yields the transformed tensor, and therefore the transformed electric and magnetic 

fields Ea and B a. The transformations are: 

(B3) 

(B4) 

The tilda frame has velocity U a relative to the no-tilda frame. 
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B.3) Momentum and Mass/Energy Transformations 

For transformations to a frame moving with a velocity U a where U ~ c, the 

transformations above are particularly simple. In the body of the thesis, I transform 

the momentum coordinate into a frame moving with velocity U a • I ignore terms of 

order U / c smaller than the largest in any equation. Under this restriction, I can 

use (B2) to find out how the spatial part of the energy-momentum four-vector (the 

momentum) transforms: 

(B5) 

I put, = I above, and put mc in for Po. Now I use (BI) to find out how the energy 

(which is proportional to the mass) transforms: 

(B6) 

The last step came by noting p ~ mc. 

B.4) Mass as a Function of Momentum 

I noted above that m = mo,. In this form, m is a function of velocity. In 

my work it is more convenient to have it as a function of momentum: 

m = mo I - ~ = mo I - -p- ::} m = mo I + -p-( 2) -1/2 ( 2) -1/2 (2 ) 1/2 
c2 m 2c2 mo2c2 (B7) 

This has the correct limiting behavior. When p ~ moc, m ~ mo + p2 /2moc2. One 

can use (B7) to find the derivative of the mass with respect to momentum. 

dm 
dp 

-
p 

mc2 (BS) 
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B.5) Transforming the Momentum-Space Volume Element 

I will also need to know how the volume element in momentum space trans

forms, again assuming U «c. The momentum transformation is pa = pa + mUa. 

Again, since p ~ mc, the last approximation follows. 

B.6) The Hydromagnetic Condition 

The hydromagnetic condition is usually assumed for space plasmas. It is 

nothing more than approximating the conductivity of the plasma as infinite. Due 

to the high conductivity, it is a good approximation to assume that the electric 

field vanishes in the plasma frame. This approximation is equivalent to defining 

the length- and timescales on which we discuss the plasma. Fluctuations produce 

microscopic electric fields, which average to zero. The plasma itself, being composed 

of charged particles, will have an electric field on microscopic scales. Therefore the 

assumption of vanishing electric field implies a lower limit to the lengths cales over 

which calculations are valid. 

So one assumes that the average electric field in the plasma frame is zero. 

Assume the plasma moves with velocity Ua with respect to an inertial observer, 

U « c, and apply (B3) to the situation: 

(BlO) 

This expression is correct to first order in U Ic. For the plasma-frame electric field 

to vanish, the inertial-frame electric and magnetic fields must combine in this way. 
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(BIG) defines Ea in terms of the magnetic field Ba and the fluid velocity ua. So 

the electric field observed in the inertial frame, which is induced by motion of 

the magnetic field embedded in the plasma, is order U I c smaller than the inertial 

frame magnetic field. Since Ea is order U I c smaller than Ba, it follows from (B4) 

that, correct to order U Ic, the fluid-frame magnetic field equals the inertial-frame 

magnetic field. 

The hydromagnetic condition will lead to an approximation of Ampere's 

Law: 

(Bll) 

The last approximation follows by assuming that the macroscopic timescale t is 

related to the macroscopic lengthscale L by t rv LIU. Then the displacement 

current is of order U2 I c2 smaller than the curl of Ba, and is ignored. 

The hydromagnetic condition also leads to an approximation to Faraday's 

Law: 

(B12) 

This equation is known as the 'induction equation'. 

Thus the hydromagnetic condition completely eliminates the electric field 

from the dynamical equations; only the magnetic field and the fluid velocity need 

to be specified. Here are the equations of this section rewritten in vector notation. 

While not useful as a general formalism for tensor analysis, the vector notation does 

provide an elegant expression of electrodynamics. The hydromagnetic condition: 

E=-UxB/c (BIG) 



Ampere's Law: 

The induction equation: 

471" 
'V x B =-J 

c 

DB 
- = 'Vx(V x B) at 
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(Bll) 

(B12) 
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In these pages, I transform the momentum coordinate of the inertial-frame

referenced kinetic equation into a frame moving with non-relativistic velocity Ua • 

The kinetic equation is: 

( af) + pa (~) + Fa (~) = (8 f ) (C1) 
at x,; in axa t,; apa x,t 8t scatter 

I have put the subscripts on the partial derivatives to remind the reader that the 

partials are taken while the subscripted variables are held constant. t, xa, pa are 

independent variables and are referenced to the inertial frame. The tilda on the 

momentum coordinate is in anticipation of its transformation to a new coordinate. 

The transformation of the momentum coordinate is: 

(C2) 

I assume U ~ c, so I will be ignoring terms of order U Ic in the transformation. Let's 

take the three partial derivatives one at a time. The fluid velocity Ua is allowed to 

depend on position and time. 

Start with the time derivative. 

( af ) (af) (a f ) apa 
at x,; = at x,p + apa x,t at 

Since pa and t are independent coordinates, (C2) implies: 

So therefore: 

apa apa aua 
-=O=-+m--at at at 

(C3) 



Now do the space derivative. 

(:!a) t,p = (:!a ) t,p + (:~) x,t;:: 

Again, since pa and x a are independent: 

Therefore: 

8f} 8pb 8Ub 
-=O=-+m--
8xa 8xa 8x a 

(:!a) ~ = (:!a) -(:~) m ~~: t,p t,p x,t 

Finally, do the momentum derivative. 

(C2) implies: 

(:/a) x t = (:~) x t ~;: , , 

8f} _ 8 Ub 8m _ 8 Ub 8m 8p 
8pa - ab + 8pa - ab + 8p 8pa 

paUb 
= 8ab + --2 ~ 8ab 

me 
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(C4) 

For the momentum dependence of the mass, see Appendix B. The last approxima-

tion follows from ignoring terms of order U I c. Therefore one has: 

(C5) 

Finally, in Appendix B it is shown that ignoring terms of order U Ic, m = m. 
Combining (C2-C5), the transformation of (C1) is: 

81 + u a 81 + pa 81 + [Fa _ m dU
a 

_ pb 8ua ] 81 = (81 ) (C6) 
8t 8xa m 8xa dt 8xb 8pa 8t scatter 

where the convective derivative is defined: 

In (C6), terms of order U Ie have been ignored, so we are restricted to non-relativistic 

flows. The external force, Fa, the fluid velocity ua, and the space and time coordi-

nates are still referred to the inertial frame. The momentum coordinate is referred 

to the frame moving with velocity U a • So this equation mixes reference frames. 
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Appendix D 

Fluid Equations from the Kinetic Equation 

The starting point is the kinetic equation: 

[ 
0 a 0 pa 0 {q b c dua b OU

a
} 0] - +U - + --+ -€abcP B -m- -p -- -- f =0 at oxa moxa me dt oxb opa 

(Dl) 

The momentum coordinate pa is referred to the frame moving with velocity Ua(x b, t) 

with respect to an inertial frame. The space and time coordinates x a , t are referred 

to the inertial frame. The only force on the particles is the Lorentz force. The 

system is assumed to be composed of a single species of particles. 

The procedure will generally be to integrate terms by parts and, employing 

the divergence theorem, to assume that all integrands vanish on the boundaries. 

This is equivalent to assuming that there are no particles at infinite momenta. 

Otherwise, about the only things needed are: Opb /8pa = Dab and dm/dp = p/me2. 

Also, recall the definitions: 

n == J fd3
p = 471" J fop

2
dp 

P == J mfd
3
p = 471" J mfop

2
dp 

Pab == J fP~b d3
p = 471" J (p;~o + r:b

) p2dp 

Fa == J fpad3p = 471" J sap2dp 

J pa J sa 
Ga == f m d3 

p = 471" m p2 dp 

T == pe2 - nmoe2 
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D.1 ) Number Equation 

The procedure will be to integrate (D1) term by term over d3p. The first 

three terms follow from definition. 

The Lorentz force term integrates to zero. 

q B C J b 8j d3 0 -Eabc P -8 p= 
~c pa 

This is because: DabEabc = 0; and the contraction of a symmetric tensor with an 

antisymmetric tensor is zero. 

To integrate the acceleration term, integrate by parts and apply the diver

gence theorem. It is assumed that the integrand vanishes on a boundary at 00. 

Using d~/dp = p/~C2 (see Appendix B), one finds: 

For the last term, again integrate by parts and apply the divergence theo

rem, with the quantity evaluated at the boundary discarded: 

Now just put these together, ignoring terms order U/c smaller than the 

largest. Under this condition, the acceleration term is ignored. There are two 

pieces to the acceleration term. The piece ubGa /c2(8U a /8x b ) is order U2 /c2 smaller 
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than aGalaxa. The piece (aua/at)(Gale2) is order Vic smaller than an/at since 

G ~ en. Therefore the equation describing conservation of number of particles is: 

(D2) 

D.2) Momentum Equation 

The procedure is to integrate the product of (D1) with pa + mUa term by 

term over all d3p. The first three terms follow from the definitions. 

J( a Ua)pb aj d3 a p u a aF
b 

p + m m axb p = axb ab + axb 

To integrate the Lorentz term, integrate by parts, discarding the boundary 

term. Four terms are obtained, of which three vanish due to the anti-symmetry 

properties of €abc = -€bac' The one that remains is: 

qBd J( a + Ua) c aj d3 q GbBd --€bcd P m P -a p = --€abd 
me pa e 

To handle the acceleration term, again integrate by parts and discard the 

boundary term to find: 

dUb J( a a) aj 3 dUb ( Pab 2 a b) 
-Tt p +mU mapbdp=Tt pb'ab+7+ e2U F 

And again for the final term one finds: 

J( a a) bauc aj 3 baua aaub aaub Ua auc 
p + mU p -a b -a d p = F -a b + F -a b + pU -a b + -2 Pbc -a b x pC x x x e x 
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These are all to be combined. The equation will ignore terms of order U / c, 

so the three terms which have factors of e2 in the denominator are ignored. The 

momentum equation may be written: 

D.3) Mass Equation 

Before forming the kinetic energy equation, we will first form the mass 

conservation equation. Since the particles may be relativistic, this is not simply 

proportional to the number equation. The procedure is to multiply (D1) by m and 

integrate over all d3p. As above, the first three terms follow from the definitions. 

Due to its anti-symmetry property, the Lorentz term vanishes as it did in 

the number equation. 

q B C J b aj d3 a -€abc mp - p= 
me apa 

For the acceleration term, integrate by parts and discard the boundary 

term: 

For the final term, integrate by parts and discard the boundary term. 
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In combining these terms, note that the acceleration term is at least order U I c 

smaller than 8pIEJt or 8Fa 18xa. So the mass equation, ignoring order U Ic is: 

8p ~(ua Fa) Pab 8U
a 

= 0 
8t + 8xa p + + e2 8xb (D4) 

D.4) Kinetic Energy Equation 

The kinetic energy equation is formed by multiplying (D1) by (mc2 -mo e2 + 

paua), and integrating over all momenta. This can be formed from the number, 

mass and momentum equations derived above, but the derivation is started from 

scratch here. 

As usual, the first three terms follow simply from the definitions: 

J( 2 2 + bUb)pa 8f d3 _ 8Qa + Ub 8Pab 
me -moc p --- p- -- --

m 8xa 8xa 8xa 

For the integral of the Lorentz term, integrate by parts and discard the 

boundary term. Six terms remain, and of these five vanish due to the anti-symmetry 

property. 

The acceleration term is integrated by parts, and the boundary term dis-

carded: 
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The same for the final term yields: 

au
a J( 2 2 aua) b aj d3 _ T aua au

a [p Ua b c cc ] - aXb mc - moc + p p apa p - axa + axb ab + F + U F uab 

Of the four terms multiplying the acceleration vector, two may be discarded: 

the terms in Qa and Pab . The spatial-derivative pieces are clearly order U2 / c2 

smaller than other terms present in Qa and Pab, and discarded. The time derivative 

pieces are discarded as well because Q ~ cT, and P ~ cF. Combining the remaining 

terms yields the kinetic energy equation: 

(D5) 

This equation is not a perfect divergence, but it can be made so if the mass equation 

(D4) is used, while remembering that U ~ c: 

The final form of the kinetic energy equation is: 

~ (T+Faua+~pU2) _RUaE GbB C at 2 c abc 

+ a~a (TUa + Qa + PabUb + UaUb Fb + ~FaU2 + ~PuaU2) = 0 

(D6) 
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Appendix E 

Transport Equation from the Kinetic Equation 

The starting point is the kinetic equation. 

f( a a) f (a ) 3pa sac at) 15papb II (a ) x,t,p =JOx,t,P+-2 X"p+ 4 abX,p,t 
p 2p 

(E2) 

The momentum coordinate pa is referred to the frame moving with velocity Ua(x b, t) 

with respect to an inertial frame. The space and time coordinates xa , t are referred 

to the inertial frame. The only force on the particles is the Lorentz force. The 

system is assumed to be composed of a single species of particles. The distribution 

is nearly isotropic in the fluid frame; expressed as a sum of spherical harmonics, 

only the lowest three harmonics are kept. Recall IIab = IIba and IIaa = O. 

Some intermediate results are needed. For d3p = p2dpdn: 

1 J a bdn p2 c 
471" P P ~£ = 3"uab 

4~ J papbpcpddn = i; [DabDcd + 8ac8bd + 8ad8bcl 

Odd moments of this average over momentum-space solid angle are zero. 

Since 8pb /8pa = Dab and 8p/8pa = pa /p, then: 

8f = pa 8fo + 3S
a + 3papb ~ (Sb) + 15 {2IIabpb + papbpc ~ (IIbC)} 

8pa p 8p p2 P 8p p2 2 p4 P 8p p4 

Also, recall: 

(E3) 
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E.1) The Zeroth Moment 

Since the transport equation is obtained directly by substituting terms into 

the zeroth moment, I want to treat this moment a little differently. I will derive 

the zeroth moment without assuming isotropy of the distribution, or assuming the 

expansion (E2). I will only use the definitions (E3) of the zeroth, first and second 

moments of f. We will find that our expression for the zeroth moment involves 

no mommts higher than the second, regardless of isotropy. The approximations 

necessary to construct a transport equation will be those that express sa and IIab 

in terms of fo. In some sense, then, the transport equation is complete, and one 

only needs to refine the expressions for sa and IIab. The zeroth moment of (E1) 

follows by integrating it over all dn. Since T is a function of the magnitude of 

momentum only, this integral of the scattering term vanishes. 

- --dn=O 1 JDf 
471" Dt 

The procedure will be to integrate (E1) term by term over dn The first three terms 

follow from definition. 

To handle the other terms without using the expansion (E2), first write the 

derivative in spherical coordinates: 
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The unit vectors p, 0, 4> can be expressed in terms of cartesian unit vectors X, fj, z: 

Also note that: 

p = sin () cos ¢>x + sin () sin ¢>y + cos () Z 

o = cos () cos ¢>x + cos () sin ¢>fj - sin () z 

4> = - sin ¢>x + cos ¢>fj 

pa = p( sin () cos ¢>x + sin () sin ¢>fj + cos () z) 

Then, using a little integration by parts on the angular coordinates (dO. = 

sin ()d()d¢», one can show that: 

(E4) 

(E5) 

To handle the Lorentz term, use (E5). Since Dab€abc = a and €abcTab = a 
(€abcTab = -€bacTab = -€bacTba = -€abcTab; since it equals its negative, it must be 

zero), the Lorentz force term integrates to zero. 

q BC] baf dll -€abc P - a=O 
me apa 

For the acceleration term, use (E4) to find: 

dua 1] af dua 1 a a 
--- m-dn = -m---(pS ) 

dt 41f apa dt p2 ap 

For the last term, use (E5): 
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The zeroth moment is obtained by putting these terms together. 

810 + Ua 810 _ 8U
a

!!. 810 + ~ 8S
a 

_ m dU
a 
~~(psa) _ 8U

a 
~~(PIIab) = 0 

8t 8xa 8xa 3 8p m 8xa dt p2 8p 8xb p2 8p 
(E6) 

Note that this equation is not restricted by keeping the first three spherical har-

monies of I. The highest order harmonic that enters in the evaluation of the zeroth 

moment is the second harmonic Tab. So (E6) is an exact equation. 

E.2) The First Moment 

Unlike the zeroth moment, for the first moment I'll use the expansion (E2) 

for I. Clearly, an exact expression for the first moment will involve third-order 

moments. The first moment is the product of (E1) with pa, integrated over all dn: 

To solve this equation, I assume that the magnitude of S ~ plo. This assumption 

is a valid start, but must be checked later for consistency. This assumption is 

consistent with the idea that the distribution I can be approximated by its first 

three spherical harmonics: the expansion of I in spherical harmonics is a convergent 

expansion. 

Recall that in §5.4, a single characteristic timescale t and a single char

acteristic lengthscale L were assumed to characterize D I I Dt (the Lorentz term 

excluded). These were related to the magnitude of the fluid velocity Ut = L. Thus 

Tit = (>-'IL)(mUlp). Since p is not restricted, one can only say Tit:::; ,\IL. 

With the assumption that S ~ plo, one may write: 
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Therefore a solution to the first moment equation correct to zeroth order in AlLis 

given by: 

(E7) 

The Lorentz term was omitted from the approximation because I do not wish to 

restrict its size. Also, the reason for the approximation in the first place is to turn 

the first moment from a differential equation in sa into an algebraic equation in 

sa; sa already enters algebraically in the Lorentz term. 

N ow take the terms in (E7) one at a time. Since odd moments vanish, the 

first two terms and the fifth term are zero. The third term yields: 

The acceleration term yields: 

The symmetry properties of €abc = -€bac are used to show that the Lorentz 

term yields: 

1 q Bd J a co! dr'l q Sb d --€bcd P P - ~G = --€abd B 
47f me Opb me 

Thus an approximate solution to the first moment, one that ignores terms 

of order AIL, is: 

(ES) 

It is clear from (E4) that S '" p!oAIL, validating the original assumption that 

s 4;:. p!o. 
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E.3) The Second Moment 

The second moment is the product of (E1) with papb, integrated over all 

dn. 

As in section E.2), the exact differential equation in nab can be turned into an 

approximate algebraic equation for nab' Since the Lorentz term involves no deriva-

tives, it is not necessary to assume any restriction on the size of this term. Assuming 

that nab ~ p2 fo + pS, the second moment may be approximated: 

1 Jab { 0 C 0 pC 0 [dUC d OUC] 0 } ( 3pc c) - p p - + U - + -- - m- + p - - fo + -S dn 
47r ot OXC m oxc dt ox d opc p2 

+ 1 q Be Jab d of dl1 _ nab 
- --€cde P P P - H - --
47r me opc T 

(E9) 

Now examine this integral term by term. 

The first two terms yield: 

The third term yields: 

The acceleration term yields: 

~ Jab dUc ~ (.. 3pc sc) dn 
47r ppm dt opc J 0 + p2 

_ mp3 [dua ~ (Sb) dUb ~ (sa) dUc ~ (SC)] dUc c 
- 5 dt op p2 + dt op p2 + dt op p2 8ab + m dt S 8ab 

The fifth term yields: 
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Finally, the Lorentz term yields: 

1 q Be Jab d 
8 i dO q ( II Be II Be) -4 -€cde P P P -8 ~G = - €dae bd + €dbe ad 

7r me P me 

In putting these terms together, they are found to contain the product of (p2/3)8a b 

with the zeroth moment, (E6), which sums to zero independently. In this way, the 

first and second terms, and pieces of the third, fourth, and fifth terms are lost. The 

pieces that are lost from the third, fourth and fifth terms constitute their trace; IIab 

is traceless. These pieces of the third, fourth, arid fifth terms that are subtracted out 

are: the divergence of the streaming flux, the acceleration term, and the adiabatic 

energy change term, respectively, of the zeroth moment (E6); all multiplied by 

(p2/3)8a b. With the trace subtracted out, the zeroth-order approximation to the 

second moment is: 

(E10) 

This approximation ignores terms of order A/ L smaller than the largest, 

and demonstrates that IIab « p2 io + pS, consistent with the original assumption. 

In fact, IIab '" (r/t)p2 io. 
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Appendix F 

The Cosmic-Ray Spectrum 

In this appendix, I want to introduce the reader to the central data set of 

cosmic-ray physics: the cosmic-ray spectrum. The plot in figure Fl is a flux versus 

kinetic energy per nucleon. The plot is for the environment outside the earth's 

magnetosphere. The 'kinetic energy per nucleon' recognizes the fact that cosmic 

rays are generally nuclei, and so a single cosmic ray particle may be composed of 

many nucleons. 

The spectrum is of the 'primary' cosmic radiation; as opposed to the 'sec

ondary' cosmic radiation, which is produced by primaries striking the earth's atmo

sphere. The primary cosmic radiation is dominated by protons; hence the consider

ation of only protons in the thesis. The next most abundant species is helium nuclei 

at about 7% of the proton abundance. The electron abundance is also in the few

percent range. All other heavy nuclei constitute about 1% of the proton abundance; 

it is noteworthy that the heavy nuclei abundance in the primary cosmic-radiation 

is enhanced relative to cosmic/solar neutral abundances for heavier nuclei. This is 

a key to unravelling the acceleration mechanism of cosmic rays: larger-mass par

ticles are accelerated preferentially. The photon (gamma ray) abundance is in the 

tenths-of-percent range. 

The quantity measured by spacecraft is a flux in units of number per area 

per time per solid-angle per energy, and is historically denoted dj / dT. The units in 

the spectrum are number per square meter per second per steradian per MeV per 

nucleon. The quantity appearing in the thesis is the distribution function io. The 



relation is 47l"p2 fo = dj / dT: 

47l"p2 fo = N/r 2drdn r dp 

= Nv/r2drdnr dE 

= N/r2dtdnr dE 

= N/r2dtdnr dT 
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The successive steps followed by using: dp/dE = l/v (Appendix B), v = dr/dt, 

dE/dp = dT/dp. The kinetic energy T == Jp2c2 + m0 2c4 - moc2. 

As the spectrum shows, beyond 1010 eV the spectrum is a powerlaw in 

kinetic energy. At these energies, T ~ pc so p2 fo ex p-2.6 => fo ex p-4.6. Beyond 

1015 eV the slope steepens somewhat. The origin of this steepening is unknown. 

The steepening is sometimes referred to as the 'knee'. 

Particles with energies in the powerlaw region below the knee are thought 

to be galactic in origin, being accelerated at supernova shockwaves (Drury, etal, 

1989). The acceleration mechanism is diffusive shock acceleration, and roughly 

accounts for the powerlaw. The limiting factor in the mechanism for diffusive shock 

acceleration is the time a particle can spend in the acceleration region. The lifetime 

of supernova remnants implies that supernovas can only accelerate particles up to 

the knee. 

The anomalous component is thought to arise from particles accelerated 

at the termination shock of the solar wind. The particles themselves are medium

weight interstellar neutrals that are singly ionized by solar ultraviolet radiation after 

they enter the heliosphere. Becoming charged, they are then picked up by the solar 
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wind and convected out to the termination shock where they are accelerated by the 

mechanism of diffusive shock acceleration. 

The low-energy turnup is attributed to the sun. These particles are pro

duced in various processes in the sun, or perhaps in corotating interaction regions 

in propagating heliospheric shock waves. Again, the mechanism is presumed to be 

diffusive shock acceleration. In fact, diffusive shock acceleration remains the only 

verified mechanism for accelerating particles. It has been verified in observations of 

the earth's bow shock. 

To account for the ultra-high energy particles beyond the knee, some work

ers have looked for a longer-lasting shock at which the mechanism of diffusive shock 

acceleration may move particles up to those enormous energies. One idea is to 

propose a termination shock around the galaxy, analogous to the solar termina

tion, driven by a galactic wind. Such a structure would have the size and lifespan 

necessary to feed particles into the energies beyond the knee. 

A major issue in determining the sources of the high-energy cosmic rays 

is how far from our galaxy they are accelerated. There are limits to the energy 

a particle can obtain set by the strength of whatever magnetic fields exist in the 

universe, and by the existence of the cosmic microwave background radiation. 

Greisen (1966) has considered the effect of the microwave background on 

cosmic rays. Interaction with the radiation field will cause cosmic rays to lose energy 

to pair production and pion production. The universe will be opaque to gamma 

rays above 1014 eV due to pair production from photon-photon interactions. Pair 

production will also start to depress the proton spectrum at about 1019 eV due 

to proton-photon interactions. However, this effect is small compared to energy 

losses due to pion production from proton-photon interactions. This effect should 

------- ----~--- -- ---
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produce a very sharp cutoff above 1020 eV. Evidently, the data is not yet unequivocal 

that this cutoff exists. The microwave background will induce photodisintegration 

of heavy ions above 1019 eV. For electrons, they are limited by inverse Compton 

scattering. 

If the source of high-energy cosmic rays is 'local', then these effects are 

negligible and particle energies may conceivably be much higher than 1020 eV. 

Stecker (1968) estimates that cosmic rays of all energies rr..ay reach us from distances 

of 10 Megaparsecs essentially unattenuated by photomeson production. 

If the high-energy cosmic rays are local, then they would only be limited 

by synchrotron radiation. The magnetic field strength is poorly constrained within 

the galaxy and essentially unknown outside the galaxy. Using a 'reasonable' value 

of 5x10-5 Gauss, I calculate that energies of 1019 eV are required for a proton 

to radiate 10% of its energy in 1017 seconds, the age of the universe. Electrons 

are much more susceptible to synchrotron radiation, because the fourth power of 

the rest mass enters the formula (Rybicki and Lightman, 1979). Only 106 eV are 

required for an electron to radiate 10% of its energy in 1017 sec·onds. 

The bottom line is that the highest-energy cosmic rays are likely protons. 

Their energy is unlimited if they originate locally both in time and space. The 

question of locality of origin may be constrained by resolving chemical composition 

of these particles, but such data does not exist yet. 
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fiGURE. F1 
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