
EVALUATION AND OPTIMIZATION OF IMAGE DISPLAYS 

by 

Ting-Lan Ji 

A Dissertation Submitted to the Faculty of the 

DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING 

In Partial Fulfillment of the Requirements 
For the Degree of 

DOCTOR OF PHILOSOPHY 
WITH A MAJOR IN ELECTRICAL ENGINEERING 

In the Graduate College 

THE UNIVERSITY OF ARIZONA 

1993 



INFORMATION TO USERS 

This m~uscript has been reproduced from the microfilm master. UMI 

films the text directly from the original or copy submitted. Thus, some 

thesis and dissertation copies are in typewriter face, while others may 

be from any type of computer printer. 

The quality of this reproduction is dependent upon the quality of the 

copy submitted. Broken or indistinct print, colored or poor quality 

illustrations and photographs, print bleedtbrough, substandard margins, 

and improper alignment can adversely affect reproduction. 

In the unlikely. event that the author did not send UMI a complete 

manuscript and there are missing pages, these will be noted. Also, if 
unauthorized copyright material had to be removed, a note will indicate 

the deletion. 

Oversize materials (e.g., maps, drawings, charts) are reproduced by 

sectioning the original, beginning at the upper left-hand comer and 

continuing from left to right in equal sections with small overlaps. Each 

original is also photographed in one exposure and is included in 

reduced form at the back of the book. 

Photographs included in the original manuscript have been reproduced 

xerographically in this copy. Higher quality 6" x 9" black and white 

photographic prints are available for any photographs or illustrations 

appearing in this copy for an additional charge. Contact UMI directly 

to order. 

U-M-I 
University Microfilms International 

A Bell & Howell Information Company 
300 North Zeeb Road. Ann Arbor. M148106-1346 USA 

313/761-4700 800/521-0600 





Order Number 9410669 

Evaluation and optimization of image displays 

Ji, Ting-Lan, Ph.D. 

The University of Arizona, 1993 

U·M·I 
300 N. Zeeb Rd. 
Ann Arbor, MI 48106 





EVALUATION AND OPTIMIZATION OF IMAGE DISPLAYS 

by 

Ting-Lan Ji 

A Dissertation Submitted to the Faculty of the 

DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING 

In Partial Fulfillment of the Requirements 
For the Degree of 

DOCTOR OF PHILOSOPHY 
WITH A MAJOR IN ELECTRICAL ENGINEERING 

In the Graduate College 

THE UNIVERSITY OF ARIZONA 

1993 



THE UNIVERSITY OF ARIZONA 
GRADUATE COLLEGE 

As members of the Final Examination Committee, we certify that we have 

2 

read the dissertation prepared by _______ T_in_g_-_L_a_n __ J_i ______________________ _ 

entitled Evaluation and Optimization of Image Displays 

and recommend that it be accepted as fulfilling the dissertation 

requirement for. the Degree of Doctor of Philosophy 

~~ lfurK.SU~ Date 

Date 

Robm N. StrIckland Date 

Date 

Date 

Final approval and acceptance of this dissertation is contingent upon 
the candidate's submission of the final copy of the dissertation to the 
Graduate College. 

I hereby certify that I have read this dissertation prepared under my 
direction and recommend that it be accepted as fulfilling the dissertation 

requirement. ~~ 

Dissertat ion iJheCtO~ur K. Sundareshan Date 



3 

STATEMENT BY AUTHOR 

This dissertation has been submitted in partial fulfillment of requirements for an 
advanced degree at The University of Arizona and is deposited in the University Library 
to be made available to borrowers under rules of the Library. 

Brief quotations from this dissertation are allowable without special permission, 
provided the accurate acknowledgement of source is made. Requests for permission for 
extended quotation from or reproduction of this manuscript in whole or in part may be 
granted by the head of the major department or the dean of the Graduate College when 
in his or her judgement the proposed use of the material is in the interests of scholarship. 
In all other instances, however, permission must be obtained from the author. 

SIGNED: /~~ 



4 

ACKNOWLEDGEMENTS 

My deep appreciation and thanks are expressed to my advisor, Dr. Malur K. 

Sundareshan, for his insight, guidance, and patience during the research and writing of 

this dissertation. I am very grateful to Dr. Hans Roehrig, as my minor advisor, for his 

constant direction, and encouragement over the years I have spent in the Radiology 

Research Laboratory. 

I would like to thank Dr. Hartwig Blume of the Philips Medical Systems for his 

encouragement and valuable suggestions. I am also indebted to Mr. Marvin (Mike) 

Arthur for his help during the research with electronics, mechanics, and trouble-shouting, 

etc. 

I am very thankful to my wife, Haixiu and my parents for their continual support 

and love. They have been a source of enthusiasm and strength throughout my graduate 

years in the University of Arizona. 

This work has been supported by a grant for "Development and Characterization 

of a Viewing Console" (Grant No. CA 49261) from The National Institute of Health. 



5 

TABLE OF CONTENTS 

LIST OF FIGURES .................................. 7 

LIST OF TABLES ................................... 10 

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11 

1. INTRODUCTION ................................... 13 

1.1 Image Display Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14 
1.2 Evaluation of Image Display Devices ................... 19 

1.2.1 Physical evaluation .......................... 20 
1.2.2 Psychophysical evaluation ...................... 21 

1.3 Optimization of Display Function ...................... 23 
1.4 Image Contrast Enhancement . . . . . . . . . . . . . . . . . . . . . . . . 26 
1.5 Overview of the Dissertation ........................ 29 

2. PHYSICAL EVALUATION OF Il\fAGE DISPLAYS ............ 32 

2.1 Introduction ................................... 32 
2.2 Display Function ................................ 32 
2.3 Physical Dynamic Range ........................... 38 
2.4 Internal Light Scatter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39 
2.5 Spatial Resolution ............................... 40 
2.6 Noise Characteristics ............................. 46 
2.7 Contrast Transfer Factor and Luminance Uniformity .......... 54 
2.8 Summary .................................... 55 

3. PSYCHOPHYSICAL EVALUATION OF IMAGE DISPLAYS ...... 58 

3.1 Introduction ................................... 58 
3.2 Human Visual System ............................ 59 
3.3 Threshold Contrast and Just-Noticeable-Difference (JND) ....... 61 
3.4 Visual Response Function and Perceived Dynamic Range (PDR) .. 70 
3.5 Summary.................................... 79 



6 

TABLE OF CONTENTS - Continued 

4. CORRELATION BETWEEN PHYSICAL AND 
PSYCHOPHYSICAL EVALUATIONS ..................... 80 

4.1 Introduction................................... 80 
4.2 Effect of Display Device Noise on the Threshold Contrast ...... 85 
4.3 Dependence of PDR on Physical Parameters ............... 94 
4.4 Summary.................................... 97 

5. OPTIMIZATION OF THE DISPLAY FUNCTION 
OF IMAGE DISPLAYS ............................... 99 

5.1 Introduction ................................... 99 
5.2 Some Concepts from Information Theory ................ 101 
5.3 Optimizing the Display Function Based on 

Human Visual Response .......................... 104 
5.4 Experimental Results ............................ 111 
5.5 Discussion ................................... 116 
5.6 Summary ................................... 122 

6. ADAPTIVE IMAGE CONTRAST ENHANCEMENT 
BASED ON HUMAN VISUAL PROPERTIES ............... 124 

6.1 Introduction .................................. 124 
6.2 JNO-Guided Adaptive Contrast Enhancement (JGACE) ....... 136 

6.2.1 Low-pass filtering . . . . . . . . . . . . . . . . . . . . . . . . . . 138 
6.2.2 Separating detail and smooth regions .............. 140 
6.2.3 Determination of local spatial frequency and contrast .... 145 
6.2.4 Determination of local contrast gain ............... 147 
6.2.5 The transformation Fl·] ...................... 148 

6.3 Results and Comparison with Other Algorithms ............ 149 
6.4 Discussion ................................... 157 
6.5 Summary ................................... 162 

7. CONCLUSIONS ................................... 164 

7.1 Contributions of This Dissertation .................... 164 
7.2 Suggestions for Future Investigation ................... 167 

REFERENCES .................................... 170 



7 

LIST OF FIGURES 

Figure Page 

1.1 Schematic of Cathode Ray Tube (CRT) ...................... 17 

1.2 A typical H&D curve for conventional fllm . . . . . . . . . . . . . . . . . . . . 24 

2.1 Display functions of (a) a CRT and (b) a laser film printer .......... 34 

2.2 Photograph of the SMPTE pattern ......................... 36 

2.3 The ideal and the actual (for SMPTE pattern) display functions of a CRT . 37 

2.4 Comparison of internal scatter for two CRT monitors .............. 41 

2.5 A two-stage model of CRT display system .................... 44 

2.6 MTFs of a CRT and a laser fllm printer ...................... 47 

2.7 Schematic for the measurement of display device noise ............. 50 

2.8 (a) The spatial noise power spectrum of a CRT, (b) the temporal 
noise power spectrum of the same CRT ....... . . . . . . . . . . . . . . . 52 

2.9 (a) Spatial and (b) temporal SNR per pixel for two CRTs ........... 53 

3.1 (a) Contrast sensitivity function and (b) its reciprocal 
at various luminance levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60 

3.2 A typical threshold contrast curve (Weber-Fechner relationship) ........ 63 

3.3 Measured threshold contrast for two CRTs as a function of background 
luminance for detection of a square object of 0.3 degree of arc, compared 
with the Blackwell's data ............................... 64 

3.4 Illustration of the visual response function S = h(L) ............... 72 

3.5 Normalized visual response functions hN(L) for different values 
of p with other parameters fixed . . . . . . . . . . . . . . . . . . . . . . . . . . . 73 

3.6 Normalized visual response functions hN(L) for different values 
of Co with other parameters fixed . . . . . . . . . . . . . . . . . . . . . . . . . . 74 



8 

LIST OF FIGURES - Continued 

3.7 Normalized visual response functions hN(L) for different values 
of m with other parameters fIxed .......................... 75 

3.8 Normalized visual response functions hN(L) for different values 
of La with other parameters fIxed . . . . . . . . . . . . . . . . . . . . . . . . . . 76 

4.1 Probability of detection as a function of displayed signal-to-noise ratio ... 84 

4.2 Threshold contrast as a function of the side length (in pixels) 
of a square object with background luminance as a parameter, 
measured for two CRTs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89 

4.3 Threshold contrast as a function of SNl\ for two different object sizes ... 90 

4.4 The measured S~ of a CRT as a function of the background 
luminance ........................................ 91 

4.5 The measured threshold contrast of the same CRT in Fig. 4.4 plotted 
as a function the background luminance for a square object of 
15 x 15 pixels ..................................... 92 

4.6 The perceived dynamic range (PDR) as a function of the physical 
dynamic range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96 

5.1 The same digital image displayed with three different display 
functions .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100 

5.2 Display/Human observer system .......................... 105 

5.3 The original and the optimum display functions of a CRT .......... 110 

5.4 Typical receiver operating characteristic (ROC) curves . . . . . . . . . . . . 113 

5.5 The original and the optimum display functions of the CRT used 
in the ROC study described in §5.4 ........................ 115 

5.6 ROC curves for diagnosing thorax radiographs when presented on 
a CRT operated with either the original or the optimum display 
function given in Fig. 5.5 .............................. 117 



9 

LIST OF FIGURES - Continued 

6.1 lliustration of linear contrast stretch ........................ 126 

6.2 (a) The histogram of a chest image and its clipped version, 
(b) The input-to-output transformation (look-up table) derived 
from the original histogram and its clipped version given in (a) . . . . . . . 134 

6.3 A schematic diagram of JGACE algorithm ................... 139 

6.4 The dependence of low-pass filtered background image on the filter's 
window size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141 

6.5(a) The distribution of regional gradient means of an image ........... 143 

6.5(b) Another example of the distribution of regional gradient means ....... 144 

6.6 Comparison of five different contrast enhancement algorithms 
for a test image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151 

6.7 A cross profile along the middle of the test image: the original 
image (a), the image processed by a global histogram equalization (b), 
by the modified LRM (c), by the multichannel filtering (d), 
by CLAHE (e), and by JGACE (f) ........................ 152 

6.8 Comparison of five different contrast enhancement algorithms 
for a chest image ................................... 154 

6.9 A cross profile along the middle of the chest image (through the 
rectangle): the original image (a), the image processed by a global 
histogram equalization (b), by the modified LRM (c), by the multi-
channel filtering (d), by CLAHE (e), and by JGACE (f) . . . . . . . . . . . 155 

6.10 The increase of spatial activity varies as a function of the original 
spatial activity of the test image in Fig 6.6(a) for five different 
algorithms: (a) a global histogram equalization, (b) the multichannel 
filtering, (c) the modified LRM, (d) CLAHE, (e) JGACE . . . . . . . . . . 159 



10 

LIST OF TABLES 

Table Page 

2.1 Comparison of CRT monitors ............................ 57 

5.1 Mean adequacy ratings of spatial and contrast resolutions .......... 116 

6.1 Comparison of computing time (minutes) for JGACE and CLARE ..... 156 



11 

ABSTRACT 

This dissertation presents procedures for systematic and quantitative evaluations 

of both physical and psychophysical performance of image display devices. A 

mathematical expression for the visual luminance response function is derived, which 

permits developing an optimum display function for display devices. Direct quantitative 

relations between the physical and the psychophysical parameters are established. It is 

concluded that in the present state of modern CRTs, the spatial noise due to phosphor 

granularity offers the major limit to the contrast resolution, and that trying to decrease 

the spatial noise of a CRT is a more effective approach to increase the perceived dynamic 

range of the CRT among other considerations. 

A systematic procedure is developed to optimize the display function such that the 

contrast information transfer through the display device/human vision system is 

maximized. The presently derived result indicates that the optimum display function is 

the inverse of the scaled visual response function determined from the Just-Noticeable

Difference (JND) curve, and is independent of the object size and the noise level (RMS) 

of the display device. The optimum display function perceptually linearizes the display 

device in that equal changes in grey level produce changes in luminance that are 

perceptually equal throughout the entire dynamic range of the display device. 

This dissertation also presents a novel adaptive contrast enhancement algorithm, 

called JND-Guided Adaptive Contrast Enhancement (JGACE), to compensate for the 

limited contrast capability of display devices and to improve the quality of image display. 
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Existing methods for image contrast enhancement focus entirely on the properties of the 

image to be processed without consideration of the human visual characteristics. The 

presented algorithm quantitatively achieves an adequate amount of contrast enhancement 

in terms of the human visual JNDs, and effectively eliminates two common drawbacks 

of many existing contrast enhancement techniques: ringing artifacts around sharp edges 

and enhancement of background noise. JGACE can be applied to a variety of images and 

provides a superior performance compared to previously available techniques. In 

particular, it offers considerable benefits in digital radiography applications where the 

objective is to increase the diagnostic utility of images. 



CHAPTER 1 

INTRODUCTION 
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Advances in modern digital imaging techniques and computer systems have 

brought about revolutionary changes in diagnostic medicine. Digital radiography, 

computed tomography (CT) , magnetic resonance imaging (MRI) and diagnostic 

ultrasound etc. have all developed rapidly in the past few decades [1], [2]. Today, 

medical imaging has become the major method for almost all ldnds of diagnoses. 

Compared with other applications, it is also medical imaging that puts the most 

challenging demands on imaging tasks, such as image acquisition, image storage, image 

processing and image display. In chest radiography, for instance, the resolvable pixel 

size is usually required to be as small as 0.2 mm with a typical image dimension of 14" 

X 17", which requires about 1778 X 2159 resolvable pixels per image, while digital 

mammography may demand even higher spatial resolution up to 3556 X 4318 pixels per 

image for the same image size [3]. The requirement for grey scale resolution is also 

high. It has been estimated that at least 10 bits per pixel in grey scale are needed for 

chest radiographs and as high as 12 bits per pixel may be needed for digital 

mammography to record small differences in image intensity [3]. 

Compared with other subsystems, the image display system has been considered 

a bottleneck of medical imaging systems, since the capability of imaging devices in 

collecting information is now much better than the capability of image display devices 

in conveying the collected information to the observer. Clearly, any improvement in the 
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performance of the image display system is one of the key factors for the improvement 

in the overall performance of the whole medical imaging system. To this end, the 

investigations reported in this dissertation will be directed to the subject of systematic and 

quantitative evaluations of image display devices and optimization of image displays, with 

particular emphasis on image display for medical images. 

1.1 Image Display Devices 

Image display devices can generally be divided into two categories: "hardcopy" 

and "softcopyll. The former is a film-based display, for example, a laser film printer 

(writer), which generates a permanent copy of image (film). The latter is an electronic 

display, such as the cathode-ray tube (CRT) display, the plasma display, the light

emitting diode display (LED) and the liquid-crystal display (LCD). A displayed image 

can be electronically removed or changed with a softcopy display device. Among all the 

various electronic displays mentioned above, the CRT is the dominant display device so 

far for visual information, especially pictorial information, because the CRT is at present 

superior to other electronic displays in some important aspects: fast response 

(bandwidth), high resolution, high brightness, high versatility and reliability, low cost 

and long life [4]. Hence, the CRT has almost become the exclusive softcopy display 

device used in medical applications. In medical imaging, acquired digital images can be 

either recorded on the film by a laser film printer and then observed by hanging the film 

in front of a light-box (known as a viewing box), or directly displayed on a high-



15 

resolution CRT monitor. 

The laser ftlm printer utilizes special films that are sensitive to the wavelength of 

a laser. The digital value (or, grey level) of each pixel in a digital image is converted 

into the intensity of the laser beam that exposes a single spot on the ftlm. Since the laser 

beam can be made very narrow and well aligned, the pixel size on the ftlm can be very 

small. The laser written film is then developed normally and is displayed in front of the 

viewing box. One such laser printer, which is equipped in the radiology research 

laboratory at the University of Arizona, is the Ektascan laser printer manufactured by the 

Eastman Kodak company of Rochester, New York. This laser film printer prints a 

digital image onto a 1411 x 1711 film with a fixed pixel size of 0.08 mm and allows a 

maximum digital image size of 4084 x 4987 pixels and 4096 grey levels (12 bits). For 

smaller digital image sizes, the Ektascan laser printer can replicate or interpolate digital 

pixels (upon request) to achieve a desired physical dimension on film. The viewing box 

consists of fluorescent tubes mounted behind a white plastic faceplate. The faceplate is 

coated to diffuse the light so that the entire panel is uniformly illuminated. The 

luminance level of the viewing box is typically about 500 fL. Hence, for a film of 

density 1. 0, the luminance transmitted is about 50 fL because of the logarithmic relation 

between the film density and transmission. It is typical for a x-ray film to have a density 

range from about 0.2 to 3.2 [2]. Equivalently, the achievable luminance dynamic range 

(defined as the ratio of the maximum to minimum luminance levels) is 1000 : 1. 

A CRT monitor consists of a cathode-ray tube, horizontal and vertical deflection 

systems and a video amplifier system. The CRT monitors used for displaying medical 
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images are usually monochrome. A schematic of a typical CRT is shown in Fig. 1.1. 

The operation of the CRT can be briefly described as follows: The cathode, as the 

electron source, is heated and emits electrons that are focused by the electron gun to 

form the electron beam. The electron beam is scanned over the CRT's screen in a raster 

pattern of parallel lines by means of the deflection yoke when the proper potentials are 

applied to the CRT. The information to be displayed -- that is, the video signals -- are 

applied to the electron-beam current-controlling electrode of the electron gun in order to 

modulate the intensity of the electron beam in synchronization with the deflection signals. 

The phosphor screen of the CRT is made of glass and has a phosphor material deposited 

on it that emits visible photons when struck by the electron beam. By this means, the 

CRT screen provides a two-dimensional visual display which corresponds to the serial 

electrical information contained in the electron beam. To maintain the illusion of a 

continuous light output to the human eye, the electron beam has to be scanned repeatedly 

with a refresh rate fast enough (usually above 70 frames per second) to avoid the 

sensation of flicker in the human eye. 

As a part of the CRT display system, an image memory board, called display 

buffer, is needed, which is normally dual-ported so that it can be written to by the 

computer and read by the CRT monitor. The digital image to be displayed is stored in 

the monitor's display buffer. The dimension of the pixel matrix and the number of grey 

levels that can be displayed on the CRT's screen are determined by the size of the 

display buffer. The grey level of each pixel is converted by a digital-to-analog (DI A) 

converter into the analog video signal to drive the electron beam. Presently, all 
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commercially available display buffers use DI A converters with quantization of 8 bits 

(2 8 = 256 grey levels). 

The relation between the electron beam current ib and the voltage of the video 

signal V can often be approximated by a power law [5]: 

(1.1) 

where Cl and 'Y are constants. Typical values of'Y are about 2 to 3. Since the luminance 

of the phosphor is linearly proportional to the electron beam current, the relation between 

the output luminance and the input grey level also follows the same power function. The 

number of pixels addressable in a CRT monitor is primarily limited by the electronic 

bandwidth Il! of the video amplifier, which can be described by [6] 

(1.2) 

where Np is the total number of pixels, and fr is the frame rate (the number of image 

frames per second). The state-of-the-art CRT display systems have already achieved a 

matrix size of 2560 x 2048 pixels with a frame rate of 72 Hz, which requires a very 

high bandwidth of about 680 MHz according to (1.2). 

The CRT monitor usually has two controls: contrast and brightness. The contrast 

control actually varies the gain of the video amplifier, while the brightness control adjusts 

an offset in electron beam intensity. These controls can be used to adjust the grey scale 

rendition of the CRT. 

The hardcopy displays have advantages over the softcopy displays in higher 

spatial resolution, finer grey scale quantization, larger dynamic range and higher 
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brightness (with a luminance level of about 500 fL for a typical viewing box). The 

biggest disadvantage of the hardcopy display devices is the lack of flexibility as compared 

to the softcopy displays. With the softcopy display, the digital images can be stored on 

computer disks, transmitted across large distances, and can be easily manipulated 

(processed) and then redisplayed. Hence, the softcopy display is particularly useful in 

modem teleradiology and Picture Archiving and Communication Systems (PACS). 

1.2 Evaluation of Image Display Devices 

Everybody knows a "good" display device is better than a "bad" one. But what 

does "good" mean? There must be some parameters that describe the quality of 

performance of a display device so that we can evaluate them. It would be ideal if one 

single number, a figure of merit, could be found that completely characterized the 

performance of the display device. Such a number could then be used to compare the 

performance of different display devices. Unfortunately, this is not the case. The 

display device is a complex system and there are so many factors influencing the 

performance that no one single number can completely characterize anyone display 

device. Researchers have tried to evaluate image display devices with many parameters. 

Although cost, volume, reliability, etc. are also important factors for the display device, 

for performance evaluation attention will be focused on those parameters that are more 

related to the displayed image quality, such as display function, dynamic range, spatial 

and contrast resolutions, and noise characteristics, etc. 



20 

1.2.1 Physical evaluation 

Brightness, contrast and spatial resolution are probably the most often mentioned 

parameters for a display device. However, these terms are often imprecise and may 

result in some confusion in interpretation. For example, when people say "brightness", 

most likely they actually mean "luminance". Brightness is a subjective impression of the 

human eye, which is not a measurable quantity, while luminance is a measurable quantity 

which is defined as the luminous intensity per area projected in a given direction. Its SI 

unit is candela per square meter (cd/m2). Another commonly used unit is footlambert 

(fL). Luminance most closely corresponds to brightness and is measured with a 

photometer. Contrast of a display device is often used to mean the displayed maximum

to-minimum luminance ratio, which is actually the luminance dynamic range. The bit 

depth (the number of bits) of the grey scale is sometimes quoted as the contrast 

resolution. But this number only tells us how fine the quantization of the driving signal 

is. The real contrast resolution must take into account the effect of noise of the display 

device, because it is the noise that really determines the smallest contrast the observer 

can see. Spatial resolution in some context is used to mean the number of pixels per unit 

display dimension [4]. Sometimes, the limiting resolution is used which is simply the 

spatial frequency (in the unit of line pairs per unit length) at which the observer can just 

barely discriminate the black and white bars of the image [4], [7]. In the TV industry, 

the TV lines per picture width (or height) is often used to describe the spatial resolution 

[7]. In recent years, the Modulation Transfer Function (MTF) has gained a strong 

popUlarity in describing spatial resolution, as it completely characterizes the spatial 
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frequency response of a display system and has a good correlation with the quality of 

displayed images [8]-[12]. 

A literature survey has revealed that very few investigations have been conducted 

on complete, systematic and quantitative evaluations of the physical parameters of 

modern, high-performance display systems. On the other hand, the applications of high

performance display systems, especially in medical imaging area, make it necessary to 

attempt maximizing the potential capabilities of a given display system. It is impossible 

to accomplish this objective without a systematic and quantitative characterization and 

evaluation of the physical parameters of the display system. 

1.2.2 Psychophysical evaluation 

The purpose of displaying an image is for observers to extract the visual 

information from the image. It is therefore reasonable to regard the display device and 

the human visual system as one combined system. We not only need to know the 

physical parameters of the display system as they are more objective, but also have to 

figure out how the observer's perception of the displayed image is affected by these 

physical parameters and their changes. 

Threshold contrast is probably the most important psychophysical quantity that 

is closely related to both the physical characteristics of the display device and the human 

visual response. Any complex image can be decomposed into many simple objects of 

various contrasts, such as squares, rectangles, circular disks, and bar patterns, along with 

a spatially slowly-varying background. Many efforts have been directed to investigate 
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how the human visual system responds to these simple stimuli, particularly in the 

threshold detection situations. Almost a half century ago, Blackwell [13] performed a 

classic experiment for determining the threshold contrast in detection of a small circular 

disk surrounded by a uniform background as a function of the size of the disk and the 

background luminance. His experimental results verify that for a fixed object size, the 

threshold contrast decreases with background luminance, following 1ILO.5 relation, at low 

background luminance levels, and then remains constant when background luminance 

becomes sufficiently high. This threshold contrast vs. background luminance behavior 

is referred to as the Weber-Fechner relationship [14]. The threshold detection of 

periodic signals, such as sine-wave or square-wave patterns, is characterized by contrast 

sensitivity which is the reciprocal of the threshold contrast as a function of the spatial 

frequency of the grating pattern. This threshold contrast is also dependent on the 

background luminance. The concept of the Just-Noticeable-Difference (JND) is directly 

related to the threshold contrast (Cr) by CT = JNDILb , where 4 is the background 

luminance. Thus, JND is the smallest luminance difference the human observer can 

detect when an object of a certain size is displayed at a certain background luminance 

level. JND is a more important parameter for determination of the true dynamic range 

of a display device. Pizer and Chan [15] have proposed that the perceived dynamic 

range is given by the number of JNDs within the luminance range of a display device. 

The detection of a small contrast was widely considered to be dependent on the 

displayed signal-to-noise ratio. de Vries [16] and Rose [17] first suggested that the 

photon noise was the limiting factor which determines the detectability of signals in low 
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light levels. The model proposed by Rose predicts that the threshold contrast is 

proportional to the square-root of the photon fluence and inversely proportional to the 

square-root of the object size. This prediction agrees with Blackwell's results over a 

limited range. At high luminance levels, however, the Rose model is no longer valid 

because the limiting noise source is changed from photon noise to the internal neural 

noise of the human visual system. It is of great interest to investigate if the Rose model 

can be modified or extended to predict the threshold contrast in the case of displaying 

objects on a CRT where the limiting noise is not the photon noise but the phosphor 

granularity . 

1.3 Optimization of Display Function 

It is well mown to those who are familiar with photography that the quality of 

picture is greatly dependent 011 the film's gradation curve, often called the Hurter-

Driffield (H&D) curve [18]. Typically, the H&D curve has a sigmoidal shape, as shown 

in Fig. 1.2. In the region where the curve is nearly a straight line, the relation between 

the optical density D and the relative exposure E is approximately given by 

E 
D = 'YloglO

Eo 
(1.3) 

where 'Y is the slope of the curve and controls the contrast of the picture, and EO is a 

reference exposure. The grey scale of the picture (here we only discuss monochrome 

film) is completely determined by the H&D curve. This input-to-output relationship of 



3.0 

o 
~2.0 

£ 
(f) 

c 
Q) 

o 
1.0 

~ 
Shoulder 

Slope = 'Y 

Toe 

0.0 -h-n-rn-rn-rrrrr+rrrrrrrrrrrrrrrrrrrrrr,.,..,..,.,..,..,.,..,..,.,..,..,.,..,..-r-I 
0.0 0.5 1.0 1.5 2.0 2.5 

log (relative exposure E) 

Fig. 1.2 A typical H&D curve for conventional film 

24 



25 

the film is referred to as the characteristic curve or display function. In photography, 

the adjustment of the display function is most likely to make the picture more pleasant 

to view for aesthetic or artistic purposes. Whereas in me.dical imaging, it is desired to 

have the best display function for a display device in order to provide the observer with 

the maximum amount of information out of the displayed image. For softcopy display 

systems, it is very easy to manipulate the display function interactively with commonly 

available contrast and brightness controls, or windowing and leveling software facilities. 

It seems that such approaches of interactive examination of the image can allow the 

observer to extract all the relevant information and therefore the optimization of display 

function is unnecessary. While it is probably true that the interactive manipulation of the 

image display is quite effective, it does depend strongly on how efficiently the observer 

uses the display facilities and it may be a time-consuming process. In a clinical 

environment, it is highly likely that the above manual procedure will be inefficient and 

non-repeatable. There are other problems with this kind of arbitrary manipulation of the 

display function. When an image is displayed on a CRT, the grey scale, and hence the 

appearance of the image, may be changed from one observer to another and from time 

to time due to the inappropriate interactive manipulation. Since the display function 

varies from monitor to monitor, the grey scale of the same image will look different 

when displayed on different monitors. Hence, when transferring an image with grey 

scale satisfactorily presented on the CRT display of a work-station to another softcopy 

display, the rendition of grey scale on the second monitor may not be satisfactory. In 

addition, radiologists have long been used to viewing conventional films to make their 
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primary diagnosis. In digital radiology, when an image is displayed on a CRT monitor, 

even with a film-like gradation curve, the grey scale rendition is not automatically the 

same as seen on f11m. These problems have contributed to reservations held by many 

radiologists about working with softcopy displays. These problems exist largely because 

display systems (CRTs and laser film printers) do not have a mathematically defined 

standard display function. Such a standard must be established with consideration of the 

human visual response to the displayed luminance. The concept of perceptually 

linearizing display devices has been proposed by many researchers in the past [19]-[22]. 

Perceptual linearization produces a display function such that any equal changes in 

driving signal (grey levels) result in changes in luminance that are perceptually equal. 

Perceptual linearization has also been utilized either directly or indirectly for defining 

quantization coefficients in lossy data compression [23] and for determining the minimum 

digitization resolution without generating visible digitization contour artifacts [14], [24]. 

It is of great interest to investigate whether the perceptually linearized display function 

is the optimum display function for contrast information transfer for display devices and 

to determine the nature of a mathematical expression for the optimum display function. 

1.4 Image Contrast Enhancement 

Even with the optimum display function, the contrast capability of softcopy 

displays may still be insufficient to present some low-contrast subtle details in the image. 

However, one of the advantages with the softcopy displays is that image processing can 
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be applied to the original image before displaying it. Among the techniques used in 

image processing, contrast enhancement improves the appearance of the image, allowing 

observers to see more information from that image. This is particularly important in 

digital radiography applications where abnormal structures on radiographs are often 

presented by sma11luminance differences caused by small differences in the x-ray path 

attenuation and in object thickness. In addition, current softcopy display systems are 

incapable of displaying as many different discernible levels of luminance as can be 

recorded in a digital image. The contrast dynamic range of CRTs is also not as adequate 

as in laser printed films. These factors are very likely to cause some subtle, but 

probably crucial, contrast information loss when a digital image is displayed on a CRT 

monitor. The diagnostic accuracy can be reduced due to the poor contrast in the 

displayed image. Contrast enhancement is clearly one way to compensate for the 

decrease of contrast in the displayed image. 

Numerous contrast enhancement methods exist, ranging from the simplest linear 

contrast stretch (sometimes called windowing and leveling) to some very sophisticated 

adaptive enhancement techniques [25], [26]. They can be generally classified into two 

categories: global techniques and adaptive techniques. In general, for global methods 

one transformation is applied to all the pixels of the input image, while adaptive contrast 

enhancement involves a mapping of the form 

lo(x,y) = f[l(x,y), Oo(x,y)] (1.4) 

where l(x,y) is the original image, Io(x,y) is the output image and 0o(x,y) represents 

some local characteristics within the neighborhood {} around the location (x,y). Hence, 
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the mapping f changes adaptively with the local characteristics of the image. Global 

methods may work well for some images. However, in the real world there are more 

complex situations where an image may have sufficient global contrast with considerable 

low-contrast local details, or the contrast is poor in some parts of the image but adequate 

in other parts of the image. For instance, chest images typically show a very large 

contrast between different anatomical regions such as the heart and lungs, whereas the 

contrast of detail structures is de-emphasized. In these cases, adaptive techniques usually 

provide a better performance than the global ones. Evidently, adaptive contrast 

enhancement algorithms are usually more complex and need more computations. 

Examination of several existing techniques reveals some common problems in 

contrast enhancement. First, it is not clear how much enhancement is adequate at each 

location of the image. It is likely for a processed image to have some regions where the 

local contrast is already too much, but have other regions where the local contrast is still 

not enough for observers to see the details. Secondly, the over-enhancement of noise is 

distracting, especially in relatively homogeneous regions of the image, which is partly 

related to the first problem because it is difficult to know a priori where the contrast 

needs to be enhanced and the amount of enhancement. Finally, ringing artifacts 

commonly appear around the sharp transitions of the image. Since all these problems 

are related to the perceptual effects of the displayed image, it may be beneficial to design 

an adaptive contrast enhancement algorithm based on some pertinent human visual 

properties, such as JNDs. Besides, such an adaptive contrast enhancement may be 

combined with utilizing the optimum display functions of the display device to allow the 
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observer to detect as much contrast information as possible. 

1.S Overview of the dissertation 

This dissertation consists of seven chapters. The first chapter is an introduction 

to the whole dissertation, which contains an outline of the problems of interest, a brief 

review of the investigations conducted in the discussed field, and the organization and 

contributions of the dissertation. 

Chapter 2 presents a systematic and quantitative evaluation of the physical 

performance of image display devices. The emphasis is placed on those physical 

parameters that greatly affect the quality of image displayed by the display device. Each 

parameter is carefully defined, and its importance is discussed in great detail. The 

techniques for measurement of these parameters are described, and some measured 

results are presented to give a quantitative comparison of different display devices. 

Since the human observer is the final receiver of the displayed information 

contained in an image, a complete evaluation of image display system must consider the 

response of the human vision system. Chapter 3, beginning with a brief review of the 

human visual system, describes psychophysical evaluation of image displays. The 

important perceptual characteristics associated with display devices, which include the 

threshold contrast, just-noticeable-difference (IND) and perceived dynamic range (PDR) , 

are introduced. A mathematical curve fitting to the threshold contrast is proposed, and 

the important visual response function, which represents the relation between the 
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perceived brightness and the displayed luminance, is then derived from the proposed 

fitting function of the threshold contrast. 

In Chapter 4, an analytical relationship between the physical noise characteristics 

and the psychophysical performance parameter -- threshold contrast -- is established by 

extension of the Rose model. Experiments that have been conducted to confirm this 

relationship are described. Other correlations between the physical and the 

psychophysical performances of the display device are also discussed. 

Chapter 5 describes how to optimize the display function of image display devices 

in order to maximize the contrast information transfer through the display device/human 

vision system. The optimum display function is derived from the visual response 

function, and will perceptually linearize the display device. Psychophysical experiments 

are carried out to show that the optimum display function is generally superior to the 

original display function for displaying images. The effects of several physical 

parameters on the optimum display function are investigated as well. 

Because of a large compression in dynamic range from the stored digital image 

to the displayed image by a CRT monitor, some subtle, but probably crucial, contrast 

information will be lost if nothing is done before displaying the image. It is also likely 

that the contrast of some abnormalities in the original image is already below the visual 

threshold due to the very small differences between the objects and their surroundings 

and/or poor imaging conditions. In both cases, contrast enhancement will be needed to 

compensate for the decrease of contrast in the displayed image. In Chapter 6, a novel 

adaptive contrast enhancement algorithm, called JND-Guided Adaptive Contrast 
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Enhancement (JGACE), is developed based on the basic human visual properties. The 

new algorithm is designed to provide a perceptually adequate contrast to all local details 

of the image when the original image is processed by JGACE and then displayed with 

the optimum display function. 

Finally, Chapter 7 summarizes the results and conclusions of the investigations 

reported in this dissertation and also provides some suggestions for possible further 

investigations. 

The major contributions of this dissertation are the following: 

(1) Procedures for systematic and quantitative evaluations of both physical and 

psychophysical performance of image display devices are presented. 

(2) A systematic procedure is developed for optimization of the display function for 

image display devices in order to maximize the contrast information transfer 

through display device/human vision systems. 

(3) A novel adaptive image contrast enhancement technique which is based on the 

basic human visual properties is developed to compensate for the limited contrast 

displaying capability of display devices and to improve the quality of image 

display. 
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CHAPTER 2 

PHYSICAL EVALUATION OF IMAGE DISPLAYS 

2.1 Introduction 

A systematic and quantitative evaluation of the physical parameters of an image 

display device is clearly important for users to judge the image quality of the display 

device, compare different display devices objectively, and be able to extract the optimum 

performance from the specific display device. Some of the important physical parameters 

which determine the overall image quality of a display device are the display function, 

absolute luminance, physical dynamic range, internal light scatter, spatial resolution, 

noise characteristics, contrast transfer factor, and luminance uniformity. In the following 

sections, these parameters will be defined and analyzed in detail and how to evaluate 

them will also be described. The detailed procedures and methods for the measurement 

of these characteristics will not be presented here because they are too long to contain 

in this dissertation. They can, however, be found in other technical reports and 

publications [27]-[34]. 

2.2 Display Function 

The display function is also called the characteristic function which represents the 

input-to-output relationship of an image display system. For CRT monitors, it is defined 
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as the relation of the input grey level to the output luminance. If the image display 

system is a laser film printer, the display function is defined as the relation between the 

input grey level and the optical density on the printed film. We denote the display 

function by L = f(GL) for CRTs or D = f(GL) for laser film printers. The typical 

display functionf(·) is non-linear and monotonic. As examples, Fig. 2.1 illustrates the 

display functions of a CRT and a laser film printer. 

The display function is one of the fundamental characteristics of an image display 

system. As we will see later, many other physical parameters, such as absolute 

luminance, physical dynamic range and contrast transfer factor, can be determined from 

the display function. The quality of the image displayed by a display system is critically 

influenced by its display function. The best display function is the one that matches 

human perceptual requirements, which will be the central topic discussed in Chapter 5. 

The display function of an image display system is not completely fixed after the 

image display system is made. Quite often, there are contrast/brightness knobs 

(sometimes only one combined knob) available with a CRT monitor. Roughly speaking, 

the contrast knob controls the steepness of the display function (Le., the gain of the 

CRT's video amplifier), and the brightness knob shifts the curve up or down (Le., the 

offset of the brightness). Before any physical evaluation, the contrast/brightness knobs 

must be set properly. An appropriate contrast/brightness setting should produce a smooth 

display function which is neither saturated at the high signal end (white) nor cut off at 

the low signal end (black), and provide a large dynamic range as well as a high output 

luminance. A standard test pattern, SMPTE (Society of Motion Picture and Television 
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Engineers) pattern, as shown in Fig. 2.2, is usually used to make the contrast/brightness 

setting such that (1) the 5% and the 95% contrast tablets of the SMPTE pattern can be 

seen equally well, (2) the maximum luminance measured from the 100% signal tablet is 

made as high as possible without a noticeable degradation of sharpness for the detail 

contents of the SMPTE pattern, and (3) the boundary between the black border of the 

SMPTE pattem and the inactive border area of the CRT is barely discernible. This 

contrast/brightness setting is then fixed and considered as a reference setting for the 

subsequent physical evaluation. It should be noted that the display function achieved 

with the reference setting is not necessarily the optimum display function as analyzed 

later in Chapter 5. 

For a CRT, the measurement of the display function is made by using a calibrated 

photometer and a video signal generator. Each specific grey level is applied by the video 

signal generator to the entire active area of the CRT and the corresponding output 

luminance at the center of the CRT is recorded by the photometer. The display function 

measured in this way is referred to as the ideal display function. When a real image is 

displayed the shape of the display function will be somewhat different from the ideal one 

due to the internal scatter which is caused by multiple reflection of light between the 

phosphor and the faceplate of the CRT. The SMPTE pattern is usually utilized to define 

an actual display function. As shown in Fig. 2.2, the SMPTE pattern has 13 square 

tablets which are addressed to 0%, 5%, 10%, 20%, ... , 90%, 95%, and 100% input 

signal levels. The luminance is measured at the center of these tablets. Fig. 2.3 shows 

an example of both the ideal and the actual display functions of a CRT. As can be seen 
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Fig. 2.2 Photograph of SMPTE pattern. 
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Fig. 2.3 The ideal and the actual (for SMPTE pattern) display functions of a CRT. 
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from the figure, the internal light scatter has almost no effect on the display function at 

mid to high grey levels but dramatically changes the shape of the display function at low 

grey levels. 

The measurement of the display function for a laser film printer is simpler 

because of almost no internal scatter problem. The ideal and actual display functions are 

actually identical. One can use a densitometer to measure the density of the printed film 

written to specific grey levels by the laser film printer under test. 

2.3 Physical Dynamic Range 

The achievable luminance range directly affects the shades of grey for a displayed 

image, which represents the contrast resolution of the image display system. Although 

several definitions of the dynamic range exist, it appears reasonable to define the 

luminance dynamic range as the maximum-to-minimum luminance ratio which can be 

obtained directly from the measured display function. It is well known that the 

brightness perceived by human observers is approximately a logarithmic function of the 

displayed luminance for quite a large range of the luminance [35]. If we assume that the 

highest and lowest brightness correspond to the maximum and minimum luminance, Lmax 

and L min , respectively, the perceived brightness range is proportional to (logLmax -

10gLmin) = 10g(Lmw/Lmin). Hence, there is a nice log-relationship between the luminance 

dynamic range and the perceptual range of brightness (the definition of the so called 

"perceived dynamic range" will be given in Chapter 3). For laser film printers, Lmax and 
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Lmin are not fixed and depend on the luminance level of the viewing box in use. 

However, since!lD = log(LmaxILmin) where IlD is the difference between the maximum 

and minimum film densities, the ratio LmaxlLmin is independent of the brightness of the 

light box and is given by lOaD. To distinguish it from the later defined perceived 

dynamic range, we shall call LmaxlLmin physical dynamic range. 

2.4 Internal Light Scatter 

As mentioned before, the internal light scatter (also called veiling glare) is a 

discriminating phenomenon for such softcopy displays as CRTs. The light emitted from 

the CRT's phosphor is partly reflected by the glass envelope to the phosphor, and is then 

partly reflected again. This process repeats causing the luminance of one area, especially 

a dark area, to be increased by the luminance of the surrounding bright areas. The 

internal scatter significantly reduces the actual physical dynamic range of a CRT when 

an image is displayed, because of a large increase of the luminance level in "black" 

areas. For example, one CRT we evaluated has an ideal physical dynamic range of 

3000: 1. But when the SMPTE pattern is displayed on the CRT, the physical dynamic 

range is decreased to 276: I! This one order of magnitude reduction in physical dynamic 

range is typical for CRTs, which is one of the major reasons why the contrast capability 

of CRTs is inferior to that of the laser film printer (the dynamic range for laser printed 

films is typically 1000:1, see §1.l). We have already seen in Fig. 2.3 the influence of 

the internal scatter on the display function. The internal scatter also degrades the spatial 
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resolution because it reduces especially mid and high-frequency modulation transfer. 

To evaluate the internal scatter we will introduce a measure called Veiling Olare 

Index (VOl). The VOl is defined and measured as the ratio of the luminance in a black 

area surrounded by a full screen (except the centered black area) white background to the 

maximum luminance of the CRT. Of course, VOl is actually a function of the fraction 

size of the black area over the full size of the active CRT screen. Fig. 2.4 shows VOl 

curves for two CRTs. It is clear from the VOl curves that CRT 1 has better internal 

scatter performance than CRT 2. To reduce the internal scatter in the CRT, one can use 

an anti-reflection coating on the glass faceplate. Unfortunately, it will also decrease the 

absolute luminance, which is the maximum output luminance corresponding to the 

maximum input signal. In general, a high absolute luminance for a CRT is desired 

because it allows users to work with it in the environment of nearly room ambient light. 

But other factors must be considered as they are closely related. A high absolute 

luminance achieved by a large beam current usually causes a large spot size and 

consequently degrades the spatial resolution. The actual physical dynamic range may not 

be large with a very high absolute luminance because of the corresponding high internal 

scatter. Some trade-off has to be made among these parameters. 

2.5 Spatial Resolution 

The spatial resolution is probably the parameter that people are most interested 

in. In the area of digital imaging systems, manufacturers usually provide the addressable 
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pixel matrix for a CRT display system. Given the size of the CRT, one can calculate 

the theoretical pixel size (or nominal pixel size). For instance, assume that the display 

buffer of the CRT has 2Il addressable pixel matrix of 1536 x 2048 and an active screen 

size of 26.7 cm X 35.6 cm. The nominal pixel size of the CRT would be 0.174 mm. 

However, the use of these values only have a commercial meaning because they do not 

tell the user how good or bad the CRT presents the contrast information for image details 

of various spatial frequencies, and we cannot tell from these numbers which one is better 

in resolution if we have two CRT display systems with the same pixel matrix and the 

same active screen size. A more useful measure of the spatial resolution is the resolvable 

pixel size which is usually larger than the nominal pixel size. To describe the spatial 

resolution more precisely, we use the Modulation Transfer Function (MTF) as a measure 

of the spatial resolution of an image display. MTF is the ratio of the output modulation 

to the input modulation of a sinusoidal wave image as a function of the spatial frequency 

of the sine-wave [36]. The modulation is commonly defined as 

(2.1) 

The MTF objectively predicts the ability of an image display system to preserve the input 

signal modulation for various spatial frequencies. Since the output modulation can never 

be larger than the input modulation, the maximum value of MTF is 1. For a good 

spatial resolution we certainly want a large MTF. According to linear system theory, 

the MTF is the modulus of the Fourier transform of the point spread function which is 

the output response of a two dimensional system to an input impulse [36], [37]. For 
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image display systems, the image of a single "on" pixel can be considered as a practical 

point spread function. The actual size of this light spot is determined by the beam 

current which usually has a Gaussian-like intensity profile. Conventionally, the Full 

Width at Half Maximum intensity (FWHM) is used as the measure of the resolvable pixel 

size. 

There is a problem in the direct use of the MTF concept for image display 

systems. The input-to-output relationship of image display systems is non-linear while 

the MTF is theoretically used in linear systems. For a linear system, the MTF is 

independent of the absolute value of the input signal modulation. But for image display 

systems, the MTF varies with the input signal modulation. If, for a CRT, we have a 

MTF value of 0.5 for an input modulation of 2%, then we can only predict that the 

output modulation is 1 % for this input modulation. We cannot say that the output 

modulation will be 20% if the input modulation is 40% for the same system. In other 

words, the concept of MTF for the image display system is valid only for differentially 

small input and output levels of modulation. However, one can deal with this problem 

by introducing the concept of "effective input" which is determined only by the non

linearity of the image display. The display device is modeled as a two stage system 

whose first stage is the non-linearity f(GL) (the display function) while the second stage 

is a linear system characterized by its MTF, as shown in Fig. 2.5. The output of the 

first stage is called the "effective input". The MTF of the display device is actually 

defined by the MTF of the second stage. Any input modulation can be converted to the 

modulation of the "effective input". The MTF is then defined by the ratio of the 
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measured output modulation to the "effective input" modulation. Thus, the MTF does 

not depend on the magnitude of the "effective input" modulation and uniquely represents 

the modulation transfer capability of the display device. The measurement of MTF for 

an image display system can be made several ways. One method is to measure the two 

dimensional luminance response of a single pixel, as the point spread function (because 

most image displays are anisotropic, the MTFs in horizontal and vertical directions are 

usually different), and then calculate its Fourier transform. In the second method, an 

approximate line spread function can be measured by turning on a row or a column of 

pixels and scanning across them with a narrow slit. Again, the modulus of the Fourier 

transform of the line spread function in horizontal and vertical directions gives the 

desired MTFs. For both methods, a magnifying lens and a CCD camera are used to 

take the image of either a single "on" pixel or a line of "on" pixels in a black 

background. The magnification of the lens should be set to ensure that there are enough 

samples (Le., CCD pixels) taken within the measured profile. The third method is to 

measure the square-wave response of the image display and derive the MTF from it. 

Horizontal or vertical square-wave patterns with various frequencies and unity modulation 

(Le., black and white bars) are generated by computer and displayed in the center of the 

CRT screen (or written on the film). The surrounding background can be set to different 

luminance levels to represent different effects of veiling glare on the output modulation. 

A white background will be the worst case of veiling glare, while a mid-luminance 

background will be a representative of most real images. For CRT displays, the 

displayed luminance of the patterns are sampled through a long, narrow slit with the 
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width of about a tenth of the pixel size. For a written film, the density modulation is 

obtained from a film digitizer. The MTF can be derived from the measured square-wave 

response R(fo) by the following formula [38]: 

tl' 7r [ R(3fo) R(5fo) R(7fo) R(llfo) R(13fo) R(15fo) ] 
MTFvo) = - R(fo)+-- - + + - - + ... 

4 3 5 7 11 13 15 
(2.2) 

For CRTs, the MTF obtained with the third method is more realistic because it is closer 

to the situation of a real image where the veiling glare exists. Typically, the veiling 

glare will cause the MTF to decrease greatly at mid to high spatial frequencies. Fig. 2.6 

shows the MTFs of a CRT and a laser film printer. 

2.6 Noise Characteristics 

The noise of an image display device is a measure of the fluctuation of the output 

luminance when the input grey level is constant. The luminance fluctuations can be 

divided into two types: temporal noise and spatial noise. The temporal noise includes 

the fluctuation of the photon flux, called photon noise, the electron beam shot noise and 

video amplifier noise (for CRTs). The spatial noise stems from the phosphor granularity 

(or film grains). At the current state of display technology, the noise of the image 

display device is the limiting factor to the detection of the small contrast in the displayed 

image. In the next chapter, we will see how the threshold contrast of the human 

observer depends on the noise of the image display device. 
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Fig. 2.6 The MTFs of a CRT and a laser film printer (Note: the pixel sizes of the CRT 
and the laser film printer are 0.215 mm and 0.08 mm, respectively). 
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The interesting characteristics of the display device noise are primarily the 

standard deviation of the noise (or noise RMS) and the noise power spectrum. Let L(i) 

(i = 1 ,2, ... ,n) denote the sampled luminance values. The standard deviation of the display 

noise can then be estimated by 

(2.3) 

where - 1 n • 
L = - EL(I) 

n i=l 

is the mean luminance. One of the common ways to 

characterize the noise performance of a system is using signal-to-noise ratio. As far as 

display devices are concerned, we define a luminance signal-to-noise ratio (SNR) as the 

ratio of the mean luminance to the standard deviation of the luminance fluctuation: 

-
SNR = L I(JL (2.4) 

The noise power spectrum is the measure of the frequency content distribution of 

the noise by which we can know whether the noise is white (Le., its spectrum is 

independent of the frequency) or there are some noticeable frequency components which 

may correspond to certain fixed noise patterns presented by the display device. The 

noise power spectrum is estimated from the sampled data by employing a direct Fourier 

transform method, called the periodogram averaging method, which is summarized in the 

following steps [39]: 

1) Section the sampled luminance data {L(i)} (assume that the mean has already been 

removed), i=I,2, ... ,n, into K sections each of length M, where K = nlM, i.e. 
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Lk(i) = L(i+M(k-l», k = 1,2, ... ,K, i = 1,2, ... ,M . 

2) Calculate K periodograms Pk(O) using Discrete Fourier Transform (DFT) as 

k = 1,2, ... ,K . (2.5) 

3) Average the K periodograms obtained above to get the estimate of the power spectrum 

1 K 
S(O) = - :E Pk(O) . 

K k=l 

(2.6) 

A schematic arrangement for the measurement of display device noise (which is 

developed at the Radiology Research Laboratory of the University of Arizona) is shown 

in Fig. 2.7. Noise is measured by sampling the luminance output through a slit. The 

width of the slit is set equal to the nominal pixel size of the display device and the slit 

is long enough to cover many displayed lines. So the number of pixels sampled by the 

slit is equal to the number of the displayed lines. The reason for taking the sample of 

many pixels is to avoid too weak input light to the photomultiplier tube (PMT). The 

displayed lines are set to a given grey level while the rest of the display device is set to 

GL = O. For temporal noise measurement, the slit remains stationary. For recording 

the spatial noise (including the temporal noise as well), samples are taken while the slit 

scans along a section of the displayed lines. The sampling interval is set equal to the 

nominal pixel width. Two Butterworth filters with a bandwidth of 8 Hz are used in the 

noise measurement to provide a corresponding time period of 0.0625 seconds, which is 

fairly close to the integration time of the human eye. The filtered signal is sampled and 
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digitized by a 16-bit AID converter. The recorded raw data are first pre-processed to 

remove a slowly-varying mean (a "trend") from the raw data. The "trend"-removed data 

are then used to calculate luminance SNR and noise power spectra. It is assumed that 

the temporal noise of all pixels follow the same statistics and is independent of the spatial 

noise. Consequently, the variance of the total noise measured from the scanned data is 

the sum of the variances of the spatial and the temporal noises. 

The results of the noise measurement show that the spatial noise is the dominant 

noise component over almost the entire dynamic range of the display device, except at 

very low grey levels where the temporal noise is comparable to the spatial noise. Both 

the spatial and the temporal noises are apparently white noise processes, suggesting that 

the luminance fluctuations from one pixel to another are uncorrelated. Based on this, it 

is convenient to compute the luminance signal-to-noise ratio per pixel, SNRp' from the 

signal-to-noise ratio for n pixels as described above by 

SNRp = SNRln1l2 • (2.7) 

As examples, Fig. 2.8 shows the spatial and the temporal noise power spectra of 

a CRT. It can be seen from the figure that they are basically white noise processes. 

Fig. 2.9 shows the spatial and the temporal S~ as a function of displayed luminance 

for two CRTs. It is clear from the figure that the spatial SNR is much smaller than the 

temporal SNR (Le., the spatial noise is the dominant noise component for CRTs). It can 

also be observed from Fig. 2.9 that the spatial SNR is independent of the luminance level 

while temporal SNR is dependent on the luminance level. This is what we would expect 

because the spatial noise comes from the phosphor granularity (or film granularity), 



105~------------------------------~ 

,....... 
~ 
C 

~ :::J 

C'10 ~ 
0 
~ 

+-' 
:0 
~ 

0 
"-..J 

~ 
Q) 

:: 10 3 
0 
0-

Q) 
en 
'0 
Z 

1024T~~~~~~~~noTnnoTn~rn"IT 

,....... 
~ 
C 

0.00 

::l 10 J 

C' 
~ 

+-' 
:0 
~ 

o 
'-'" 

~ 
Q) 10 2 

:: 
o 
0-

Q) 
en 
'0 
Z 

0.50 1.00 1.50 2.00 
Spatial frequency (Ip/mm) 

(a) 

104TTn~Tn~Tn~Tn~Tn~TnnoTnnoorrl 
0.0 2.0 4.0 6.0 B.O 

Frequency (Hz) 

(b) 

52 

Fig.2.8 (a) The spatial noise power spectrum of a CRT, (b) The temporal noise power 
spectrum of the same CRT. 
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which is determined by the fixed distribution of the phosphor particles. 

2. 7Contra~ Transfer Factor and Luminance Uniformity 

Given the intensity of a signal (object), 10 , and the intensity of a background, Is, 

the contrast is defined as 

c= (2.8) 

This definition guarantees 0 < C < 1. If the contrast of interest is small, then there 

is little difference between choosing 10 or Is as the denominator in the above equation. 

As the intensities of the object and of the background can be different, one can define 

a variety of contrasts, such as grey level contrast or luminance contrast. For an N-bit 

digital display buffer, the smallest grey level contrast is 1/(2N-l). There is an intrinsic 

small contrast transfer relation between the input and the output due to the non-linear 

property of the display function. This contrast transfer factor (CTF) is defined as the 

ratio of the output luminance contrast to a small input grey level contrast. Let Cin = 

AGLIGL be the input contrast and Cout = ALIL, the output contrast. CTF can then be 

easily derived from the display functionf(GL) as follows. 

If AGL is relatively small, we have 

AL = f'(GL)·AGL 

wheref'(GL) is the first derivative off(GL). Dividing both sides of the above equation 



by L, we get 

AL 
L 

= f'(GL)'AGL _ f'(GL)·GL. AGL 
L - f(GL) GL 

Hence, the transfer factor of the small contrast is 

CTF = Cout = f'(GL)'GL 
Cin f(GL) 

Most of the CRTs have approximately a power-law display function: L = 

Hence, from (2.9), the CTF is simply equal to ",. 
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(2.9) 

a'GL 'Y. 

Although spatial noise characterizes the mid to high spatial frequency fluctuation 

of luminance of a display device, the large-scale spatial luminance variation across the 

entire display screen is evaluated by the luminance uniformity, which is the luminance 

measured over a relatively large area (e.g., 1 cm2 ) as a function of coarsely sampled 

location on the display screen when all pixels are addressed with the same grey level. 

The peak-to-peak variation of the luminance relative to the average luminance (in 

percentage) is often quoted as a measure of luminance uniformity. Obviously, the 

smaller the peak-to-peak luminance variation, the better is the luminance uniformity. 

2.8 Summary 

From the analysis given in this chapter, it can be seen that the physical quality 

measures of an image display device can be generally classified into two types: contrast 
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resolution and spatial resolution. The discrimination of high contrast, high spatial 

frequency details in a given image is basically limited by the spot size (or MTF) of the 

single pixel of the image display device. On the other hand, the ability to distinguish a 

relatively large object with very small luminance difference from its background is 

mainly determined by such characteristics as physical dynamic range, display function 

and luminance noise. However, contrast resolution and spatial resolution are also related 

to each other because some characteristics have effect on both quality measures. For 

example, increasing the maximum intensity of beam current may enhance the physical 

dynamic range of a CRT, but it may as well reduce the CRT's MTF, since a large beam 

current usually causes a large spot size. For CRTs, the problem of internal scatter 

decreases both contrast and spatial resolutions. Table 2.1 compares a part of the 

measured results of the physical parameters for several CRT monitors evaluated in our 

research laboratory. 

Since the output of an image display device is directly presented to the human 

observer, it is of course interesting to ask how these physical characteristics of the image 

display system affects the perceptual response of the human observer and how to design 

or adjust these physical parameters to best meet the needs of the human visual system in 

order to extract as much useful information as possible out of the image presented by the 

display device. To answer these questions, it is necessary to investigate the human visual 

system and psychophysically evaluate the image display system, which is the topic of the 

next chapter. 
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TABLE 2.1 Comparison of CRT monitors 

MegaScan Tektronix US Pixel Sony 

General 

Active screen size 13.5" x 10.8" 10.5" x 14" 8.5"x13" 19.5" x 19.5" 
(HxV) 

Addressable pixel 2560x2048 1536 x 2048 1024 x 1536 2048x2048 
matrix (H x V) 

Frame rate (Hz) 72 60 40 60 

Scan mode (Non N N I N 
interlaced/Interlaced) 

Luminance and dynamic range 

Maximum luminance 65 39.3 87.5 39.1 
(ft-L) 

Absolute dynamic 889:1 2977:1 7353:1 20820:1 
range 

Useful dynamic range 138:1 276:1 571:1 285:1 
(with SMPTE pattern) 

Luminance non- 7% 7% 23% 11% 
uniformity (peak-to-
peak variation at peak 
luminance) 

Spatial resolution 

Nominal pixel size 0.134 0.174 0.215 0.242 
(mm) 

Actual pixel size at center of screen with peak luminance, FWHM (mm) 

Horizontal 0.188 0.191 0.296 0.312 

Vertical 0.132 0.282 0.299 0.297 

MTF at Nyquist frequency, center of screen, peak luminance 

Horizontal 0.035 0.37 -0 0.301 

Vertical 0.068 0.30 -0 0.263 

Total SIN per pixel at peak luminance 

22.6 20.5 34 40 
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CHAFfER 3 

PSYCHOPHYSICAL EVALUATION OF IMAGE DISPLAYS 

3.1 Introduction 

Since the ultimate purpose of any image display device is to provide useful and 

appropriate information to observers using the display device, any evaluation of the 

image display device without considering the human visual system is certainly 

incomplete. The subject of the human visual system is very broad and complex. 

Although a complete discussion of the human visual system is not attempted in this 

dissertation, a brief review will be given in the next section with an emphasis on how the 

human visual system responds to the displayed luminance, contrast and spatial 

frequencies. Detailed overviews and analyses of the human visual system can be found 

in the works of Corn sweet [40], Graham [41], and Campbell and Robson [42]. The 

concepts of the threshold contrast and the Just-Noticeable-Difference (JND) are 

introduced and analyzed in §3.3. These two parameters serve as a bridge that connects 

the physical characteristics of the image display device and the perceptual response of 

the human visual system. The visual response function which relates the displayed 

luminance and the perceived brightness is derived from the threshold contrast function 

in §3.4. With the knowledge of the visual response function, we are able to calculate 

the perceived dynamic range, which is a better measure of the contrast resolution of the 

display device, and design an optimum display function to match the human visual system. 
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3.2 Human Visual System 

The Human visual system is a complex system which has not yet been understood 

completely. There is a tremendous amount of literature about this system. As far as the 

psychophysical evaluation of display devices is concerned, we are more interested in the 

characteristics of the human visual system's response to various light stimuli. Color 

vision will not be included here because we are only dealing with the evaluation of 

monochrome display devices. 

It has been known that the human visual system is a non-linear system which has 

a very large dynamic range and a property of a band-pass spatial filter. Hall and Hall 

[43] have proposed a non-linear system model of the human visual system which is 

composed of a low-pass filter followed by a logarithmic transformation plus a high-pass 

filter. The band-pass property of the human visual system is best characterized by the 

so-called Contrast Sensitivity Function (CSF) which describes the sinusoidal response of 

the human visual system. A typical contrast sensitivity function (usually the reciprocal 

of the CSF, the threshold contrast, is measured) is shown in Fig. 3.1. The contrast 

sensitivity of the human visual system is a function of both the spatial frequency of the 

sine-wave pattern and the average luminance of the pattern. It also depends slightly on 

the orientation of the pattern [45]. From Fig. 3.1 it can be seen that the human visual 

system is most sensitive at high luminance levels to sine-waves of the spatial frequency 

about 3 - 5 cycles/degree. The lower and the upper limit of the spatial frequencies are 

about 0.1 cycles/degree and 50 cycles/degree, respectively. Ginsburg [46] has suggested 
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Fig. 3.1 (a) Contrast sensitivity function and (b) its reciprocal at various luminance 
levels. (These curves are calculated based on the mathematical model given by Barten 
[43]). 
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that the human visual system implements the band-pass filtering through many quasi-

independent narrow-band channels, tuned to spatial frequencies over the entire bandwidth 

of the human visual system. He demonstrated that it is the lower spatial frequencies 

rather than the higher spatial frequencies that convey major information about objects in 

an image. It seemed that objects containing only 4 cycles per object size are already 

adequate to be identified from each other, and the higher spatial frequencies of objects 

are redundant and only make objects look sharper. This conclusion seems to have been 

supported by the psychophysical study conducted by Seeley et al. [47] who found no 

significant difference for radiologists to make diagnosis with the limiting resolution of 

chest images varying from 1.25lp/mm to 6lp/mm although the average subjective rating 

of the image quality improved with increasing spatial resolution. 

The threshold contrast as a function of background luminance (that is the vertical 

cross-section in Fig. 3. 1 (b) for the case of the sinusoidal patterns) is also of great interest 

because it characterizes the non-linear property of the human visual system. How the 

human visual system responds to the displayed luminance is particularly important for 

evaluating the display function, the contrast resolution, and the perceived dynamic range 

of image display devices. 

3.3 Threshold Contrast and Just-Noticeable-Difference (JND) 

While the contrast is a physical quantity of the visual stimulus, the threshold 

contrast is a psychophysical quantity which is not only dependent on the physical 
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property of the stimulus, but also on human perception. The threshold contrast is defined 

as the smallest contrast that can be just perceived by the human observer with a certain 

detection probability. It is immediately clear that the threshold contrast measured with 

a large detection probability will be smaller than the one measured with a small detection 

probability. Blackwell [13], for instance, used a detection probability of 50% to define 

all the threshold contrasts he measured in his well-known experiment conducted many 

years ago. Without external noise, the threshold contrast depends mainly on two factors: 

the background luminance and the object size, as shown in Fig. 3.1(b). For a given size 

of the object within the pass-band of the human visual system, the dependence of the 

threshold contrast CT on the background luminanceL is referred to as the Weber-Fechner 

relationship [14]. As shown in Fig. 3.2, the curve can be divided into two asymptotic 

regions. The region where CT decreases as the background luminance increases is often 

called the Rose-de Vries region (also termed scotopic region), because in this region the 

light level is so low that the threshold contrast is limited by the photon noise (Le., the 

fluctuation of the number of photons) and hence CT is proportional to lILo.5• The region 

in which CT is independent of the background luminance is known as the Weber region 

(also termed photopic region), since in this region Weber's law holds: 

CT = ALT IL = Co = constant . 

The lowest threshold contrast Co is limited only by the internal noise of the human 

observer's eye-brain system. The value of Co can be as low as 0.003 for a detection 

probability of 50% according to Blackwell's measurement. However, since an image 

display system will introduce extra noise as analyzed in the previous chapter, one can 
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expect a larger value of Co. Fig. 3.3 shows the measured threshold contrast curve for 

two state-of-the-art CRTs. For comparison, the threshold contrast curve with only the 

effect of the internal noise of the eye-brain system is also plotted for the same size of the 

object, based on Blackwell's data [13]. It is clear from the figure that the threshold 

contrast for CRTs is much higher than blackwell's curve, indicating that for these CRTs, 

the threshold contrast is not limited by the internal noise of the human visual system, 

rather by the noise of the display device. It is also interesting to note that although the 

source of the dominant noise is totally different, the shape of the threshold contrast curve 

for CRTs is very similar to that given by the Weber-Fechner relationship; that is, the Cr 

curve is constant for high background luminance levels and a decreasing function of L 

for low background luminance levels. 

Based on the Weber-Fechner relationship and all available experimental results, 

an analytical equation which can best fit the above features of the threshold contrast 

curve is proposed: 

(3.1) 

where Co is the limiting threshold contrast which depends on the noise level and the 

object size, Lo is the "turning" point between the two regions of the CT curve, -p is the 

slope of the curve in the decreasing region in a double-log plot with 0 < P < 1 (in 

particular, if CT is limited by the photon noise then p = 0.5). m is the parameter that 

controls the sharpness of the transition region around La with values in the range 1 ~ 

m < 00. For a finite m, we have 
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C~L) = 

L » Lo 

If m ~ 00, CT(L) has no transition part and becomes a two-piece curve: 

L < Lo 
lim C~L) = 

m .... 00 

The Iust-noticeable-difference (JND) is the smallest difference that a human 

observer can just detect with a certain detection probability when an object of a certain 

size is displayed at a given uniform background. According to this definition, the 

threshold contrast CT(L) and the luminance JND are simply related by 

(3.2) 

Unlike the threshold contrast, JND has its own unit, depending on the quantity of the 

difference. We may have a luminance JND, a density JND or a grey level JND. From 

now on, we put a subscript L, D or GL to distinguish among these JNDs. Thus, 

(3.3) 

For CRTs, the luminance JND is usually used, while for laser film printers, the density 

JND, or JNDD , is more convenient. The grey level JND, JNDGL, is the input JND 

corresponding to the output JNDL or JNDD• Since JNDs are always positive and are 

relatively small, we have 
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or JNDo ~ lfD'(GL)I'JNDGL 

where fL '( . ) and fD '( • ) are the frrst derivatives of the display functions for a CRT and 

a laser film printer, respectively. 

Since the density and the transmission of the film are related by D = 10glO(l/1), 

we have 

dD = _ dT 
T·lnlO 

The luminance L and the film transmission T are equivalent (Le., L oc 1). So, 

dTIT = dL/L ~ CT(L) . 

Substituting (3.5) into (3.4) and noting that JNDo ~ I dD I, we obtain 

C~L) 
JNDD =-

In 10 

(3.4) 

(3.5) 

(3.6) 

With a simple derivation, JNDo can also be expressed in terms of optical density D: 

( ) 
11m 

JNDD = llDo 1 + 10 (D-Do)pm (3.7) 

where Do = -IOglO To is the counterpart of Lo for film and llDo = Co IlnlO. 

The threshold contrast (or JND) can be acquired from well designed 

psychophysical experiments. Either the two-alternative forced choice or adjustment 

method can be used to determine the threshold [ ]. For the two-alternative forced choice 

method, an object (stimulus) of a certain size with a given contrast against a uniform 

background is randomly present or absent on the display device under the test. The 
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observers are asked to make the decision of whether or not the object is present. For the 

case when the object is present, the detection probabilities are calculated and averaged 

for all observers. Due to the spurious response probability Ps resulting from guesses, 

the raw data of the detection probability, PR , has to be corrected to obtain the true 

detection probability PD using the formula [48]: 

PD = (PR - Ps)/(l - Ps) . (3.8) 

Sometimes a multiple-choice method is used instead of the two-alternative method. An 

object is randomly located at one of n pre-specified positions. The observer is asked to 

report the object position whether he could see it or not. In this case Ps = lin. Varying 

the contrast of the object, one can obtain a curve of the contrast versus detection 

probability. The threshold contrast for the given object size is then defined as the 

contrast with which the object is found with a detection probability of 50%. The same 

procedure is repeated for various backgrounds. Tremendous amounts of time are 

generally needed for obtaining just one curve of CT(L). 

For the adjustment method, the contrast of the object can be adjusted by the 

observer. The object of a given size is initially displayed to the observer with zero 

contrast. The observer increases the contrast so that he or she can just see the object, 

then decreases the contrast to make the object just undetectable. Averaging the two 

contrast values yields the threshold contrast which is considered to correspond to a 

detection probability of 50 %. Again, the procedure needs to be repeated for different 

backgrounds. The second method takes less time than the first method, but is still very 

time-consuming. 
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, In general, the threshold value obtained by different observers varies. Even for 

the same observer, the obtained results from repeated experiments are not likely a 

constant. This is due to the criterion fluctuation of each observer and the criterion 

variation between different observers. Hence, such psychophysical experiments as 

described above require many observers and several repeated observations for each 

observer to reduce the variance of the result. Some researchers have been investigating 

for years the ideal observer model to replace real observers for this tedious task [49]

[51]. If it is realized in a good agreement with real observers, the determination of the 

threshold contrast can be done much faster and in a more repeatable manner. In the next 

chapter, it will be shown that there is a relationship between the threshold contrast and 

the signal-to-noise ratio of the display device. Therefore, one can derive the threshold 

contrast (or JND) from the noise measurement which is less time-consuming than the 

above described psychophysical experiment. 

The threshold contrast CT(L) (or JND) is the most important psychophysical 

parameter. It is the basis for the derivation of the relationship between the perceived 

brightness of the human visual system and the luminance displayed by a display device. 

The real contrast resolution characterized by the perceived dynamic range (PDR) 

(discussed in the next section) cannot be determined without the knowledge of the 

threshold contrast (or JND). 
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3.4 Visual Response Function and Perceived Dynamic Range (PDR) 

As mentioned before, the human visual system responds non-linearly to the 

displayed luminance. It is commonly known that for high light levels the perceived 

brightness is a logarithmic function of the displayed luminance. That means, when the 

displayed luminance changes by an order of magnitude, the human visual system only 

perceives a brightness change of a factor of two. The reason for this will be given in 

this section. If we denote the perceived brightness by S, the relationship between Sand 

the displayed luminance L is referred to as the visual response function. Let us use h(L) 

to represent this non-linear function. If we define the perceptual threshold difference in 

S as IlS and let IlS equal one perceptual unit (Le., IlS = 1), then when S changes by IlS, 

the luminance L should correspondingly change by one JNDL which is a function of L. 

Therefore, we can derive every discrete point Ll which corresponds to i· IlS in the 

following way: Assume that the luminance range of a display device extends from Lmin 

the maximum luminance is reached: Ln = Lmax. To derive an analytical expression for 

S = h(L), let us consider that within anyone JND the function h(L) can be approximated 

to be linear because one JND is generally very small compared to the entire display range 

[Lmin' LmaJ. The slope of this small linear piece of h(L) is 

which approximately corresponds to the first derivative of h(L), i.e., 
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(3.9) 

Integrating (3.9) leads to the expression for h(L): 

L L 

h(L) = J Jtff(L) = J L%;.L) 
£mIn L UmIn 

(3.10) 

From (3.10) we can see that (1) the visual response function is completely determined 

by the IND or the threshold contrast, and (2) S = h(L) is actually a relative function 

because (3.10) has set h(Lmin) = 0 no matter what the absolute value of Lmin is. In other 

words, we set the lowest luminance corresponding to the origin of the perceived 

brightness for a given display device. Sometimes, it is more convenient to use the 

normalized visual response function which is simply given by 

(3.11) 

where Smax = h(Lmax>. Fig. 3.4 plots an example of h(L) with CT(L) given by (3.1). 

Fig. 3.5 - Fig. 3.8 show how hN(L) changes as a function of each parameter in (3.1) with 

all other parameters fixed. Two things should be noted about these figures. First, hN(L) 

does not depend on Co, which is what we expect from (3.10) and (3.11). This is a very 

important feature of hN(L) and suggests that the normalized visual response function is 

independent of those parameters which only influence Co. This point will be discussed 

later in more detail. Secondly, the effect of the parameter m which controls the 

transition sharpness of CN(L) is much smaller than the other two curve shape parameters, 
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Perceived brightness, S=h(L) 

Fig. 3.4 Illustration of the visual response jUnction S = h(L). 
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p and La. Thus, if we let m ~ 00, the limiting result of hN(L) will not be significantly 

different from the real hN(L). Specifically, using (3.1) we have 

L 

J (Y- l /CoL6) dL 
.LmIn 

lim h(L) = L Lo 

1 (CoLrl dL + J (V-1/CoLC) dL 
o .LmIn 

m" OC> 

This expression can be simplified to the form 

lim h(L) = 
m" OC> ..!. [ In(LILJ + {3 1 

Co 

L < Lo 

L < Lo 

(3.12) 

(3.13) 

where {3 = [1 - (Lm//Lr) P IIp. Hence, the perceived brightness is approximately a 

power function of L for L < La and becomes a logarithmic function of L for L > La. 

Clearly, when the upper limit of the integral (3.10) reaches Lmax, we obtain the 

total number of JNDs for the entire luminance range [Lmin, Lmaxl. Pizer and Chan [15] 

have defined this quantity as the perceived dynamic range (PDR), that is 

Lmax 

J 
dL 

PDR = Smax = JND (L) 
.LmIn L 

(3.14) 

PDR is a more useful figure of merit for the contrast resolution of a display device 

because it really tells us how many distinguishable shades of gray can be achieved with 

the given display device for a given object. It can be seen from (3.14) that PDR is 
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influenced by both the physical dynamic range and the luminance JND curve. 

The application of the above analysis to the laser printer/film combination is 

straightforward. The counterparts of (3.10) and (3.14) are 

Dmax 

h(D) = f dD 
b JNDD 

(3.15) 

and 

(3.16) 

It is noted that h(D) is a decreasing function of the film density D with h(DmaJ = 0 and 

Smax = h(Dmin). If we apply the same approximation to h(D) as we did to h(L) (let m 

... 00), the result is 

h(Do) + (Do - D) / tillo 
(3.17) 

lim h(D) = 
l(foP (1O-Dp _1O-DmaxP ) 

ADopln10 
D > Do 

where 

(3.18) 

Do and tillo are the same as in (3.7). hN(D) can also be defined the same way as hN(L). 

(3.17) suggests that the perceived brightness is approximately a linear function of the film 

density for D < Do and exponentially decreases with the density D for D > Do. 
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3.5 Summary 

As discussed in this chapter, the threshold contrast, or equivalently the just

noticeable-difference, is the key parameter for the psychophysical evaluation of display 

devices. This is due to the fact that the visual response function which is particularly 

important for designing the optimum display function, and the perceived dynamic range 

which is the measure of the contrast resolution of the display device, can be derived from 

the threshold contrast. The establishment of an analytical expression for the threshold 

contrast based on the measured data enables us to acquire explicit formulas for the visual 

response function and the perceived dynamic range. Generally speaking, the visual 

response function is approximately a power function of the displayed luminance at low 

luminance levels and gradually changes to a logarithmic function of the luminance when 

the luminance level increases. With the mathematical expression for the visual response 

function, the effects of the display device noise on the human visual response can be 

more easily analyzed quantitatively, as long as the relation between the display device 

noise and the threshold contrast are known. This will be the central topic of the next 

chapter. 



CHAPTER 4 

CORRELATION BETWEEN PHYSICAL AND 

PSYCHOPHYSICAL EVALUATIONS 

4.1 Introduction 
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A basic question of interest is: How is the perception of the displayed information 

influenced by the physical characteristics of a display device? Some correlations are 

obvious and simple, such as flicker and the refresh rate for a CRT, or the sharpness of 

the displayed image and the MTF of the display device. In this chapter, however, the 

attention is concentrated on the relationship between the threshold contrast and the 

display device noise because the contrast information is extremely important for the 

detection of objects. It must be emphasized that this relationship has not been investigated 

adequately in the past. 

It is intuitive to think that the detection of small luminance differences by the 

human observer is dependent on the presence of noise. de Vries [16] and Rose [17] were 

the first to propose that it is the displayed signal-to-noise ratio that determines the human 

observer's ability to detect a signal in a noisy environment. They postulated that for the 

signal to be detected, the displayed signal-to-noise ratio should exceed some threshold 

value "0. 

In the Rose model, it is assumed that the background has an average photon 

fluence ip (photons per unit area) which is proportional to the luminance, and an object 
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with the area A is embedded in the background. Rose also assumes that both the object 

and the background areas contribute to the photon fluctuation observed by the human 

eye, and the eye perceives the difference between the photon count from the object area 

and the photon count from an area of equal size in the background. Therefore, the 

displayed signal is considered to be the photon count difference Clio - n
b
), (or 

(nb - no)' if nb > no ), where no and nb are the average numbers of photons from the 

object area and the background area, respectively. The contrast of the object is defined 

as C = AifJlifJ. Obviously, no - nb = AifJ'A = CifJA. Since the photon numbers are 

Poisson random variables, their variances are no and nb. The total RMS noise is given 

by 

The approximation holds because AifJ « ifJ for a small contrast considered here. The 

displayed signal-to-noise ratio SNRD of the object with a small contrast is then given by 

SNRo = C· j ~'4> (4.1) 

In fact, the Rose model treated the human eye as an averaging spatial integrator. 

Mathematically, its output is 

ifJ = .!. J cf> dA A A 

which is the average photon fluence within the integrated area A. Thus, the signal is the 
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average difference in photon fluence a«l. The variance of the photon noise is 

Hence, the displayed signal-to-noise ratio is a«l/(2«l/A)1I2, which is exactly the same as 

(4.1). For the object to be detectable, SNRD must exceed some threshold value "0, i.e. 

Hence, the threshold contrast is given by 

(4.2) 

Eqn.(4.2) indicates that the threshold contrast is inversely proportional to the square-root 

of the area of object and the square-root of the photon fluence. 

Experimental results from earlier investigations have shown that the probability 

of detection is directly related to the displayed signal-to-noise ratio as shown in Fig. 4.1 

[52]. Rosell and Willson [52] have found a value of "0 = 3.1 for a probability of 

detection of 50%, while a probability of detection of almost 100% required a ko value 

of in excess of 5. Since ko depends on the probability of detection, the threshold contrast 
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is also a function of the probability of detection. 

If there were only photon noise, as assumed in the Rose model, any arbitrarily 

small threshold contrast could be reached as long as the photon fluence is large enough. 

However, practical threshold contrast can never be arbitrarily small because there are 

other noise sources which limit the threshold contrast. In real display/human observer 

modalities the noise mainly arises from three sources characterized by their standard 

deviation: photon noise (O'ph), noise of the display device (O'D), and the internal noise 

(neural noise) coming from the observer's eye-brain system (O'eyJ. With the assumption 

that these noise sources are independent, the total noise standard deviation is given by 

O'tot = (c?ph + c?D + c?eyJ1I2 

Depending on which noise is the dominant noise, O'tot may be approximated by anyone 

of the above three noise sources. It is clear that the Rose model holds only for photon

noise-limited case where the photon noise is the dominant noise. From (4.2) we see that 

CT is inversely proportional to the square-root of the background luminance (noting that 

the luminance is proportional to q,). This is why the CT(L) curve in a double-log plot 

has a slope of -0.5 in the Rose region (see Fig. 3.2 in Chapter 3). On the other hand, 

the internal noise is considered to be proportional to the displayed background luminance. 

Hence, O'eyelO'ph is proportional to L1I2. As background luminance increases, the effect 

of photon noise becomes smaller and smaller, and the internal neural noise gradually 

becomes the dominant component, if there is no display device noise. Therefore, the 

threshold contrast CT follows the well known Weber-Fechner relationship introduced in 

§3.3, that is, the threshold contrast decreases with background luminance, following the 
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Rose model, at low background luminance levels and becomes a constant at high 

background luminance levels. This typical threshold contrast curve has been verified by 

Blackwell's experimental results [13]. 

4.2 Effect of Display Device Noise on the Threshold Contrast 

Now let us consider the case where the object detection is limited by the display 

device noise which, as indicated in §2.6, mainly comes from the phosphor or film 

granularity. That is, 0'0 is the dominant noise compared with the other two types of 

noises. It is known from §2.6 that the total display device noise, presented as the 

luminance fluctuation, is generally a function of the background luminance. Assume that 

the object consists of n pixels. We denote by O'p the RMS value of the luminance noise 

per pixel at the background luminance Lt,. As the Rose model suggested, the eye 

performs both spatial integration and averaging. The luminance sensed by the eye is an 

average luminance over the luminance values from all pixels that the eye integrates. Let 

Lj •o and Lj •b denote the luminance of thejth pixel in the object and the background areas, 

respectively. The displayed signal is 

[
In 1 n 1 AVa -ELj,o - -LLj,b 
n j=1 n j=1 

(4.3) 

where IlL is the average luminance difference between the object and the background. 

Also, it is clear that Cr = IlL/Lt,. The total luminance noise in terms of its variance is 
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given by 

[
In 1 n ] 

(J 2 = Var - LLj,o - - L Lj,b 
n j=l n j=l 

(4.4) 

It is shown in §2.6 that the luminance fluctuations are generally uncorrelated among the 

pixels. So (4.4) can be written as 

(4.5) 

where (Jo2 = Var(Lj,o) and (Jb2 = Var(Lj,b). Since at a small contrast, the luminance 

levels between the object and the background are very close, approximately (Jo ::::: (Jb ::::: 

(Jp. Hence, the displayed signal-to-noise ratio SNRD of the object with a small contrast 

will be 

(4.6) 

The similarity between (4.6) and (4.1) should be noted. The area A in (4.1) is 

replaced by the number of pixels n in (4.6). The major difference is that <p1I2 is replaced 

by S~ = 4/(Jp' defined as a single-pixel signal-to-noise ratio. Following the same 

procedure as used in the Rose model, we get 

(4.7) 

Since 
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it follows that 

(4.8) 

Eqn.(4.8) relates JNDL to the RMS of the display device noise and indicates that JNDL 

is inversely proportional to the square-root of the object area (in terms of the number of 

pixels). In effect, we can treat u/nl/2 as the RMS noise of the object, Uobj' because when 

the eye sees an object, it spatially integrates over all pixels within the object, the 

resultant noise will be decreased by a factor of n1l2 if the noise is uncorrelated. Hence, 

for a given object, JNDL can be written as 

(4.9) 

where f30 = 2112ko. S~ is usually a function of the background luminance 4, and from 

(4.7) we notice that the dependence of CT on 4 is identical to that of 1/S~. 

It should be remembered that there are certain limitations to the Rose model and 

its extension derived above. First, the size of the displayed object has to be limited 

within a certain range. If the object size is too small, the detection of the object will be 

limited by the eye's limiting spatial resolution set by the finite size of rods and cones, 

rather than by the displayed signal-to-noise ratio [53]. Secondly, the object area over 

which the eye can integrate spatially is limited by an angular field of about 0.5 degree 

[52]. Hence, a further increase of the angular size of object beyond the limit will not 

increase the received signal-to-noise ratio any more, and consequently the threshold 

contrast will no longer decrease with the increase of the object size. 
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Our physical measurements of CRT noise and psychophysical experiments showed 

that within a certain range of the object size, the measured threshold contrast follows 

well the value predicted by (4.7). The measured threshold contrast as a function of the 

linear size of object is shown in Fig. 4.2 for two different CRTs. Fig. 4.3 illustrates the 

measured threshold contrast as a function of the single pixel signal-to-noise ratio SNRp• 

The straight lines in these figures are the best fitting curves. These double-log plots 

clearly show that the threshold contrast is inversely proportional to the square-root of the 

object area and the square-root of S~ (the slopes of the fitting curves in the double-log 

plots are all close to -1). The measured SNRp of one CRT is plotted as a function of the 

background luminance "4 in Fig. 4.4 where we can see that the display device noise 

consists of the combined contribution from the spatial and temporal noise as mentioned 

in §2.6. For large background luminance values, spatial noise dominates the total S~, 

and consequently results in a constant SNRp• As the background luminance decreases, 

the S~ is increasingly determined by the temporal noise and is no longer independent 

of the background luminance. Fig. 4.5 shows how the measured threshold contrast 

varies with the background luminance for the same CRT. As we expected, it follows 

lIS~. It is interesting to note that the threshold contrast curve in this case has almost 

the same behavior as the Weber-Fechner relationship. Hence, we can still use (3.1) to 

describe the CT curve. However, it should be emphasized that the dominant noise 

sources are different. 

These results verify that the Rose model, which was developed for the case where 

the human observer is limited by photon noise, can be modified to describe the human 
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Fig. 4.2 Threshold contrast as afunction of the side length (in pixels) of a square object 
with background luminance as a parameter, measured for two CRTs. 
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observer's perception performance in the presence of dominant display device noise. It 

can be seen from these results and the results presented in Chapter 3 that the threshold 

contrast determined by the SNRp is much higher than the minimum threshold contrast 

limited only by the internal noise of the human visual system, indicating that the display 

device noise is the limiting noise of the entire system in most cases. With the measured 

S~ for a given display device, the threshold contrast function CT (or equivalently 

JNDJ can be derived from (4.7), which is just a bridge to connect the physical and the 

psychophysical evaluations of a display device. In other words, by measuring the display 

device noise, one can predict the threshold contrast which would have been obtained with 

the very time-consuming psychophysical experiment. The visual response function and 

the perceived dynamic range of a display device can then be calculated as described in 

the previous chapter. Comparing (4.7) and (3.1), we can see that SNRp' the only 

quantity that depends on background luminance~, must have the following form 

(4.10) 

where SNRo represents the maximum value of SNRp when it reaches its constant level. 

It follows that Co in (3.1) includes all other parameters that are independent of 4, i.e., 

(4.11) 

Recalling that the normalized visual response function hN(L) derived in §3.4 is 

independent of Co, we conclude that hN(L) will not be influenced by the size of the 
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displayed object and the maximum luminance signal-to-noise ratio per pixel. 

4.3 Dependence of PDR on Physical Parameters 

As introduced in Chapter 3, the perceived dynamic range is a psychophysical 

figure of merit described in terms of the number of JNDs achievable within the 

luminance range of a display device for a particular object. It is more meaningful in 

representing the contrast resolution of a display device, because it takes into account the 

effect of display device noise on discrimination of small luminance differences. If two 

display devices have the same physical dynamic range, the display device that has smaller 

noise will have a larger PDR, and consequently a better contrast resolution. Although 

the perceived dynamic range is a psychophysical parameter, it is directly related to 

physical parameters, such as physical dynamic range and luminance signal-to-noise ratio. 

According to (3.14), PDR = Smax = h(Lmax>. Hence, using (3.13) we have 

(4.12) 

where {3 = [1 - (Lmi/L~ P ]lp. Several observations can be made at this point. First, 

(4.11) and (4.12) indicate that PDR increases linearly with the SNRo of a display device. 

Secondly, PDR increases with the actual physical dynamic range at a much slower rate 

than linearly. In particular, ifp = 0, i.e., the luminance range is completely within the 

Weber region (see Fig. 3.2), then PDR = (lICO>·ln(LmaxlLmin)' Hence, PDR is a 

logarithmic function of the physical dynamic range LmaxlLmin. Since AD = 10g(LmaxILmin) 
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for film, POR is proportional to the density range of film in this case. 

The other extreme case is that the luminance range is completely within the Rose-

de Vries region. In this case, 

(L . /L )P [ ] PDR = mm 0 (L / L . )P - 1 
Co p max mm 

(4.13) 

Therefore, POR is a power function of the luminance dynamic range with the power p 

< 1. If both Lmin and Lo are fixed, POR is also a logarithmic function of Lmax. In 

practice, the luminance range of the CRT usually covers both regions. The increase of 

luminance dynamic range may be achieved with increasing the maximum luminance Lmax 

and decreasing the minimum luminance Lmin• Also, the turning point La remains nearly 

unchanged and its value is often observed to be close to the geometric average of the 

maximum and minimum luminance levels. i.e., La = (LmaxLmin) 112. Then (4.12) can be 

reduced to 

(4.14) 

which is plotted in Fig. 4.6 as a function of the physical dynamic range with various p's. 

Clearly, it is more effective to increase the single pixel signal-to-noise ratio of a 

display device than to increase either the physical dynamic range or the maximum 

luminance level of the display device for improving its POR. It suggests that finer 

phosphor grain may be more favorable, among other considerations, for CRTs because 

it can increase SNRo by decreasing the spatial noise. 

Another factor that greatly affects POR of a CRT is the internal scatter (veiling 
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glare), because the internal scatter, if not well controlled, can significantly enhance the 

minimum luminance level Lmin, as we have shown in §2.4. It should also be noted that 

increasing the absolute luminance will not necessarily increase the PDR unless measures 

are taken to reduce the internal scatter. Since PDR also depends on the size of the 

object, in order to compare PDRs of two display devices one must compare them for the 

same object size. 

It should be noted that the PDR given by (4.12) represents the maximum number 

of JNDs achievable for a particular object with an optimum display function (which will 

be discussed in the next chapter). With the original display function of a display device 

which is often inappropriate, the actually obtained number of JNDs for a particular object 

may very well be less than the PDR given by (4.12). In this sense, the perceived 

dynamic range is also dependent on the display function of a display device. 

4.4 Summary 

In this chapter, the relations between such psychophysical characteristics as the 

threshold contrast, JND and the perceived dynamic range, and many physical parameters 

of a display device are developed. The Rose model, which was originally proposed for 

predicting the visual performance in the photon noise limited case, is modified and 

applied to the determination of the threshold contrast in the case where the display device 

noise is the dominant noise. The experimental results have shown a good agreement 

between the threshold contrast values predicted by the modified model and the measured 
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data with some limitations to the range of the object size. It is found that the threshold 

contrast of a display device is inversely proportional to the luminance signal-to-noise 

ratio. The determination of this relationship makes the threshold contrast curve as a 

function of background luminance to be obtained relatively easily by noise measurements 

instead of a time-consuming psychophysical experiment. It is also found that the 

normalized visual response function is independent of the displayed object size and the 

maximum luminance signal-to-noise ratio, SNRo, and that increasing SNRo of a display 

device is a more effective method to improve its PDR than increasing the physical 

dynamic range or the absolute luminance. 



99 

CHAPrER 5 

OPTIMIZATION OF THE DISPLAY FUNCTION OF Jl\.1AGE DISPLAYS 

5.1 Introduction 

The display device is usually the last, but by no means the least, important part 

of an imaging system. Much effort has already been invested in developing display 

devices for demanding applications such as digital radiography where people hope to 

replace the conventional film/view box combination by CRTs. The efforts of the display 

industry have mainly focussed on the matrix size, spatial resolution, and brightness, but 

not so much on the display's contrast capability. Although the spatial resolution of a 

display device does affect the sharpness of the displayed image, the display function has 

a dramatic effect on the appearance of the image. In Fig. 5.1, for example, the same 

image is displayed by three different display functions with the same dynamic range. As 

can be observed, some features which can be seen in the image in Fig. 5. I (c) cannot be 

seen at all in the image in Fig. 5.l(a) and Fig. 5.l(b) simply because of their 

inappropriate display functions. Obviously, how to optimize the display function of a 

display device is critical for observers to extract the maximum amount of information out 

of the displayed image. Since a display device presents an image to human observers, 

one should consider the display device and the human visual system as a whole system. 

Researchers concerned with the use of display systems have investigated how a display 

device can give the best perceptual performance by taking into account the human visual 
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(a) (b) 

(c) 

Fig. 5.1 111e sam,e digital i1nage displayed with three different display functions. 
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response. The perceptuallinea.rization technique has been proposed by many authors to 

implement a specific display function for a display device such that equal changes in 

digital input level result in luminance changes that are perceptually equal throughout the 

entire luminance range of the display device [19]-[22]. Thus, with perceptual 

linearization, one grey level increment at the display's input will correspond to a linear 

change in perceived brightness. 

Since displaying an image to an observer, whether by softcopy or hardcopy, can 

be treated as a contrast information transfer process, it makes sense to investigate the 

optimum display function from the viewpoint of information theory. In this chapter, we 

will show that perceptual linearization maximizes the contrast information transfer 

through the display/human observer system. Hence, utilizing the analysis of the human 

visual response function introduced in Chapter 3, we can derive the optimum display 

function. 

S.2 Some Concepts from Information Theory 

Before proceeding to derive the optimum display function for display devices we 

need to review some basic information theory [54]. Let us start with a few definitions: 

Entropy of a Discrete Random Variable: 

Let X be a random variable taking values in the set {XI' X2' ... , xo} with 

probability {PI, P2, ... , Po}. Then, the entropy of X is defined as 
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n 

H(X) = - LPi log Pi (5.1) 
i=1 

The physical meaning of the entropy H(X) is the uncertainty about the random variable 

X, or the information contained in the random variable X. The unit of entropy depends 

on the base of the logarithm. Usually the base is 2 and consequently the unit of entropy 

is bits. 

Average Conditional Entropy of Two Discrete Random Variables: 

Let X, Y be two random variables taking values {Xi' i = 1, 2, ... , N} and {yp j = 1 , 

2, ... , M}, respectively, with a joint probability distribution P(x;,y). Then, the average 

conditional entropy of X given Y is defined as 

N M 

H(XI Y) = - E E P(xpYj) log P(xi IYj) 
;=1 j=1 

An alternative form for this equation is 

where H(XI Yj) is defined by 

M 

H(XI Y) = E H(XIYj) P(yj) 
j=l 

N 

H(Xly} = - Ep(xiIYj)logP(xiIYj) 
i=1 

(5.2) 

(5.3) 

(5.4) 

Similar to H(X), H(XI Yj) is the uncertainty about X after Yj has been revealed. 

Therefore, it is clear from (5.3) that H(XI Y) is the average uncertainty about X after Y 



has been known. 

Some useful properties of entropy are given here without proof: 

1) The entropy of a discrete random variable is non-negative, i.e., H( .) ~ O. 

2) H(XI Y) < H(X), with equality if and only if X and Yare independent. 

3) H(X,Y) = H(Y) + H(XI Y) = H(X) + H(YIX). 

Average Mutuallnjonnation: 

The average mutual information between X and Y is defined as 

J(X,Y) = H(X) - H(XI Y) • 

It follows from the third property of entropy given above that 

J(X, Y) = J(Y,X) 
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(5.5) 

(5.6) 

i.e., the information contained in X about Y is equal to the information contained in Y 

about X, which is why J(X,Y) is called the average mutual information. It is obvious 

from the first and the second properties that 0 < J(X, Y) S H(X). 

Discrete Memoryless Channel (DMC): 

A DMC is a communication channel which has an input random variable X taking 

values in {Xl' X2, ... , XN}, an output random variable Ytaking values in {YI, Yz, ... , YM} 

and a set of transition probabilities P(YJ I Xi) for j = 1, 2, ... , M and i = 1, 2, ... , N, and 

has the property that the present output depends only on the present input. 

For a DMC, the information transferred through the channel is given by (5.5) 
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where H(X) and H(XI 1') are considered as the original information and the information 

loss of the channel, respectively. Obviously, a perfect lossless channel must have J(X, 1') 

= H(X). 

5.3 Optimizing the Display Function Based on Human Visual Response 

A display device transmits contrast information of a recorded digital image to 

human observers. Fig. 5.2 schematically shows the display device/human observer 

system. In Chapter 3 and Chapter 4 it was shown that the luminance noise, stemming 

from the phosphor granularity for CRTs or from film grains, is the major factor which 

limits the transmission of contrast information of an image. An optimum display 

function minimizes the information loss of the transmission process. It is well known 

that in order to maximize the transmission of information in a communication system, 

the characteristics of the transmitter and the receiver should be matched. Thus, to 

maximize the transmission of the displayed contrast information to the human observer, 

the characteristics of the display system must match those of the human visual system. 

The entire system in Fig. 5.2 can be treated as a discrete memoryless channel (DMC) 

in which the input is grey level GL and the output is the discrete level of the perceived 

brightness S corresponding to that grey level. Recall that the perceived brightness is 

defined by the visual response function as S = h(L). As analyzed in §5.2, the 

information transferred through the above system can be expressed as 

J(S,GL) = H(GL) - H(GL IS). (5.7) 
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Fig. 5.2 Display/Human observer system. 
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Assume that GL ranges from 0 to GLmax, and S ranges from 0 to Smax. The entropy 

H(GL) and the average conditional entropy H(GLIS) in (5.7) are accordingly defined as 

where 

H(GL) = - E P(GL j ) log2P(GLj) 
j 

H(GLIS) = EH(GLlsk)P(Sk) 
k 

H(GLlsk) = - E P(GLjlsk) log2P(GLjlsk) 
j 

(5.8) 

(5.9) 

(5.10) 

GLj = i·AGL, i = 0, 1, ... , M. (Here we choose M = GLmax, so AGL = 1.) 

Correspondingly, Sk = k·AS, k=O, 1, ... , M, and AS = SmaxiM. The units of these 

entropies are bits. 

Due to the luminance noise of the CRT, for every input grey level a distribution 

of luminance values is produced. If the adjacent luminance distributions overlap 

significantly, the number of discernable grey levels is reduced. H(GL) and H(GL I S) can 

be interpreted as the original information and the information loss of the system, 

respectively. Since the entropy H( • ) is non-negative, theoretically the best result we can 

get is H(GLIS) = 0, which requires that H(GLlsk) = 0 V k because P(Sk) > 0 V k. 

In reality, H( GL I S) approaches zero at best. According to Bayes rule, 

P(skl GLj) P(GLj) 

E P(skIGLj)P(GL j ) 

j 

(5.11) 



then 
1 

P(GLilsk) = { 0 

It follows from (5.10) and (5.13) that 

for i=k 

for i ¢k 

for i=k 

for i¢k 

H(GLlsk) = 0 v k . 

Hence, in order to minimizeH(GLlsk) V k, we may attempt to satisfy (5.12). 
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(5.12) 

(5.13) 

Now let us examine P(Sk I GLJ. P(Sk I GLj) is the conditional probability that 

given the input GLj = i' AGL, the outcome Sk = k' AS is obtained. The event {S = Sk} 

is equivalent to the event that the fluctuation of the output luminance L due to the 

luminance noise falls into a certain range RL,k whose center is at Lk = h -I(s,0, where 

h -I( • ) is the inverse function of h( .). Specifically, 

where ALk corresponds to the AS centered at Sk' Hence, 

which is given by 

Lk+ ALk12 

P(skIGLj) = f p(LIGLi)dL 
Lk-ALk 12 

(5.14) 

where peL I GLi) is the probability density function of L, given the input grey level GLi• 

According to the measurement of luminance noise, peL I GLi) can be well characterized 
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as a Gaussian distribution density function with a mean ofj{GLj) and an input-dependent 

standard deviation (ft. Thus, (5.14) can be rewritten as 

where 

It follows from (5.15) that condition (5.12) requires no overlap among 

p(L I GLj)'s, and for any i = k, the distribution curve p(L I GLJ is completely centered 

in the range RL•k• To achieve this, we need 

Unfortunately, the luminance noise cannot be arbitrarily small in practice. 

Therefore, there will always be some information loss. Since k = GLI ll.GL, Sk = k·ll.S 

= (ll.SIll.GL)·GLk = (Smax./GLmaJ·GLk. Hence, the second condition above becomes 

Thus, the optimum display function which maximizes J(S,GL) is 

(5.16) 

with the scaling factor hI = Smax./GLmax.. 
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Let us define hs(L) = (lIb1)'h(L), which is a scaled visual response function. 

(5.17) 

Eqn.(5.17) says that the optimum display function should be the inverse of the scaled 

visual response function. Note that hs(L) = (lIb1)'h(L) = (GLmax.ISmaJ·h(L) = 

GLmax.·hN(L). In general, GLmax is known (e.g., for an 8-bit display system, 

GLmax=255). Hencefopt(GL) is completely determined by hN(L) which can be derived 

from JND(L) or CT(L), as described in §3.4. The same result can be derived for film 

if one replaces luminance by density, and uses hs(D) = GLmax'hN(D) instead of hs(L). 

Eqn. (5 .17) is also consistent with the perceptual linearization of the display device 

because with the optimum display function we have 

S = h[fopt(GL)] = h[h-1(bI"GL)] = bI"GL 

Hence, an incremental change in input signal, tl.GL, produces a linear change in 

perceived brightness, tl.S. The grey level JND, JNDGL, becomes a constant over the 

entire grey level range with this perceptual linearization. If the original display function 

is different from the optimum display functionfopt(GL), we can easily design a non-linear 

mapping function g(.) such thatj[g(x)] = hs-1(x). Thus, g(x) = j-l[hs-1(x)]. 

As an example, the derivedfopt(GL) for a specific CRT is shown in Fig. 5.3 along 

with the CRT's original display function. In this example, the luminance dynamic range 

of the CRT was 0.14 fL to 39.3 fL. The measured threshold contrast curve Cr(L) for 

this monitor was already given in Fig. 4.5, and could be fit best by the parameters 
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Co = 0.04, La = 2.36 fL, p = 0.4, and m = 4. The PDR for a square object of 

15 X 15 pixels was improved from 86 to 106 JNDs by implementing the optimum 

display function. 

5.4 Experimental Results 

Receiver Operating Characteristics (ROC) Analysis 

In signal detection theory, the basic problem is to determine whether a signal is 

present or absent in a given noisy environment-[.§§]. For any selected decision threshold, 

there are four possible responses from the observer: (l) True positive (TP) that the 

observer correctly detects the signal when a signal is present, (2) False positive (FP) that 

the noise is mistaken for a signal, (3) True negative (TN) that the observer reports no 

signal when no signal exists and (4) False negative (FN) that the observer misses 

detection of a signal in noise. Accordingly there are four probabilities associated with 

each of these responses, termed as TPF (true positive fraction), FPF, TNF and FNF. 

These four probabilities are not independent as 

TPF + FNF = 1 

FPF + TNF = 1 

What we are interested in measuring is the ability to discriminate between signal and 

noise for a given system/observer modality. For instance, an interesting question is 

whether modality A can give a better discriminability between signal and noise than 

modality B. In general, a high TPF and a low FPF are desired, but unfortunately, they 
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are contradictive desires. With a loose decision threshold, one can obtain a high TPF, 

but this also results in a high FPF and vice versa. To compare two modalities, one 

needs to compare them at the same decision threshold which is very difficult, if not 

impossible, to determine. A way of overcoming this problem is to let the observer adopt 

his(her) decision threshold, which may not be quantitatively known, in order to obtain 

several pairs of true positive and false positive fractions. The curve of the TPFs versus 

FPFs can be plotted and is called the receiver operating characteristic (ROC) curve. A 

typical ROC curve is shown in Fig. 5.4. With ROC curves, one can compare TPFs for 

two modalities at the same FPF, or compare FPFs for two modalities at the same TPF, 

or more directly, compare the two ROC curves of the two modalities. It is easy to 

understand that better detection performance is indicated by an ROC curve that is close 

to the top left-hand comer. In fact the area under the ROC curve is a measure of the 

detection performance although it does not define the curve uniquely. 

ROC analysis has been widely used in medical applications to evaluate the 

diagnostic performance for various modalities since the task of detecting known 

abnormalities can be regarded simply as a signal detection problem which can be well 

described by the ROC analysis [56]-[60]. 

Experimental Results 

An ROC analysis has been conducted using real clinical images to test the 

effectiveness of the optimum display function. We selected sixty chest radiographs of 

which half were normal cases, and the other half were abnormal cases. All radiographs 
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were digitized in 12 bits/pixel using a Lumisys DIS-1000 film digitizer. The digitized 

images were about 4k x 4k pixels and had to be subsampled to fit the pixel matrix of 

the display monitor which is 1024 X 1536 US-Pixel CRT, controlled by an in-house-built 

8-bit frame buffer/display controller. The digitized images were low-pass filtered before 

the subsampling to avoid possible aliasing. The abnormalities included examples of 

airspace disease, interstitial disease, pleural disf'.ase, small nodules or masses, hilar 

enlargement, and pneumothorax. Eight radiologists participated in the experiment. They 

were divided into two four-person groups. Each radiologist in the first group evaluated 

all 60 images, one by one in random order, displayed on the CRT with its original 

display function (see Fig. 5.5, the marked curve). In the same way, each radiologist of 

the second group evaluated the same set of images displayed on the CRT with a look-up 

table g( .) which corrected the original display function to the optimum display function 

(see Fig. 5.5, the solid line). The correction was an approximate one due to unavoidable 

round-off errors in digitizing the look-up table. 

For each viewed image, the radiologists completed a separate report sheet 

consisting of two sections. On the first section, they recorded the diagnosis (normal or 

abnormal) and certainty Oust guessing, relatively certain, absolutely certain). For 

abnormal diagnoses, the radiologists were instructed to list every abnormality they 

detected. The second section of the data sheet included a rating scale for subjective 

image quality (1 = "not adequate", 2 = "poor", 3 = "fair", 4 = "good", 5 = 

"excellent"). The observers rated the overall diagnosis quality of the spatial and contrast 

resolutions. No restrictions were placed on the viewing distance, so that observers could 
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Fig. 5.5 The original and the optimum display functions of the CRT used in the ROC 
study described in §5.4. 
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adjust their viewing distance to obtain the most sensitive response to the spatial 

frequencies of the viewed objects. The observers were allowed to select their 

comfortable viewing positions and spend as much time as they wished for each image. 

The ambient light was set similar to the ambient light in the ordinary reading room. 

The results are presented by receiver operating characteristics curves (ROC) in 

Fig. 5.6 and average subjective ratings of spatial and contrast resolutions in Table 5.1. 

The area under the ROC curves for the original display function is Az = 0.839 with a 

standard deviation of 0.026 and, for the optimum display function, ~ = 0.878 with a 

standard deviation of 0.025. 

TABLE 5.1 Mean adequacy ratings of spatial and contrast resolutions 

Spatial Resolution Contrast Resolution 

Original display function 2.39 2.94 

Optimum display function 3.26 3.04 

5.5 Discussion 

From the above analysis, it can be inferred that the optimum display function 

fopt(') is completely determined by the normalized visual response function, hN(·). In 

Chapter 3, it has been shown that hN( .) is independent of Co. It has also been shown 
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in Chapter 4 that a variation of the object size mainly causes the threshold contrast curve 

to move vertically, but does not significantly change its shape, except for very large or 

very small objects near the perceptioll limits of the human observer. Specifically, 

increasing the object size will mainly lead to a smaller Co, and vice versa. Hence, the 

normalized visual response function hN(L) is approximately independent of the object size 

and so is fopt( • ). The same conclusion can be drawn for a change in the noise level, 

because Co, the smallest threshold contrast, is linearly proportional to the maximum 

luminance signal-to-noise ratio per pixel of the display device (decreasing the noise of 

the display device will linearly reduce Co). Therefore, the optimum display function of 

a display device is also independent of the noise level of the display device. It also 

suggests that to determine the optimum display function, we do not need to know Co 

accurately (we can even arbitrarily let Co = 1) and only the shape of the threshold 

contrast curve is important. The shape of the Cr(L) curve is controlled by the parameters 

m, p and La. With the typical threshold contrast curve modelled by (3.1), it follows that 

the visual response function is, more or less, proportional to the logarithm of the 

luminance at high luminance levels (L > La), and to (L)P at low luminance level (L < 

Lo) (see (3.13». Hence, the optimum display function!opt(GL) is a power function of GL 

( oc (GL) lip) at small GLs and smoothly transits to an exponential function at large GLs. 

Recall that an important cause of degradation of the contrast capability of display 

devices, especially CRTs, is internal scatter, by which the luminance of one area is 

increased by the luminance of the surrounding areas. Internal scatter not only 
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significantly reduces the luminance dynamic range LmaxlLmin (usually by about an order 

of magnitude) and consequently reduces the PDR, but also changes the actual display 

function, as illustrated in Fig. 2.3. 

Since the internal scatter is a function of the average luminance of the displayed 

image, the actual display function is also image-dependent. In order to obtain the 

optimum display function for every image, ideally the mapping function g( • ) should be 

adaptable. In practice, however, the average luminance of a class of images, e.g. chest 

images, does not vary too much. One mapping function may be adequate to nearly 

optimize the display device for a class of images. Several such mapping functions may 

be pre-stored and applied to the specific tasks, respectively. 

Even though the optimum display function guarantees the best utilization of the 

information transfer capabilities of a given display system, it is not necessarily the best 

display function for a specific display application. The best display function for an 

application depends on the distribution of the needed information which may spread over 

only part of the input data range for one specific image. Hence in many practical display 

tasks, parts of the input data range need to be assigned over a relatively wide portion of 

the available display range so that many JNDs can be perceived while other parts of the 

input data range are relatively compressed. In addition, the distribution of the needed 

information varies from image to image. Hence, it is generally impossible to have one 

best display function for the display of all images or even all parts of one image. An 

implication in the derivation of the optimum display function is that the needed 

information is distributed equally well over the entire display dynamic range. However, 
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the superiority of using the optimum display function over the original display function 

of an image display is that the optimum display function makes full use of the greatest 

potential of the contrast display capability of the display device. For a given luminance 

dynamic range, the optimum display function facilitates detection of the maximum 

number of contrast differences (JNDs), which can be easily demonstrated by displaying, 

for example, a grey-scale checker board pattern of 100 equally spaced grey levels with 

the optimum display function and with the original display function. It was also 

demonstrated by the previous example given in §5.3 where 15 x 15 pixel square objects 

were displayed on the given CRT monitor and an improvement from 86 to 106 JNDs was 

achieved. Because the distribution of the needed information varies from image to 

image, adaptive image processing methods may be required to account for the specialty 

of each image. Furthermore, the processed image should also be displayed on a display 

device with its optimum display function. This subject will be discussed in more detail 

in the next chapter. 

The results of the ROC experiment with the specific task and the given CRT 

monitor appear to be a little disappointing. Although an improvement in observer 

performance (given by the increased area under the ROC curve) was obtained as 

indicated in Fig. 5.6, it was not statistically significant (as evaluated by paired-difference 

t-test [61]). This is not too surprising, however, considering that several factors may 

have affected the experiment results: a) The original display function of the CRT 

monitor was not very different from the optimum display function (see Fig. 5.5), b) The 

coarse digitization (only 8 bits per pixel) limited by the hardware of the CRT (Le., DI A 
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converter) kept us from accurately implementing the optimum display function, and c) 

For the given detection task, clinically relevant information in a chest radiograph was 

very likely not distributed uniformly over the entire input data range. Due to these 

factors, neither the optimum nor the original display function of the monitor were 

probably the best display functions under the given conditions. For most of the chest 

images presented in the experiment, the input data range of the image parts which the 

radiologists were interested in was above about grey level 40. Consequently, the overall 

contrast of images displayed by the original and the optimum display functions was 

almost the same, which can be seen from Fig. 5.5. This may explain why the subjective 

ratings of contrast resolution did not improve when displaying the thorax radiographs 

with the optimum display function as compared with the original display function because 

the radiologists somehow took the impression of overall image contrast as the contrast 

resolution. On the other hand, it is interesting to note that the subjective ratings of the 

spatial resolution was increased, as shown in Table 5.1, even though the MTF of the 

CRT did not change. It suggests that the overall performance of perception did indeed 

improve with the optimum display function. It is common that high-spatial-frequency 

details are typically weak in chest radiographs due to intrinsic small density modulation 

of the anatomy as well as the rather poor high-frequency detective quantum efficiency 

(DQE) of the image acquisition system. The improvement in contrast for high-spatial

frequency details with the optimum display function brought up the easier perception of 

these details compared to the original display function, which gave an impression of 

improved spatial resolution. 
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5.6 Summary 

It has been shown in this chapter that the optimum display function of a display 

device should match the human visual response function in order to maximize the 

transferred contrast information of an image. Specifically, 

fopt(GL) = hs•
1(GL) . 

Given a display device, fopt(GL) provides the maximum perceived dynamic range 

available to human observers. This result is equivalent to perceptual linearization of 

image displays. For a display device, its optimum display function can be directly 

derived from the JND curve or the threshold contrast curve, CT(L), and is approximately 

independent of the size of objects in the image, i.e., independent of the spatial frequency. 

fopt(GL) is also independent of the noise level of the display device. A non-linear 

mapping, which can be derived based on fopt(GL) and f(GL) , is needed to correct the 

original display function. For this purpose, the effect of internal scatter onf(GL) must 

be considered. 

By default, a display device should always present images by this standard, 

generalized optimum display function. The optimum display function is the best display 

function for a given application when the useful contrast information is uniformly spread 

over the input data range. As long as the optimum display function has been 

implemented, it should be kept all the time (hence, the contrast/brightness knobs for a 

CRT should not be used for arbitrary adjustments). For the best visualization of 

arbitrary images, adaptive methods (e.g. adaptive contrast enhancement techniques) may 
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be required to process images before displaying them. 



CHAPTER 6 

ADAPTIVE Jl\.fAGE CONTRAST ENHANCEMENT BASED 

ON HUMAN VISUAL PROPERTIES 

6.1 Introduction 
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The purpose of image contrast enhancement is to improve the appearance of the 

image, allowing observers to extract from the image as much information as possible. 

This is particularly important in some medical applications, for example chest 

radiography where radiologists view the patient's chest radiographs to make a primary 

diagnosis. Abnormal structures on radiographs are often presented by small luminance 

differences caused by small differences in the x-ray path attenuation and in object 

thiclmess. In addition, current softcopy display systems are incapable of displaying as 

many different discernible levels of luminance as can be recorded in a digital image. 

These factors are very likely to cause some subtle, but probably crucial, contrast 

information loss when a digital image is displayed on a CRT. The diagnostic accuracy 

can be reduced due to the poor contrast in the displayed image. Contrast enhancement 

is certainly one way to compensate for the decrease of contrast in the displayed image. 

Numerous contrast enhancement methods exist, ranging from the simplest linear 

contrast stretch (also called windowing-and-Ieveling) to some very sophisticated adaptive 

enhancement techniques [25], [26]. The following brief review attempts to outline a few 

representative techniques and to summarize some existing common problems which need 
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to be overcome. 

Linear Contrast Stretch 

In linear contrast stretch, a sub-range of the input grey levels (a window) is 

selected and mapped linearly into the entire range of display driving intensities (output 

grey levels), as illustrated in Fig. 6.1. Since the output range is greater than the input 

range, the global contrast of the image is enhanced. The input-to-output relationship can 

be mathematically given by 

o I(x,y) ~ GL1 

Io(x,y) = GL ~ GL (I(x,y) - GL1) 
2 1 

GL1 < I(x,y) < GL2 (6.1) 

M I(x,y) ~ GL2 

where I(x,y) and lo(x,y) are the input and the output grey levels of the pixel at location 

(x,y), respectively, [GLh GL~ is the input grey level range and [0, M] is the output grey 

level range. This method is so simple that users can interactively choose the wanted 

input grey level range to stretch the image contrast in real time. The disadvantages of 

this global technique are: (i) only a partial grey level range of the image is enhanced, 

while grey levels outside the selected range are mapped either to the minimum or the 

maximum output grey levels, which means a loss of image information, and (ii) the 

requirement for manual interaction with the image adds more tasks to the user to search 

for a possible optimum grey level window. 
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Fig. 6.1 Illustration of linear contrast stretch. 
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Histogram Equalization 

Histogram equalization is a contrast enhancement technique which attempts to 

assign the output grey levels based on the statistical distributions of the input grey levels 

of the image. The input-to-output mapping is determined from the cumulative 

distribution function (CDF) of the image as 

(6.2) 

where Kl and K2 are two constants that scale the output image to the desired output grey 

level range. If this range is the total grey level range of the display device, [0, GLmax], 

which is a common case, then 

and 

where Np is the total number of pixels in the image. Since the histogram of the image 

is the first derivative of its CDF and the contrast gain is just the first derivative of the 

input-to-output mapping function, the output grey level range is proportional to the pixel 

intensity distribution of the image. The result is that those grey levels where there are 

large pixel populations are expanded while other grey level ranges where there are fewer 

pixels are compressed. This technique is a global method and its biggest advantage is 

that it automatically manipulates the input image without the need for any input 

parameter, as it utilizes only the statistics of the input image. The disadvantage of 

histogram equalization is that it tends to over-enhance the image contrast if there are high 

narrow peaks in the histogram of the image. Because these narrow peaks in the 

histogram correspond to large smooth regions of the image, the over-enhancement in 
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these regions often results in a harsh appearance of the output image and an unacceptably 

high noise. 

Spatial Filtering Metlzods 

Since human vision is more sensitive to the intensity change of the mid to high 

spatial frequency components of the image than to that of low spatial frequency 

components, enhancing the mid to high spatial frequency components relative to low 

spatial frequency components will have the effect of contrast enhancement, which is 

known as high spatial frequency emphasizing. In spatial domain, the input-to-output 

mapping is expressed as 

n 

Io(x,y) = L Gklk(x,y) (6.3) 
k=l 

where lk(x,y)'s are components of different spatial frequencies of the original image and 

Gk's are gain coefficients for these component images. This technique is also called 

multichannel filtering since the whole spatial frequency range of the input image is 

divided into several spatial frequency bands. Unsharp masking [62], for instance, is a 

special case of multichannel filtering with n = 2 in the above formula. Specifically, the 

output image resulting from unsharp masking is given by 

(6.4) 

where IB(x,y) is a heavily smoothed version of the original image (low-pass filtered 

image), which is subtracted from the original image in order to obtain a structured 
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image, denoted by Is(x,y), that contains the mid to high frequency components of the 

original image, and GB and Gs are gain factors for the low and high frequency 

components, respectively. For contrast enhancement, it is required that GB S 1 and 

Gs > 1. 

One example of multichannel filtering was given by Tahoces et ai. [63] who 

designed a three-channel filtering algorithm to enhance chest and breast radiographs. 

They also used a post-processing (a non-linear transformation) to re-scale the processed 

image so that the grey level range was within the range of the display device. The 

spatial filtering does effectively enhance the image contrast. But the selection of 

coefficients Gk's is a difficult task. They are obviously image content dependent. Unless 

Gk's change adaptively with the local image characteristics, it is unlikely that a fixed set 

of Gk's can work well for all the images. Another problem with this technique is the 

occurrence of ringing artifacts around sharp edges. 

All the techniques discussed above are global methods, i.e., one transformation 

is applied to all the pixels of the image. This type of methods may work well for some 

images. However, in the real world there are more complex situations where an image 

may have enough global contrast with considerable low-contrast local details, or the 

contrast in some parts of the image is poor while the contrast in other parts of the image 

is adequate. A better way to deal with this problem is the adaptive contrast enhancement 

(ACE). Generally, ACE techniques involve a mapping of the form 

Io(x,y) = /[I(x,y) , 0o(x,y)] (6.5) 

where 0o(x,y) represents some local characteristics within the neighborhood n around 
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the location (x,y). Hence, the mapping/changes adaptively with the local characteristics 

of the image. Let us briefly outline a few typical adaptive techniques. 

Local Range Modification (LRM) 

Fahnestock and Schowengerdt [64] have developed a very efficient ACE method 

called Local Range Modification (LRM) which is a linear contrast stretch with variable 

coefficients. The mapping in this case is given by 

Io(x,y) = () C1 
• ( ) (I(x,y) - mino(x,y») + C2 (6.6) 

maxo x,y - mIDo x,y 

where mino(x,y) and maxo(x,y) are the local minimum and the maximum in the 

neighborhood {) around (x,y). C1 +C2 is the desired maximum output grey level and C1 

is just the output range. Instead of calculating the local minimum and the maximum for 

each pixel, the LRM method first calculates these values for contiguous blocks of the 

image and associated them with the central pixel of each block, and then applies a two-

dimensional interpolation to estimate mino(x,y) and maxo(x,y) for any other pixels of the 

image. This technique substantially reduces the computation burden and makes the 

algorithm highly efficient. Furthermore, this technique can certainly be extended for the 

calculation of other statistics of the image as we will see later. The parameter space of 

LRM is small, because in most cases the block size is the only parameter to be 

determined, whereas C1 is usually set equal to the full display range and C2 is set to 

zero. As the authors have indicated [64], since LRM is based on the maximum and the 

minimum values, it is very sensitive to spike noise. Besides, ringing artifacts are also 
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evident on either side of the transitions. 

Adaptive };filtering 

Peli and Lim [65] have proposed an adaptive filtering algorithm based on the 

structure of un sharp masking. The algorithm first separates an image into low-pass and 

high-pass components. The high-pass component is then enhanced with a gain which 

depends on the local mean, and the low-pass component is also transformed by a non

linear function which is image-dependent. These two processed components are then 

combined to give the output: 

(6.7) 

where GB(·) and T(.) are both functions of the local mean IB(x,y). The particular 

characteristic of the image used for adaptive filtering is the local mean. Peli and Lim 

provided three different image samples processed successfully by this algorithm with 

different non-linear functions GB(·) and T(·). However, the success of their method 

requires customized tailoring of the non-linear functions for each image to be enhanced. 

The best choice of the non-linear function has to be tried out for specific applications. 

Adaptive Histogram Equalization (AHE) 

An extension of the use of histogram equalization in local areas of the image was 

developed first by Ketcham et aZ. [66], and then continued by others [67]-[69], to 

improve the local contrast of the image. A sliding window centered at each pixel is used 
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in which the local histogram is calculated and equalized, thus altering the value of that 

pixel. For an image of size N x N pixels, N 2 local histograms need to be calculated. 

This time-consuming procedure was improved by Pizer with a method of reducing the 

computation burden for calculating local histograms [68]. His method is similar to that 

of LRM. The image is divided into blocks and the histogram equalization mapping is 

calculated only for each block and assigned. to its central pixel. Then the mapping 

function for any other pixel is bilinearly interpolated from the mapping functions of the 

pixel's four surrounding blocks. The only parameter to be determined in this method is 

the block size. Some empirical results indicated that 8 x 8 blocks were adequate for 

most images, and that a 50% overlap between blocks could smooth the transition of 

mapping between blocks. It has been shown by experiments that there is virtually no 

difference between the results of applying true AHE and its interpolated version for the 

same effective block size. It has also been reported that this efficient AHE worked well 

for many medical images, including chest radiographs and CT images [70]. However, 

the problem of noise over-enhancement associated with the histogram equalization 

procedure is still not solved. To attack this problem, Pizer et ai. [71] introduced the 

following modification to the AHE, called CLAHE. 

Contrast-Limited Adaptive Histogram Equalization (CLAHE) and Its Extension 

This method is based on the interpolated version of AHE with the modification 

of limiting the contrast gain by restricting the height of local histograms. Recall that in 

histogram equalization the contrast gain is given by the first derivative of the CDF, or 
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the histogram. If the local histogram is too high in some area of the image, the 

corresponding contrast gain may exceed what is needed and cause over-enhancement. 

Hence, one can limit the contrast gain by clipping the height of the local histogram. 

Specifically, if the desired contrast gain is Gc, the maximum height of the histogram has 

to be restricted by 

where Np is the number of pixels in the region where the local histogram is calculated, 

and GLmax, as before, is the display range. Since the number of pixels in the region 

should remain unchanged, the clipped histogram has to be re-distributed and re-

normalized so that the area under the clipped histogram curve is still equal to the area 

under the original histogram curve. For simplicity, a uniform redistribution is used to 

reallocate the clipped pixels to all grey level bins. Note that this step will push the 

clipped histogram up again above the height limit Hmax, and hence it needs to be clipped 

again. A simple iterative algorithm has been designed to implement this re-distribution 

and re-normalization. After this procedure, the mapping function is derived from the 

clipped histogram in the same way as ordinary histogram equalization. Fig. 6.2 

illustrates, as an example, the difference between the ordinary histogram equalization and 

the clipped histogram equalization. As we can see, the contrast gain (Le. the slope of 

the mapping curve) is limited in the grey level range where the histogram is clipped and 

the rest of grey level range is uniformly expanded relative to ordinary histogram 

equalization. 
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Fig. 6.2 (a) The histogram of a chest image and its clipped version. Note that the area 
under the histogram curves remains unchanged as the total number o/pixels in the image 
is a constant, (b) The input-Io-output transformation (look-up table) derived from the 
original histogram and its clipped version given in (a). 
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An extension of CLAHE is Artifact-Suppressed Adaptive Histogram Equalization 

(ASAHE) [72]. It was developed by Rehm who divided the image into structure and 

background, applied CLAHE to the structure image only, and then recombined the 

enhanced structure image with the background. 

CLAHE and ASAHE proved to be superior to the original AHE for their 

improved noise performance although they do not completely eliminate noise 

enhancement in smooth regions. The selection of contrast gain limit Gc is also an image

dependent task. 

In summary, the image contrast enhancement methods can be classified into two 

categories: global methods and adaptive methods. Generally speaking, the adaptive 

techniques provide a better performance than the global ones at the expense of more 

complex algorithms and more computations. From an examination of these existing 

techniques one can find some common problems. First, there is not a guideline that tells 

us how much enhancement is adequate at each location of the image. It is likely for a 

processed image to have one region where the local contrast is already too much, but 

have another region where the local contrast is still not enough to allow observers to see 

the details. Secondly, the over-enhancement of noise is distracting, especially in 

relatively uniform regions of the image. The second problem is partly associated with 

the first problem because of not knowing where the contrast needs to be enhanced and 

the amount of enhancement. Finally, the ringing artifacts commonly appear around the 

sharp transitions within the image. Based on this analysis, we propose the following 

desired goals for the new ACE method that will be reported in this chapter: 1) A 
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quantitative determination of both the global and the local contrast gains. 2) A good 

control of noise enhancement. 3) Suppression of ringing artifacts. 4) Fast 

implementation. 

6.2 JND-Guided Adaptive Contrast Enhancement (JGACE) 

It is clear from the previous discussion that for any ACE method, some local 

characteristics of the image have to be utilized to determine the varying local contrast 

gain. Since the ultimate purpose of ACE is to make the information contained in an 

image more visible, some characteristics of the human vision system must also be 

considered. The new method proposed in this section uses the basic structure of unsharp 

masking as mentioned above, based on the fact that most of the information in an image 

is conveyed by its mid to high frequency components although they contain only a very 

small fraction of the total energy of the image, and that the human visual system is very 

sensitive to these frequencies. The human vision also has a property of being more 

sensitive to random noise in smooth areas than in "busy" areas where there are more 

details. Netravali and Prasada [73] have shown that the visibility of noise decreases 

monotonically with increase in the spatial activity, which they defined as the rate of 

spatial change in image intensity from one pixel to another. Hence, any over

enhancement of noise is mainly due to the unnecessary enhancement in low spatial 

activity regions where there is little useful information. To overcome this undesirable 

feature, the key is to classify low spatial activity regions (or smooth regions) and high 
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spatial activity regions (or detail regions) and treat them differently. One should keep 

the local contrast unchanged in smooth regions in order to avoid noise enhancement, and 

only enhance local contrast in detail regions. 

The next question is then how to determine the adaptive contrast gain Gs in detail 

regions. It is reasonable to determine Gs based on the actual local contrast CA and the 

human visual response to the contrast, i.e., the contrast sensitivity function discussed in 

§3.2 (see Fig. 3.1). We assume that the required contrast in detail regions should be 

several times higher than the threshold contrast CT (Le. GS'CA ~ ,¥,CT with 'Y > 1) in 

order to ensure a reliable and comfortable detection or recognition of low contrast objects 

in an image. If the local contrast is less than 'Y' c;., the local contrast should be increased 

to that value; if the local contrast is already larger than or equal to 'Y' c;., no contrast 

enhancement is needed. This treatment can also eliminate unnecessary contrast 

enhancement around sharp edges because the local contrast there is already high enough. 

Consequently, the ringing artifacts can be hopefully avoided. Recall that CT is a function 

of the spatial frequency and the background luminance, which would require calculating 

both local mean grey level and average grey level change, and converting them to 

luminance values through the non-linear display function of the display device. This 

complication can be simplified if we perceptually linearize the display device as discussed 

in Chapter 5, since with a perceptually linearized display device, the JND in grey level, 

JNDGL, is independent of the grey level of the background and is only a function of the 

local spatial frequency. Furthermore, it can be shown easily that JNDGL follows the 

same spatial frequency dependence as that of CT(u), where U is the angular spatial 
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frequency in units of cycles/degree. Therefore, the above stated requirement for the 

local contrast (GS'CA ~ 'Y'CT) can be replaced by adjusting Gs such that the average 

grey level change is larger than 'Y'JNDOL in each detail region. Thus, the computation 

of local contrast is replaced by the calculation of the average grey level deviation from 

the local mean. Hence, the required local characteristics of the image are the local 

average grey level deviation and the local spatial frequency to be used in order to 

determine JNDoL• 

Based on the above considerations, we have developed the new ACE algorithm, 

called JND-Guided Adaptive Contrast Enhancement (JGACE), whose schematic diagram 

is shown Fig. 6.3. The core structure is based on un sharp masking with variable contrast 

gain Gs. To reduce the computational burden, the bilinear interpolation method used in 

LRM is also applied here. The input image is frrst divided into small contiguous blocks. 

Then, the contrast gain Gs is determined according to the local characteristics of each 

block and JNDOL' and is associated with the central pixel of the block. For any other 

pixel in the image, the contrast gain is calculated, using bilinear interpolation, from the 

Gs's of the four neighboring blocks. In the following, we discuss each part of JGACE 

in more detail. 

6.2.1 Low-pass fIltering 

The low-pass filtering is performed in spatial domain by convolving the input 

image with an equally weighted square window, since the spatial filtering can be done 

very fast with the use of the so-called "box-car" algorithm. Its purpose is to separate the 



I 

F [ ] 

Low-pass Filter Prewitt Operator 

,.'.1' ............ 

Local image 

characteristics 

& 

The properties 

of human vision 

"------_ .... '/ 

Fig.6.3 A schematic diagram of JGACE algorithm. 

139 



140 

very low frequency component IB(x,y), which contains only gradually-changing shadows 

from the more detailed structure component Is(x,y) of the original image I(x,y). Thus, 

I(x,y) = IB(x,y) + Is(x,y) . 

It is very important to determine an appropriate window size, and consequently the cutoff 

frequency of the low-pass filter. Ginsburg [46] has done an experiment showing how the 

spatial information of an image is distributed in various frequency bands. Based on his 

observation, it seems that a cutoff frequency of about 16 cycles per picture width is high 

enough for the filtered image to show the basic shape of the object presented in the 

image and also low enough to exclude all detail structures. Fig. 6.4 illustrates, as an 

example, the results of a low-pass filtering experiment with various window sizes. Based 

on this, a window size of w/16 is selected where w is the width of image. In order to 

speed up the filtering, the input image is first sub-sampled down to a sub-image of 

smaller size and then filtered, and the filtered result is then bilinearly interpolated to 

obtain the full-size filtered image. Since the energy in a real-world image is generally 

concentrated around low spatial frequencies, the aliasing caused by the sub-sampling has 

little effect on the low frequency components, and therefore the result of using the above 

procedure is almost identical to the result achieved by full-size low-pass filtering. 

6.2.2 Separating detail and smooth regions 

As performed in the implementation of the LRM, the input image is divided into 

contiguous blocks with the same size as the window size of the low-pass filter. Whether 

a block belongs to a smooth or a detail region is determined on the basis of the spatial' 
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(a) (b) 

(c) (d) 

Fig. 6.4 The dependence of low-pass filtered background image on the filter's window 
size which is (a) w/32, (b) w/16, (c) w/8, (d) w/4, where w is the side width of the 
image. 
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activity within the block. To compute the spatial activity, we use the gradient image (Le. 

the derivative image) obtained by applying two orthogonal Prewitt operators [26] to the 

input image J(x,y). The Prewitt operator is chosen because it has a noise smoothing 

effect, and is also simple and fast. The gradient image ld(x,y) is given by 

IJ,x,y) = 

where 

{

AX 13 

A y /3 

IAXI > IAyl 

IAxl < IAyl 

{

AX = l(x+1,y-1) + J(x+1,y) +1(x+1,y+1) -J(x-1,y-1) -J(x-1,y) -J(x-1,y+1) 

Ay = l(x-1,y-1) +1(x,y-1) +l(x+ 1,y-1) -J(x-1,y+1) -J(x,y+1) -l(x+ 1,y+1) . 

(6.8) 

(6.9) 

Obviously, the amplitude of ld(x,y) is very small in smooth regions relative to detail 

regions. By thresholding I Jd(x,y) lone should be able to separate smooth and detail 

regions. However, the threshold to be used varies with different images due to the 

differences in their noise levels. The selection of the threshold has to be made such that 

it is just above the noise fluctuation in smooth regions. To determine this variable 

threshold, we first calculate the average amplitude of ld(x,y) (Le., the gradient mean) of 

each region. Notice that the gradient means of smooth regions tend to get together at 

lower values while the gradient means of detail regions distribute around higher values, 

and consequently the distribution of the gradient means generally possesses a bi-mode 

(sometimes multi-mode) shape. The first "dip" point of the distribution curve 

corresponds to a boundary between two types of regions (see Fig. 6.5). One could use 

this value, denoted by iJ.r, as the gradient threshold. However, because the number of 
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Fig. 6.5(a) The distribution of regional gradient means of an image. Note that the 
initial threshold P-T is given by the first "dip" point of the distribution curve. 



40~---------------------------------------. 

if) 

c 30 
o 
01 
Q) 
\... 

Y-
020 
\... 
Q) 

...0 

E 
:l10 

Z 

O~~~~---.----------r---------.-~~----~ 

o 10 
Gradient mean 

20 

144 

Fig. 6.S(b) Another example o/the distribution o/regional gradient means. Note that 
the image has a large smooth area and relatively high background noise. 
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regions in an image is relatively small, the distribution curve may be quite ragged and 

the position of the IIdipll point may be in error, causing misclassification. Two 

approaches can be used to overcome this difficulty. The first is smoothing the 

distribution curve and the second is classifying those regions whose gradient mean is less 

than /IT as smooth region samples, and then calculating the mean /lg and the standard 

deviation ug of gradient amplitudes of all pixels in these smooth region samples. Note 

that /lg and ug represent the average fluctuation in the smooth regions, attributed to 

background noise, and are less sensitive to a few possibly misclassified region samples. 

Hence, we select T2 = /lg + kgug as the final gradient threshold with kg = 3.5 (it 

ensures that more than 99 % of noise fluctuations in the smooth regions are below T2, 

assuming a Gaussian-like background noise). All contextual regions are then classified 

based on the following rule: 

Define a spatial activity index, Pk = Nk/ Nmax, where Nk is the number of pixels 

which satisfy I Id(x,y) I > T2 in the kth region, and Nmax = max{Nh N2, ... , Nk, ... , 

NK}. Thus Pk is actually a relative spatial activity. The region is classified as a smooth 

region if Pk < PT, where PT = 0.1, and is otherwise classified as a detail region (that 

is, a region whose relative spatial activity index is less than 0.1 is considered as a smooth 

region). One benefit of separating smooth and detail regions first is that it eliminates the 

unnecessary calculation of local spatial frequencies and contrasts for smooth regions. 

6.2.3 Determination of local spatial frequency and contrast 

To determine the local spatial frequency for each detail region, we use Id(x,y) to 
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calculate the ratio of the number of zero-crossings along a row (or column) to the 

number of pixels in that row (or column). This ratio approximately represents the local 

spatial frequency. If a detail region consists of n rows and m columns, one can obtain 

a spatial frequency as defined above for each row and each column. The average spatial 

frequencies in the horizontal and the vertical directions are given by 

1 n 

fH = - ~ Jj 
n )=1 

1 m 
Iv = - ~ fi 

m 1=1 
(6.10) 

where/j andfi are the spatial frequencies ofthejth row and the ith column in the detail 

region, respectively. Then, the local spatial frequency of the region is defined as fR = 

maxifH, Iv)· Notice thatfR is actually a normalized frequency, i.e.,fR = I corresponds 

to 0.5 cycles/pixel. The relationship between the angular spatial frequency u and fR is 

given by 

7rd 
u = 360Ax ·IR 

(6.11) 

where d is the viewing distance which is assumed to be 50 cm for usual observing 

conditions, and Ax is the pixel size. 

As discussed previously, the local contrast of each detail region is simply 

represented by the local average grey level deviation calculated using the structure image. 

With exclusion of the small fluctuations caused by the background noise, this local 

average grey level deviation, denoted by dR, is computed by 

(6.12) 
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where e is a noise threshold which can be set equal to T2, and n is the number of pixels 

satisfying the condition I Is(x,y) I > e in the region. 

6.2.4 Determination of local contrast gain 

In smooth regions, as we discussed before, the local contrast should be generally 

kept unchanged to avoid a possible over-enhancement of noise. Hence, we would like 

to have Gs = 1 for all smooth regions. However, for some images that have large 

background noise, it may be desirable to let the gain of the smooth region be less than 

one. On the other hand, for some noise-free images, or images with very high signal-to-

noise ratio, it may be desirable to have Gs greater than one for smooth regions so that 

some subtle structures in smooth regions can be enhanced without worrying about too 

much noise enhancement. To meet this goal, one can design Gs as a function of the 

noise level in smooth regions. One approach that has been used for tailoring Gs is given 

by 
G2 Gs = G1 + ------;-

1 + {p.g/J.l.g,O)4 
(6.13) 

where G1 < 1 and (G1 + G2) > 1, the mean gradient of smooth regions J.l.g is used as 

a measure of noise level in smooth regions, and the value of J.l.g,o is set about 1 - 2 

percent of GLmax (for 8-bit images, we have selected J.l.g,O = 3.5). 

For detail regions, the local contrast gain Gs is determined by comparing the local 

average grey level deviation AR with the calculated 'Y·JNDOL. Recall that JNDGL is a 

function of the angular spatial frequency u and follows the same form of function as 

CT(U). For the mid to high spatial frequencies, Cr(u) can be well approximated by an 
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exponential function: CT(u) = cO'e 0.166 u [44]. Hence, JNDGL becomes 

(6.14) 

where JNDo is the JND in units of grey level at low spatial frequencies. As discussed 

in the earlier chapters, JNDo depends on the noise performance of the display device. 

For a given display device, JNDo can be assumed to be a known constant. The local 

contrast gain Gs is then given by 

(6.15) 

where 'Y is an user-specified constant. 

6.2.5 The transformation F[ .J 

The transformation Ft • ] is optional. Its purpose is to provide an adequate global 

image contrast if the global contrast of the input image is not sufficient. When the 

histogram of the original image only occupies a small portion of the entire dynamic range 

of the display device, a global contrast enhancement is usually desired before the 

adaptive local contrast enhancement. The simple linear contrast stretch described in §6.1 

may not be suitable for this purpose if the histogram of the image has long "tails". Such 

an example is shown in Fig. 6.2(a) (dashed line) which is the histogram of a chest image, 

where although most pixels of the image are distributed within a relatively narrow grey 

level range, the histogram with a long "tail" spreads over almost the entire grey level 
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range. If we just apply a linear contrast stretch to that narrow grey level range, some 

information of the image will be lost. What is really needed is to stretch the major 

portion of the histogram and at the same time compress those grey level ranges where 

the value of the histogram is small. The clipped histogram equalization used in CLAHE 

can achieve this goal. But, unlike CLAHE, this clipped histogram equalization is applied 

only once to the whole image. The only question is how to determine the global contrast 

gain limit Gc. Obviously, Gc depends on the desired global contrast. We describe the 

global contrast of an image by its overall standard deviation of pixel values. From our 

experience, it may be inferred that if the image standard deviation (J is greater than one 

fifth of the entire display range, the global contrast is usually adequate. The standard 

deviation after the clipped histogram equalization is approximately Gc·(J. Hence, we set 

Gc = GLmax/(S·(J). The derived non-linear transformation FI'] can be easily and 

efficiently implemented by a look-up table, and an adequate global contrast can be 

achieved before the local ACE starts. 

6.3 Results and Comparison with Other Algorithms 

JGACE has been applied to a variety of images, including many chest 

radiographs. In the following, we shall present the results obtained by applying JGACE 

and some other existing algorithms to two representative images: (i) a test image 

consisting of both high and low contrast sinusoidal patterns and two sharply-edged 

squares with a large uniform background and subtle white noise being added over the 
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entire image, and (ii) a clinical chest image with an added dark rectangle for the purpose 

of showing more clearly the possible ringing artifacts which may be generated by these 

algorithms. Both images are 512 x 512 pixels and are digitized to 8 bits. 

Fig. 6.6 shows the original test image and the results of processing by five 

different algorithms. Cross proflles along the middle of each processed image are plotted 

in Fig. 6.7 to present more clearly the effects of different methods. The first method 

applied was the global histogram equalization. The second algorithm was a slight 

modification of the original LRM with C2 = 0, and C1 being given by 

C 1 = Imax - Imin 

and 

Imin = MAX( 0, JA.o - Go·{p.o - mino) ) 

Imax = MJN( 255, JA.o + Go·(maxo - JA.o) ) 

where JA.o is the local mean, maxo and mino are the local maximum and the minimum, 

respectively, and Go is a fixed, user-specified local contrast gain. This modification, 

although adds one more parameter Go to be determined by the user, prevents possible 

over-enhancement when (maxo -mino) is too small. The contextual block size was 

selected such that both mid and high spatial frequencies were included within the block. 

According to the discussion given in §6.2.1, a block size of 32 x 32 pixels was used. 

The local contrast gain was chosen at a medium value of Go = 2. The third method 

used was a multichannel filtering with three channels. The window sizes of the two low

pass filters were 7 x 7 and 25 x 25 (as suggested by Tahoces et al. [63]). The three 

gain coefficients for the multichannel filtering for this test image were 2.0 for the high 
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(a) Original test image 

(c) Modified LRM (d) Multichannel filtering 
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Fig. 6.6 Comparison of five different contrast enhance1nent algorithn1S 
for a test in1age. 
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Fig.6.7 A cross profile along the middle of the test image: the original image (a), the 
image processed by a global histogram equalization (b), by the modified LRM (c), by 
the multichannel filtering (d), by CLARE (e), and by JGACE (f). 
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frequency band, 1.5 for the mid frequency band and 0.95 for the low frequency band. 

The fourth technique employed for comparison was CLAHE for which the contrast gain 

limit was 2.0, and the side length of the contextual block was 127 pixels with 50% 

overlapping. The fifth method was JGACE. The contextual block size was also 32 X 

32 pixels with 50% overlapping. The parameter 'Y was selected as 6. 

From the results shown in Fig. 6.6 and Fig. 6.7, it is clear that the histogram 

equalization method produced, as expected, the worst noise enhancement, and caused a 

saturation of the high contrast sine-wave pattern due to over-enhancement. The modified 

LRM enhanced both sinusoidal patterns as well as the background noise, and the ringing 

artifacts are strongly noticeable around the sharp-edged squares. The contrast 

enhancement by the multichannel fIltering method appears to be stronger than the 

modified LRM, while resulting also in stronger ringing artifacts and noise enhancement. 

CLAHE produced a considerable contrast enhancement for both sine-wave patterns and 

noise in smooth regions, but it had less ringing artifacts. JGACE brought up an adequate 

contrast for the low-contrast sinusoidal pattern without enhancing noise in the uniform 

background, and had no ringing artifacts. It may also be noticed that those high contrast 

signals in the test image (the squares and the low spatial frequency sine-wave pattern) are 

kept unchanged by JGACE because their contrast is judged to be already adequate on the 

basis of the human visual JNDs. 

Fig. 6.8 shows the original chest image and the results of processing by the same 

five contrast enhancement algorithms that were discussed in the earlier case. As in the 

case of the test image, cross profiles along the middle of the chest image (through the 
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(d) Multichannel filtering - ----. , .... ,_ 

(e) CLAHE (f) JGACE 

F'ig. 6.8 Co1nparison of five different contrast enhancen1ent algorithn1s for a chest 
image. 
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Fig. 6.9 A cross profile along the middle of the chest image (through the rectangle): 
the original image (a), the image processed by a global histogram equalization (b), 
by the modified LRM (c), by the multichannel filtering (d), by CLABE (e), and 
by JGACE (f). 
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rectangle) are plotted in Fig. 6.9 for better inspection. The three gain coefficients of the 

multichannel filtering were changed a little in an attempt to obtain the best possible 

results with this method. These are 2.5 for the high frequency band, 1.8 for the mid 

frequency band and 0.9 for the low frequency band. All the other parameters were kept 

at the same values as before. No changes were made to the other algorithms. From Fig. 

6.8 and Fig. 6.9 we again see that the results of processing with JGACE are better than 

with any other methods in comparison. 

Besides JGACE, CLAHE appears to have the best processed image among the 

other algorithms compared here. Our experimental experience with chest images has 

shown that in most cases the results of JGACE and CLAHE are similar if background 

noise in the original image is low. To further compare the two methods, the computing 

time was compared for the same image on the same computer (VAX 8600). The results 

are summarized in Table 6.1. The last column of the table gives the computing time 

ratio of JGACE to CLAHE. The table shows that JGACE is faster than CLAHE, 

especially for large pixel bit depth (the number of bits per pixel). 

TABLE 6.1 Comparison of computing time (minutes) for JGACE and CLAHE 

Image Format CLAHE JGACE Time Ratio 

512 x 512 x 8 0.59 0.56 0.95 --
512 x 512 x 12 1.40 0.62 0.44 

1024 x 1024 x 8 2.76 2.18 0.79 

1024 x 1024 x 12 4.07 2.22 0.55 

2048 x 2048 x 12 18.6 8.73 0.47 
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6.4 Discussion 

In order to perform a quantitative evaluation of a given contrast enhancement 

algorithm, let us analyze the change in spatial activity of the test image before and after 

processing. As proposed by Netravali and Prasada [73], the image spatial activity can 

be described by a masking function defined as 

(6.16) 

where 
H Gpq = J(p,q) - J(p-l,q) 
v Gpq = J(p,q) - J(p,q-l) 

(6.17) 

and II (x,y)-(p,q) II is the Euclidean distance between pixel (x,y) and pixel (p,q). ex is a 

constant (a < 1) controlling the rate of exponential decay of the effect of the image 

intensity change at pixel (x,y) on its neighbors, and i,j are constants controlling the size 

of the neighborhood around (x,y). A large value of M(x,y) represents a high spatial 

activity around pixel (x,y). Let us divide the entire range of the masking function of an 

image into m equally spaced intervals: 

where Mo and Mm are the minimum and the maximum masking values, respectively. A 

pixel (x,y) in the image is assigned into the spatial activity region Ak if M(x,y) E [Mk-1, 

MJ, (k=I,2, ... , m). The average spatial activity in each spatial activity region is 

calculated as 
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- 1 
Mk = - :E M(x,y) 

nk (x,y)EA" 
(6.18) 

Let if: and if: denote the average spatial activities before and after contrast 

enhancement, respectively. Then the difference Dk = (if: - if:) represents the average 

increase of spatial activity in each spatial activity region. By examining M(x,y) and the 

contents of an image, one can always divide the image, based on its masking value, into 

three regions: (a) background noise (low spatial activities), (b) image details (medium 

spatial activities), and (c) strong edges (high spatial activities). It is of interest to see 

how Dk varies in these three spatial activity regions with different contrast enhancement 

algorithms. Fig. 6.10 plots Dk as a function of if: for the test image in the case of the 

five algorithms compared above. In calculating Dk , a 3 x 3 pixel neighborhood was 

selected (i.e., i = j = 1), and the value of ex was taken to be 0.35) as suggested by 

Netravali and Prasada [73]. The spatial activity range of the image details is observed 

from about 35 to 70 for this test image. We can see clearly from Fig. 6.10 that only 

JGACE provides the largest enhancement in the image detail regions relative to the other 

two regions. This explains why JGACE not only enhances the detail structures in the 

image, but also increases the signal-to-background noise ratio of the image and 

suppresses the ringing artifacts around strong edges. 

Image contrast enhancement is a rather old problem. Generally speaking, it can 

be achieved by image processing in either frequency domain or spatial domain. Since 

for an image the random noise usually has a very broad spectrum mixed together with 
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Fig. 6.10 The increase of spatial activity varies as a function of the original spatial 
activity of the test image in Fig. 6.6(a) for five different algorithms: (a) a global 
histogram equalization, (b) the multichannelfiltering, (c) the modified LRM, (d) CLARE, 
and (e) JGACE. 
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the spectrum of signal (structure details), any manipulation of the image spectrum in 

frequency domain (e.g., flltering) will have the same effect on both the signal and the 

noise if their spectra are inseparable. It is impossible, in the frequency domain, to boost 

the signal contrast without enhancing noise. Also, enhancing the mid to high frequency 

components in the frequency domain always creates ringing artifacts at sharp edges 

because the frequencies at a sharp edge are much higher than those at its surroundings. 

If the contrast of the sharp edge is small, this ringing effect just gives an appearance of 

enhanced contrast for the edge. But, if the contrast of the sharp edge is large, the 

ringing effect becomes a severe artifact. Hence, noise enhancement and ringing artifacts 

are two unavoidable problems for any frequency domain enhancement algorithm, such 

as multichannel filtering. A tradeoff has to be made between enhancing signal contrast 

and avoiding excessive noise enhancement and ringing artifacts. 

On the other hand, in spatial domain one can certainly handle these two problems 

better, as shown by JGACE. Two keys for the success of JGACE are the JND-guided 

contrast gain selection, which permits a quantitative determination of adequate contrast 

enhancement for local details of various frequencies, and separation as well as different 

treatments of smooth and detail regions, which effectively eliminates the enhancement 

of noise in smooth regions. Since the noise visibility is high only in smooth regions, the 

consequence is that the perceived signal-to-noise ratio is increased. The possibility of 

ringing artifacts is automatically suppressed, because around the high contrast edges the 

local contrast has already been adequate as judged by the local JND, and thus no 

enhancement occurs there to cause the ringing artifacts. Experience with JGACE 
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algorithm further shows that more overlapping between the adjacent blocks makes the 

change of the local contrast gain Gs smoother at the expense of more computations. 

Among histogram based algorithms, CLAHE provides the best processing 

performance without the over-enhancement problem by utilizing the clipped local 

histograms. The major computation of CLAHE is attributed to the calculation and the 

manipulation of local histograms for each block of image. Hence, the larger the number 

of grey level bins, the more computation time is required. Because the number of grey 

level bins in each histogram to be calculated increases exponentially with the pixel bit 

depth of the image, the computing time of CLAHE increases sharply from an 8-bit image 

to a 12-bit image even though the two images have the same number of pixels. This can 

be clearly noticed in Table 6.1. However, the speed of JGACE is almost independent 

of the pixel bit depth since no histogram is required in the major portion of the 

algorithm, except that only one global histogram may need to be calculated for the 

optional transformation Fl· ]. 

It should be noted that 'Y and JNDo are system dependent parameters. Selection 

of values for these parameters may vary with different display devices, observers and 

viewing conditions. However, the product of 'Y and JNDo can be actually considered as 

one parameter (see (6.15». It can be adjusted to an appropriate value once for a given 

display device and viewing condition, and is then kept fixed. Alternately, several 

enhancement levels can be preset (by changing 'Y'JNDo) for an observer to select the most 

appropriate one for his (her) specific application. 
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6.S Summary 

The presently developed JGACE algorithm is quite effective in enhancing image 

contrast for the best visualization. Unlike some special ACE algorithms suitable only for 

one type of image, this new algorithm can be applied to all kinds of images, including 

chest radiographs. JGACE meets the four desirr-d goals of image contrast enhancement, 

as proposed in §6.1. The quantitative determination of an adequate contrast enhancement 

is obtained by utilizing, as a guide of local contrast gain, the human visual properties as 

well as the local characteristics of the image. The two common problems existing in 

many earlier developed ACE techniques are overcome by the present approach. The 

possible noise enhancement is minimized by separating smooth and detail regions of an 

image and processing them differently. Hence, the perceived signal-to-noise ratio is 

increased: The ringing artifacts are successfully suppressed because of the appropriate 

JND-guided control of the local contrast gain. The computation burden is considerably 

reduced by three factors. First, the local characteristics (the average spatial frequency, 

local contrast) and the contrast gain are calculated only for the center of blocks, and the 

entire processing of the image is then implemented by linear interpolation, as used by 

Fahnestock and Schowengerdt [64], and Pizer et al. [68]. Secondly, separating smooth 

and detail regions saves the unnecessary calculation of local spatial frequencies and local 

contrasts for smooth regions, especially if the image has a large smooth area. Finally, 

low-pass filtering is applied to the sub-sampled, smaller size image, and then a linear 

interpolation is used to retrieve the full-size filtered image. 
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As discussed in Chapter 5, to best visualize the contrast information presented by 

an image, perceptual linearization is applied to the display device to display the image 

processed by the JGACE algorithm, which can be easily implemented by a look-up table 

designed specifically for the display device in use. For application to medical images, 

e.g., chest radiographs, it is almost certain that radiologists will be better equipped to 

detect small contrast features more easily on the processed chest images. Additional 

observer performance studies (ROC studies) are needed in the future to evaluate, in a 

more rigorous manner, if this technique can provide a significant diagnostic advantage 

over the original images. 



CHAPTER 7 

CONCLUSIONS 

7.1 Contributions of This Dissertation 
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In this section, the major contributions of this dissertation are summarized as 

follows. 

1) A systematic and quantitative evaluation of both physical and psychophysical 

performance of image display devices is developed. This evaluation includes 

hardcopy display devices (e.g., laser film printers) and softcopy display devices 

(such as high-resolution monochrome CRTs). In view of the image quality 

presented by the display devices, the emphasis is placed on those display system 

parameters that are most closely related to the performance of image 

visualization. The physical performance parameters of great interest are display 

function, physical dynamic range, internal scatter, spatial resolution (MTF), noise 

characteristics (including signal-to-noise ratio and noise power spectra), contrast 

transfer factor and luminance uniformity. The correlations among these 

parameters are also investigated. For perception performance, threshold contrast, 

just-noticeable-difference (JND) and perceived dynamic range are the evaluated 

parameters. A mathematical expression for the visual luminance response 

function is derived in Chapter 3 which allows one to develop an optimum display 

function for image display devices. In the past, the determination of these 
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psychophysical parameters has required considerable observer involved 

experiments which are very tedious and time-consuming. In Chapter 4, a direct 

quantitative relation between the physical and psychophysical parameters is 

established (given by equations (4.7), (4.8) and (4.12». One of principal benefits 

resulting from these studies is that very tedious and time-consuming 

psychophysical experiments can be replaced by more reliable and faster physical 

measurements. It is concluded that in the present state of modem CRTs, the 

spatial noise due to phosphor granularity offers the major limit to the contrast 

resolution of CRTs, and that trying to decrease the spatial noise of CRT is a more 

effective approach to increase the perceived dynamic range, among other 

considerations. 

2) Optimization of the display function for image devices is developed in Chapter 

5 from the point of view of contrast information transfer. The display function 

of a display device, having been given very little attention for a long time, is 

probably the most important characteristic which can dramatically influence the 

appearance of the displayed image. It is obvious that in order to maximize the 

transferred contrast information of an image, the display function of the display 

device must somehow match the human visual response to the displayed 

luminance. The result presently derived by using the display device/human 

observer model and concepts from information theory indicates that the optimum 

display function is mathematically the inverse of the scaled visual response 
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function which can be derived from the JND curve, and that the optimum display 

function is independent of the object size and the noise level (RMS) of the display 

device. The optimum display function perceptually linearizes the display device 

so that equal changes in grey level produce changes in luminance that are 

perceptually equal throughout the entire dynamic range of the display device. It 

also allows a meaningful comparison of different display devices for various 

images. Although the optimum display function is not necessarily the best display 

function for a specific display application, it fully utilizes the maximum potential 

of the contrast capability of a display device in the sense that the maximum 

perceived dynamic range (Le., the maximum number of just-noticeable

differences) can be achieved only with the optimum display function. 

3) A novel adaptive contrast enhancement algorithm (JGACE) is developed in 

Chapter 6, using human visual JND as a guideline, along with a perceptually 

linearized display device, for the best visualization of needed contrast information 

in an image. Adaptive contrast enhancement, as an effective way to improve the 

image display, has long been investigated by many researchers. It is the first 

time, however, that an adaptive contrast enhancement algorithm that quantitatively 

achieves an adequate amount of contrast enhancement in terms of the human 

visual JNDs is proposed. This scheme effectively solves two common problems 

associated with many other ACE techniques - ringing artifacts around sharp 

edges and over-enhancement of the background noise. The present algorithm can 
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be applied to a variety of images, including chest radiographs to facilitate a better 

diagnosis of abnormalities that have low contrast features. 

7.2 Suggestions for Future Investigation 

Optimization of image display is a complex subject because it is influenced by 

many variables which are related to the display system itself, to the human visual system 

and to the viewing environment. The basic goal of optimizing image display is to match 

the display system to the human visual system for the given viewing condition. Further 

investigations on the characteristics of the human visual system are desired to understand 

better how the human visual system responds to different stimuli and different viewing 

conditions. 

A number of researchers [21], [22], [74] have proposed to utilize perceptual 

linearization as a display standard. Some of the advantages that have been proposed for 

developing and adopting perceptual linearization as a display standard are the following 

[74]: 

• The relation between luminance and digital input grey level can be defined 

by mathematical functions. 

• The grey scale rendition of the CRT monitor will be predictable and 

reproducible. 

• Similarity between hardcopy and softcopy images will be facilitated. 

• Valid and reliable observer performance studies on different display 
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modalities can be carried out and the results will have more general 

meaning than previously. 

Notice that strictly speaking, perceptual linearization would require a non-uniform 

quantization of the driving signal of a display device, which may not be acceptable since 

all commercial AfD converters used in display devices now have uniformly spaced levels. 

An alternative approach may be to employ a conventional Of A converter having more 

than 8 bits (e.g., 10 or 12 bits) so that the non-uniform quantization required by 

perceptual linearization can be well approximated by a designed look-up table with finer 

steps of digitization. This software implementation of perceptual linearization has 

another advantage that it becomes easy to calibrate the display device in use by changing 

the look-up table based on the possible changes in the intrinsic display function caused 

by internal and/or external factors (e.g., the system changes, viewing condition changes, 

etc.). 

In the presently developed IGACE algorithm, the local spatial frequency of a 

region is determined approximately by counting the average number of zero-crossings in 

the region and the local contrast is represented by the average grey level difference 

between the structure and the background in the region. This is only for simplicity and 

is based on the assumption that the local characteristics of the image are homogeneous 

within the region, which may not be true in all cases. More sophisticated approaches 

may be designed to segment the image into meaningful object regions instead of fixed 

size regions and to calculate the local characteristics for true objects, although more 

computations may be needed. 
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With the application of JGACE to medical images, such as digital chest 

radiographs, it is obvious that the low contrast features which may be important for 

diagnosis will be enhanced by JGACE without the need for windowing and leveling 

manipulations by radiologists. A definitive determination of whether it can improve the 

diagnostic accuracy or save doctor's diagnosing time (or both) needs to be evaluated with 

considerable observer performance studies in the future. 
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