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ABSTRACT

The work presented in this dissertation examines the characterization and
modeling of visible charge-coupled devices (CCDs). A theoretical model is discussed
that represents the parallel clock register of a CCD as a lumped system of discrete
resistances and capacitances. This model can be used to simulate the electrical
performance of the clock register. From the simulation results the clock pulse
degradation in the lossy transmission line model of the clock electrode can be
determined. An upper limit is found to the parallel clock frequency at which
reasonable pulse shapes are preserved. In addition, the model is used to find the
current flow and the power dissipation within the clock electrodes. Through
simulations, the total power dissipation on a high-speed, high-resolution CCD can be
calculated and compared to theoretical values obtained from a conventional model.

The experimental part of this dissertation covers the theory and application
of test methodology for the characterization of high-speed, high-resolution CCDs.
Both standard and novel techniques for CCD evaluation are discussed, covering all
standard figures-of-merit such as read noise, full-well capacity, dynamic range,
conversion gain, charge transfer efficiency, MTF, quantum efficiency, non-uniformity,
dark current, linearity and lag. This chapter is followed by a discussion of the test
camera hardware and software that is used to develop characterization techniques
and apply them to specific devices. Finally, the characterization results from applying

these techniques to the English Electric Valve (EEV) CCD13 are presented. This
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device is a 512 by 512 pixel, 8-output, three-phase, full-frame CCD that was designed
for readout periods of less than 2 ms. It has been characterized at data rates up to
1 MHz, resulting in video acquisition of 128 by 64 pixel subarrays at 100 frames per
second. The results show that both experimental characterization and theoretical
modeling are two important aspects of CCD evaluation, providing necessary data to

customers and valuable feedback to manufacturers.
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1 INTRODUCTION

The charge-coupled device (CCD) was first developed in the late sixties and
early seventies as an electronic memory device. Two papers by Boyle and Smith and
by Amelio, Tompsett and Smith in the April 1970 Bell Systems Technical Journal are
the earliest references to a functional CCD.? Researchers soon realized that the
potential applications of the CCD as an imaging device vastly exceeded those of the
electronic memory. By the mid- to late-seventies, CCD image sensors had advanced
to the point of being introduced into commercial imaging applications. Further
improvements in resolution and image quality were made throughout the eighties.
At the present, CCDs have replaced vacuum tubes in all but the most specialized
imaging applications and are challenging the use of film in many areas.

Silicon-based visible CCD technology has now grown into a mature industry.
One of the remaining challenges is to push for higher frame rates at greater
resolutions. The impending implementation of HDTV is one of the driving forces
behind this development. Beyond HDTV technology there are applications in the
high speed videography market requiring even higher frame rates in order to replace
high speed film cameras with solid state imagers. These imagers offer advantages
over film such as higher sensitivity, larger dynamic range, better linearity, real-time
data analysis and fully electronic data acquisition and control. High speed CCD
cameras also feature greater potential resolution than moving film cameras since they

can eliminate image blur caused by the moving film. Already there are a few CCD
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imagers on the market that feature over 250,000 pixels at frame rates of 500 fps or
more, and several others are under development.

To support this rapidly growing field, new models and test methodology
appropriate for these high speed CCDs need to be generated. Current
characterization tools are specialized for slow-scan, ultra-low-noise scientific CCDs
and may not be appropriate for high speed devices. It is necessary to further
investigate through modeling the electrical dynamics within the CCD as clock rates
increase and develop more appropriate test methodology for characterizing faster
devices. Increased understanding of high speed phenomena and improved
characterization tools will directly benefit the development and fabrication of new
high speed, high resolution CCDs.

This dissertation covers some of both the theoretical and the experimental
aspects of CCD characterization. It presents work that was performed in conjunction
with the development of a high speed, high resolution CCD test facility at the Optical
Detection Laboratory of the University of Arizona’s Optical Sciences Center. This
facility will eventually be able to test a variety of CCDs at frame rates up to several
hundred frames per second (fps) and thus produce valuable quantitative data on the
performance of these devices.

Chapter 2 of this dissertation will examine the modeling aspect of the analysis
of high speed, high resolution CCDs. Specifically, the electrical modeling of the
parallel clock register of a CCD will be discussed. The electrodes of this register

form a distributed RC network that can be transformed into a lumped parameter
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model and simulated using a circuit analysis program. The same model will then be
used to investigate power dissipation on high speed CCDs. The results of the
simulations offer some insight into the limitations of clocking rates and the
anticipated power dissipation on these devices.

Chapter 3 covers the test methodology used to evaluate CCDs in terms of
some of the more widely used figures-of-merit. Both a summary of the underlying
theory and some practical guidelines on how to implement these tests are offered.
For many figures-of-merit there are several measurement techniques to choose from,
varying both in complexity of the measurements and in accuracy of the results. The
advantages and limitations of these measurement techniques will be discussed so that
the appropriate test can be chosen for the device to be characterized. The reader
is referred to the references for a more rigorous theoretical treatment.

The hardware and software of the test facility are discussed in chapter 4. This
facility was built to develop and try out the test methodology for characterization of
high speed CCDs and gain expertise in hardware and software development. It is
customized for the English Electric Valve (EEV) CCD13, a 512 by 512 pixel,
8-output full frame image sensor that was characterized with this facility. The test
system consists of programmable clock waveform generators and drivers to run the
CCD, 8-channel readout electronics, an analog 8:1 multiplexer, a correlated double-
sampling unit and 12-bit data acquisition electronics. The data are acquired by a PC
and transferred directly into memory, from where they can be displayed on the

computer monitor or processed by the analysis software. The maximum data rate of
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this facility is 1 MHz.

Chapter 5 discusses the results of the CCD13 characterization. A mean-
variance analysis was performed on the device to determine its read noise, conversion
gain, full-well capacity and dynamic range. The charge transfer efficiency (CTE),
MTF, quantum efficiency, non-uniformity and dark current were also measured.
From the test results, some predictions can be made about the performance of the
device at higher frame rates. The maximum frame rate that was achieved for the
CCD13 on this test station was 100 fps, using a partial-frame readout technique. The
device itself is capable of frame rates of over 500 fps. In addition to obtaining
quantitative data on the CCD13, the characterization also served to evaluate the test
methcdology and to identify test procedures that still need to be improved.

Future plans call for the expansion of the test station into an upgraded facility
capable of testing devices at data rates up to 20 MHz. Further advances in modeling
and improvements to the test methodology will be necessary to reach this goal. The
results presented in this dissertation are the first step towards the development of this
facility and show that theoretical modeling and experimental characterization
represent two important aspects of CCD evaluation. Both processes yield significant
information that is needed to analyze the performance of a CCD, to determine
whether it is suitable for a certain application and to generate improvements that

lead to the development of a better high speed, high resolution imager.
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2 MODELING OF HIGH SPEED, HIGH RESOLUTION CCDS

2.1 Intreduction

Modeling of high resolution charge coupled devices is a simple and yet
powerful method to gain insight into the operation of these devices at high clock
rates. This chapter concentrates on the electrical modeling of specific components
of the CCD structure. A simple model will be developed to describe the charge flow
in the electrodes of the CCD clock registers. The electrodes form a distributed RC
network that can be broken down into discrete resistances and capacitances on a
pixel-by-pixel basis. By stringing together these discrete subcircuits into an array of
pixels, the equivalent circuit of an entire clock register can be assembled and
simulated. The results of this simulation reveal some of the fundamental limitations
of clocking rates in high speed imagers. The same model can also be used to
estimate the power dissipation on high speed, high resolution CCD imagers. It shows
that power dissipation increases with faster clocking rates. The model is therefore
an important tool in the design of fast imagers.

The characterization methods described in the following chapters are not only
useful to compare different devices in terms of standard figures-of-merit, but are also
essential to feed back information on device performance to the manufacturer so that
the device design can be further improved. The simulation models were developed
with the same goal in mind. By modeling the high speed behavior of specific imaging

devices, design flaws and technological limitations can be exposed and appropriate
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corrections made prior to investing time and money in the actual fabrication of the
device. In the case of the simulations described in this chapter, valuable insight was
gained into the limitations of polysilicon clock registers, leading to the experimental

development of a new aluminum-strapped clock register design.

2.2 CCD Clock Register Modeling

Only a few of the charge coupled devices manufactured to date are limited by
RC losses in their active area electrode structure. Most commercially available
CCD:s, running at up to 60 frames per second (fps), can use vertical register speeds
of less than 100 kHz due to their modest resolution. Scientific CCDs, which usually
have higher resolutions, limit their clock rates by running at only a few fps.>®> When
combining high frame rates with high resolution, vertical register clock rates can
reach several million cycles per second. In this case low resistance and low
capacitance of the register structure becomes extremely important in preserving the
shape of the applied clock pulses.

Figure 2.1 shows the parallel register layout of a generic three-phase CCD.
The RC time constant of the electrode network that forms the parallel register of the
CCD can be analyzed by examining the structure of a single pixel. A three-
dimensional representation of such a pixel is shown in Figure 2.2. Its RC constant
is determined by three components. The first component is the internal resistance
of the electrodes. In a silicon-based device, these are usually composed of narrow

strips of polysilicon having a sheet resistivity of 20-50 0/0.%5 The resistance of an
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electrode increases with the number of pixels in a row of the CCD as the polysilicon
strip becomes longer. 1t is relatively independent of pixel size since the number of
squares per pixel is constant.

The second element affecting the RC constant is the capacitance between
adjacent clock electrodes. When a clock pulse is applied to an electrode, its potential
changes with respect to the neighboring electrode potentials. This potential
difference forces charge to flow through the clock line in order to charge or discharge
the interelectrode capacitance. Since the clock line is resistive, the current causes a
voltage drop and the remote parts of the electrode won’t reach full potential until the
capacitance is charged and the current has stopped. The interelectrode capacitance
is determined by the amount of overlap area between adjacent electrodes and the
thickness of the insulating layer in between. It increases with both the width of the
overlap and the total length of the clock line.

Finally, there is capacitance between the electrodes and the substrate of the
device. Since the insulating layer of oxide and depleted silicon is thick and the
capacitance is in series with the substrate resistance, this component of the RC
constant is often negligible in predicting the performance of the device. It is
proportional to the total area under the electrode, and thus depends both on pixel
size and the number of pixels in a row of the CCD.

All of these factors combine to form a lossy transmission line that transmits
clock puilses through an electrode. The input of the transmission line is the clock

driver circuitry. The output lies at the center of the CCD if the parallel register



22

electrodes are driven on both sides, or at the opposite end if driven from one side
only. The clock waveform at the transmission line output can be significantly
degraded if the clock pulses get too short in high-speed CCDs. The result is a
‘washed-out’ clock signal at the center of the CCD. This degrades the CTE which

depends on a large and rapid potential change inside the channel where the charge

transfer takes place.”?

2.2.1 Discrete model of a CCD clock register

A discrete model of the vertical clock register has been developed in order to
predict its performance at high clock rates.® Since a clock electrode is a distributed
system, its resistive and capacitive elements have to be lumped together at regular
intervals. The accuracy of the model increases as these intervals get smaller.
Simulations were carried out to examine the effects of model resolution on the test
output. They showed that a resolution of 80-100 elements is adequate to produce
output within the uncertainty of the model. Dividing the electrodes into units of one
pixel each yields an accurate and convenient description of most devices.

The model is based on a silicon three-phase frame-transfer array but is
applicable to other architectures and materials as well. Figure 2.2 shows a three-
dimensional layout of a single square pixel of the silicon array. A high-resistivity
epitaxial layer to accommodate the charge transfer channel is grown on top of a low-
resistivity substrate. The depletion region underneath the clock electrode occupies

the top part of the epitaxial layer. On top of the depletion region, a thin layer of
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oxide isolates the three polysilicon clock electrodes from the channel. The electrodes
overlap slightly by a distance a and are also isolated from each other by layers of
oxide.

This model describes a surface channel device. In a buried channel device,
the depletion region does not extend all the way to the oxide layer. An additional
layer of epitaxial silicon would have to be included between the depletion layer and
the oxide. However, for the electrical model only the thickness and the dielectric
constant of the individual layers are important. The additional epitaxial layer can
therefore be safely combined with the depletion region. For similar reasons the
layers of oxide and nitride that insulate the polysilicon electrodes from the substrate
have been combined into a single layer. To simplify the model, the change in
depletion region thickness with clock potential and signal size has been neglected.

The discrete circuit model of this pixel is shown in Figure 2.3. The resistance
of each polysilicon clock line is shown as Ry;,,. It is given by the sheet resistivity of
the polysilicon times the number of squares (in this case three) in each pixel section
of the clock line. The capacitance between electrodes is C,

It is given by

ine*
€50 €L
Cpp = —2 " 2.1
Lsio,
where €gq, is 3.9, €, is 8.854-107% F/em, 1, is the thickness of the oxide layer

between electrodes and al is the overlap area as shown in Figure 2.2. In the vertical

dimension, the capacitance of the depletion region (Cg,) is in series with the
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Figure 2.3 -- Diagram of a discrete circuit model for the 3D representation of
a single, three-phase pixel.
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resistance of the epitaxial layer (R,,) underneath each electrode. The substrate
forms an effective ground plane. R is given by the resistivity of the epitaxial layer,
times its thickness and divided by the area underneath the electrode. Cg,, is actually
the capacitance of the oxide layer underneath the electrode in series with that of the
depletion region.’® It is given by

-1

te. t
_ 1 SO, depl
Cdepl = ;eoApix < *+ e s (2.2)
Sio, Si

where eg; is 11.8, 4 ; /3 is the area under the electrode (one third the pixel area) and

pi
L4ep; I the thickness of the depletion region.

The exact values for the electrical components used in this model are often
hard to calculate unless destructive mechanical and electrical measurements are made
on the device. Reasonable estimates can be made based on available manufacturing
parameters and a few non-destructive measurements. In many cases the output of
the simulation is highly sensitive to one or two components and does not reflect small
changes in the values of the remaining elements in the model. More effort should
therefore be spent on measuring the critical components such as line resistance and
interline capacitance with the highest possible accuracy. The depletion region
capacitance and the epitaxial layer resistance are usually less important to the
accuracy of the modeling results.

The entire clock line structure can be modeled by assembling a grid of pixels

like the one described above. This is shown for a single polysilicon electrode 512
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pixels long in Figure 2.4. The clock pulses are applied to the first pixel and the
output voltage is measured at the other end. To simplify the model, a clock line that
is driven on both sides can be modeled as a line half as long, driven on one side only.
Since the propagation of the clock pulse along the horizontal direction of the device
is of interest, it is generally not necessary to model the entire active area of a device.
Only the two clock lines immediately adjacent to an electrode have a noticeable
effect on the signal. Given a two-level clock, one neighboring electrode would be at
potential V; and the other at ;. The central electrode changes from one potential
level to the other when the clock pulse is applied. This causes small discharge
currents in the adjacent clock lines, along with minor changes in potential. The
changes induced in electrodes further away are usually negligible.

The clock pulses that are applied to the electrodes can often be approximated
with a trapezoidal pulse shape. A more realistic pulse shape is an exponential rise
and decay pulse. For this pulse the input waveform takes approximately three time
constants to rise to 95% of the maximum potential. The input time constant can then
be easily compared to the time constant observed at the output. Another advantage
of this pulse shape is that it forces less current flow in the electrode due to the

prolonged charging.

2.2.2 SPICE implementation of model
The general model described above has been adapted for three different

imagers. The resulting netlists have been entered into the circuit analysis program



27

Figure 2.4 -- Circuit model for a single 512-pixel electrode.
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SPICE!. This program calculates the initial DC voltages at every node in the circuit
and then performs a transient analysis for an applied input waveform. Its output

consists of a listing of the output node voltages at regular time intervals.

2.2.2.1 Large area scientific imager

The first array that the model was used on is a 1024x1024 pixel three phase
CCD manufactured by Ford Aerospace (now Loral).!? Its vertical register is driven
on both sides, so that the model consists of three clock lines of 512 pixels each.
Given the layout and manufacturing data for this device, the model parameters were
calculated to be 100 q for Ry, 7.5 fF for Cy,,, 1.5 {F for C,,, and 80 ka for R,;.
Input and output waveforms from the simulation are shown in Figure 2.5. V,, is
applied to the input of the clock line and V_, is measured at the 512th pixel. The
differential clock voltage that was used is 10 V.

The time constants of both input waveforms were chosen to be 100 ns. This
is the time it takes the signal to rise to 63% (1 - 1/e) of its peak value. The output
pulse time constant is approximately 300 ns. This is sufficient to achieve an
acceptable pulse shape for the 100 kHz clock, but not if the register clock is running
at 500 kHz. Since this device is intended for slow readout, the high RC constant of
the clock lines is tolerable. On the other hand, the high charge currents of over
0.2 mA per electrode can be a problem. High current density in the electrodes can
lead to heating or even burnout in the device. It also places difficult requirements

on the clock driver circuitry. The charge currents can be lowered in two ways.
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Increasing the time constant of the input waveform spreads the charge flow over a
longer time period and thus lowers the current. The other possibility is to reduce the
interelectrode capacitance in the device, which lowers the amount of charge that has
to flow through the electrodes to reach equilibrium.

Experimental measurements were performed on this device in order to
confirm the results of the simulation. The interelectrode capacitance was measured
by connecting a capacitance meter between two of the clock input pins on the
package. The measured value has to be divided by the number of pixels covered by
the electrodes hooked up to each pin in order to obtain the capacitance for a single
pixel. Measurements between various electrode pairs gave values on the order of 10-
20 fF per pixel. Next a clock pulse with a 90 ns time constant was applied to the
input pin on one side of the clock register. The two remaining phases of the register
were grounded. The pulse arriving at the other end of the array was picked up by
an oscilloscope connected to the corresponding clock input pin on that side of the
package. The measured time constant of the output pulse was 1.6 ps.

A new circuit model featuring three electrodes of 1024 pixels each was
developed to compare the simulation to the measured results. In addition, the
interelectrode capacitance in the model was increased to 10 fF per pixel to achieve
a compromise between the calculated and measured values. Again a 90 ns time
constant was used for the input pulse. The resulting output pulse at the 1024th pixel
had a time constant of 1.3 us. This shows reasonable agreement between the model

and the measured results. The remaining discrepancy is due to inaccuracies in the
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values of the model parameters. Better agreement can be achieved by further

increasing the value of the interelectrode capacitance.

2.2.2.2 High speed, large area imager

The array previously discussed is being modified to enable it tc operate at high
speeds (up to 1000 fps). For this high frame rate, half the device will be masked off
as a storage region for frame transfer mode operation. The serial output registers
will be split up into 32 parallel outputs to reduce the data rate coming off the device.
The vertical registers will have to operate at a minimum clock speed of 1 MHz.

In order to achieve this high clock rate, the interelectrode capacitance is
reduced by decreasing the overlap area between adjacent electrodes. In addition, the
polysilicon electrodes are driven by aluminum lines running vertically across the array.
Contacts are made at every third pixel so that only one aluminum line per pixel is
needed to drive all three phases. The aluminum line obscures 3 pm (20%) of the
15 pm wide pixel. Figures 2.6 and 2.7 show a sketch of the device layout and a
subsection of the equivalent circuit diagram of the register. The resistance R, of the
aluminum lines is much less than Ry, so that the RC constant is reduced
significantly. However, C;_, is increased slightly due to the extra capacitance between
the aluminum line and the polysilicon electrodes.

The performance of the device can now be simulated as before. Instead of
modeling three polysilicon electrodes, three vertical aluminum bus lines have to be

entered into the model. The resulting waveforms for a 1 MHz clock are shown in
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Figure 2.8. The waveform at the end of a 256-pixel aluminum line follows the input
pulse very closely, except for a small phase shift. A problem still remains with the
current drawn by this model. Since the large interelectrode capacitance of this array
is almost directly connected to the clock driver circuitry, a large, short charge current
is drawn. This current can only be reduced by further decreasing the interelectrode
capacitance or by extending the time over which the charge is drawn (i.e. lowering

the clock rate).

2.2.2.3 PtSi low resolution, video rate IR-CCD

In order to demonstrate the versatility of the model it was applied to a third
imager with radically different architecture. This device is a PtSi IR-CCD made by
RCA.1® 1t is a four-phase, interline transfer imager with 160x244 pixels and is
designed to run at normal video rates of 30 fps. Since its architecture is different
than that of the two devices discussed above, the model had to be adjusted slightly.
The device does not have an epitaxial layer, but a much higher substrate resistivity,
so that R, ; has to be replaced by the average substrate resistance between a pixel
and a ground point. The value used for this was 20 Q. Since this device has a
different electrode structure, the values for the remaining circuit components changed
also. Ry, was calculated to be 360 a per pixel, C,,, is 13 fF and Cy,, is 170 fF to
one side and 15 {F to the other side, due to different overlap areas.

The performance of the PtSi imager is shown in Figure 2.9. At its normal

clock rate of 20 kHz, the pulse received at the center of the array closely follows the
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input pulse with a 500 ns time constant. The limitations of the device show at
250 kHz. Here an input pulse with 100 ns time constant generates an output signal
three times slower, with a time constant of approximately 300 ns. If the device were
to be enlarged to increase the resolution, the performance would drep further due

to the increased electrode length.

2.23 Analysis of modeling results

Transmission lines have long been a subject of study in electrical engineering.
The model presented in this paper only attempts a simplistic simulation of the
distributed system formed by the CCD vertical register, since far more powerful and
accurate techniques exist to simulate its behavior. It describes, however, a simple and
accessible way of obtaining a good estimate on the performance of a CCD. The
model can also be adapted to a variety of imagers. The only requirements are a
circuit simulation program such as SPICE and the necessary computing hardware to
run it.

For large CCD models the net lists can become very complex due to the high
number of pixels involved. High-performance hardware and software to handle the
size of the model is necessary to run such a simulation. One alternative is to lower
the resolution of the model by grouping several pixels into a single element. The
memory-size barrier was encountered several times during this study, using an older
version of SPICE on a VAX system. Newer versions of the code or PSPICE running

on a PC with a large memory may eliminate this problem.
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The modeling results indicate the importance of designing the vertical CCD
register to support the required clocking rate in high speed, large area CCDs. For
most low-resolution devices, the RC requirements to ensure adequate clock pulse
transmission are easily met. This is seen in the example of the infrared imager.
Standard high-resolution devices, on the other hand, have to run at low frame rates
to guarantee high charge transfer efficiency in every column of the vertical register.
If the frame rate of a high-resolution imager is to be increased, architectures and

manufacturing techniques need to be modified to make room for novel designs.

2.3 Power Dissipation in Frame-Transfer CCDs

The power dissipation in a charge-coupled device (CCD) is a topic that is
often neglected during the design phase of the device. Traditionally, devices have
been both small and slow enough so that heating due to power dissipation has not
been a problem. However, as CCDs become larger (for higher resolution) and
readout rates increase (for higher frame rates), significant amounts of power can be
dissipated in the device. As a result, CCD designs may have to be modified to
consume less power, and some devices may have to be cooled.

Four processes have been identified to be responsible for the power dissipated
in a CCD during the readout of a typical frame. The power dissipated due to signal
charge carrier movement in the device is discussed in detail in ref. 7 and 14, and will
only be covered briefly here. The power dissipated in the on-chip output amplifiers

is easily calculated.”® The remaining two processes are due to charge and discharge
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currents in the individual pixel capacitors. These currents cause power to dissipate
in the resistive elements of the clock electrodes and the substrate. The power
dissipated here is often calculated by assuming that the RC time constant of the clock
register is much less than the period of the clock waveform, and that it is dominated
by the pixel capacitance and the output resistance of the clock driver circuitry.*®
Section 2.2 showed that these assumptions do not hold for fast, large-area CCDs. A
more accurate analytical treatment is possible but becomes very complicated for large
devices.!” This section will show a method for modeling this situation and using the

results to calculate the power dissipated during the clocking process.

2.3.1 Device architecture

The analysis presented here concentrates on the frame-transfer CCD
architecture. This type of CCD is slightly more complex to model than a full-frame
device due to the additional storage area and the active-to-storage readout cycle.
The calculations shown in the following sections can be easily modified for a fulil-
frame architecture. The methods that are presented can also be applied to interline-
transfer devices, although more extensive modifications are necessary. The basic
concepts, however, remain the same, so that restructuring the theory for an interline
CCD should also be a straightforward process.

The device that will be used as an example for calculations and measurements

is the Loral (former Ford Aerospace) F1024B frame-transfer CCD'>%8, 1t features

a split-readout 512x1024 pixel active area with two 256x1024 storage sections on
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either side. The active area is further subdivided into 64 segments of 32x256 pixels,
each of which has its own output register and amplifier. Both parallel and serial
registers use three-level polysilicon electrodes for three-phase clocking. The
electrodes are driven on both sides of each 1024-pixel line. A single stage amplifier
is used in each output to convert the collected charge to a voltage across the load
resistor.

The same discrete circuit model used in section 2.2 to study the performance
of the vertical clock registers at high clocking rates was used to study the power
dissipation within the CCD. Figures 2.2 and 2.3 show a cross-sectional view of the
three-dimensional model for a single CCD pixel and the corresponding circuit
diagram. R, is the resistance of the epitaxial layer underneath one electrode of one
pixel. Cg,, is the combined depletion region and oxide capacitance for the same
area. Ry is the resistance of the polysilicon electrode over the length of the pixel.
Ciine is the line-to-line capacitance between adjacent electrodes. The substrate is
assumed to be at ground potential. All circuit elements are calculated from the
physical dimensions and material constants of the device, as shown in section 2.2. An
entire clock line is modelled by stringing these subcircuits end-to-end. The circuit
model is used both for the theoretical power calculations in section 2.3.3 and for the

SPICE simulations of the CCD clock registers presented in section 2.3.4.
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2.3.2 Readout timing and duty cycles

Much of the power dissipated on a CCD depends on charge flow due to
changing potentials, and is therefore closely connected to the clock waveforms
applied to read out the device. For a frame-transfer device, the readout process for
each frame can be divided into three parts. The first part consists of the movement
of the charge from the active area into the storage region. This is usually
accomplished by running all parallel clocks at their maximum speed for N, cycles,
where N, is the number of lines in the active area. For the split-readout architecture
of the F1024B device, N is 256. Running at 500 frames per second, the device takes
256 clock cycles of 2 ps length each to transfer this charge. For the remaining
1488 ps of the frame period the active area clocks are idle and no power is dissipated
in that region.

The second part of the readout process consists of moving the charge from the
storage region into the serial registers. The parallel register clock speed for this
process is much slower since the serial registers have to be cleared before a new line
can be transferred. It can be calculated by dividing N, by the remaining frame time
after the active-to-storage transfer has occurred. In the F1024B device, the parallel
clocks run at 172 kHz. Although the clock frequency is low, the rise time, length and
fall time of the actual clock pulses remain unchanged since the transfer from the
storage region into the serial register should occur in the shortest time possible. Note
that the maximum slew rate of the clock pulses is determined by the avalanche

ionization or spurious charge generation threshold of the device.’® Holes that
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accumulate at the interface while the clocks are inverted are pushed back into the
channel stops during a positive clock cycle. If this takes place too fast, the holes will
ionize the lattice and generate additional charge that contributes to the dark current
of the device.

Finally, the serial registers have to be cleared of charge. The serial clock
speed depends on the amount of time available between successive line transfers.
The clock period is calculated from the parallel clock period by subtracting the length
of the transfer cycle and dividing by the number of pixels in the serial register. The
F1024B serial clocks run at 8.4 MHz for 32 cycles, idling for 2 us in between lines
(rows) to wait for the next set of charges to be transferred from the storage area.

In calculating the power dissipated in running the CCD, it is convenient to
compute the power dissipated over a single clock cycle. However, since the clocks
do not run continuously, this value has to be multiplied by a duty cycle factor to
obtain the actual power that is dissipated over an entire frame period. In the case
of the active area of the F1024B device, the clocks are running for 512 us out of
every 2 ms long frame. Their duty cycle is therefore 25.6%. The storage area clocks
are running at two different frequencies over the course of one frame. The power
dissipated here can be calculated by assuming 500 kHz operation at a duty cycle of
25.6%, in addition to 172 kHz operation at a duty cycle of 74.4%. Similarly, the duty
cycle of the serial clocks is 48.8%. Using this readout scheme and duty cycles, the
operation of the CCD can now be easily broken down into individual processes whose

power dissipation can be calculated, modelled or measured.
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2.3.3 Theoretical analysis of power dissipation

The power dissipation in a charge coupled device is caused by four different
mechanisms. Most of the power is dissipated through capacitive charge and discharge
currents running through resistive elements in the device structure. The major
contributors to this type of power dissipation are the parallel registers that cover the
entire area of the device, but some power is also dissipated in the epitaxial layer or
the substrate of the device. Another significant source can be the on-chip output
amplifiers, where part of the output power is dissipated in the final FET stage. The
fourth source of power dissipation arises from carrier lift and friction mechanisms as
charge packets are moved across the device. All sources of power dissipation depend
on basic material parameters, the device architecture and layout, and the clocking
scheme used. The following theoretical analysis presents a rough overview of these
processes. It only holds for devices with short RC constants and near-lossless
transmission of clock pulses along the clock register electrodes. An exact theoretical
treatment that includes the effects of large RC constants can become very
complicated. We will show in the following sections that there is a simpler method

to accurately predict the power dissipated on a CCD.

233.1 Epitaxial layer
As a clock pulse is applied to the device, the oxide and depletion region
capacitances in each pixel are charged. The charge current dissipates energy by

flowing through the high-resistance epitaxial layer into the substrate. For a
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trapezoidal clock pulse with rise and fall times 7, and voltage differential V, between
the two clock bias levels, the current is constant over the linear voltage ramp and can

be expressed as

(2.3)

The average dissipated power is then given by integrating iR over the period of one

clock cycle:

1 r.2
P = = { ipieR it - @4)

T is the period of the clock cycle (T=1/f_). Since the current is zero over most of the
clock cycle and given by eq.(2.3) when the clock voltage is changing, this integral can
be easily solved. To compute the total power, P, has to be multiplied by the
number of affected pixels, the number of electrodes (phases) per pixel, and the duty

cycle of the clock waveform. The total power dissipated in the epitaxial layer is then

P, = 2®Niy,R_t f.d, (2.5)

pix

where # is the number of phases, N is the number of pixels and 4 is the duty cycle.
The factor of two is due to the power being dissipated on both the rising and the

falling edge of the clock pulse. A slightly different treatment of this subject is also

presented in ref. 9.
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2.3.3.2 Polysilicon clock lines

A second source of power dissipation is the resistance of the polysilicon
electrodes in the CCD registers. This resistance opposes the current charging up the
pixel capacitance Cg4,,, and the inter-poly capacitance Cy,.. Following the previous

argument, the current flowing through the polysilicon electrode for a single pixel is

i o= (Cop*2C, )V,
poly ¢ :

r

(2.6)

This current has to be summed over all pixels in a clock line, since each pixel
interacts not only with the current due to the charging of its own capacitance but also
with the sum current of all the pixels ahead of it. The total power dissipated in the
polysilicon clock lines is then

P, = 40N, z,..; (i) Ry t, fod 27
Here N, is the number of lines and m is the number of pixels per line. The sum over
n? can be expanded as =n?=m(m+1)(2m+1)/6. The additional factor of two in
eq.(2.7) accounts for the fact that on most large-area devices, the parallel register
electrodes are driven from both sides of the device. The effective length of, for
example, a 1024 pixel long clock line is therefore only 512 pixels (m=512). The
power dissipated in the serial registers can be calculated using the same methods, but

is usually negligible due to the very short length of the electrodes.
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2333 Carrier lift and friction
Power is also generated due to carrier lift and friction as charge packets are
transported across the array.® This power is given by
S,
P, = N (1f.7d

B
(28)
P, = qqu);(v 43 )d .

S is the number of electrons in each signal package, L is the pixel length, g the
electron charge and p the carrier mobility. C,, is the capacitance of the oxide layer
by itself. The number of pixels involved in this process varies since not all clocked

pixels carry charge at ali times.

23.3.4 Output amplifiers

Finally, power is generated by the output FETs on the chip. On high speed
CCDs, anywhere from four to 64 or more separate outputs may be found. Neglecting
the rise and fall times on the output signal, the power dissipated in a single-stage

output amplifier is approximately given by

14
Prpr = Na(VOD—Vo)( = ]d : 2.9)
load

N, is the number of outputs, V is the output drain supply voltage, V/, is the output

voltage and R, ,, is the load resistance attached to the output amplifier. Two values
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for V_, with complementary duty cycles have to be used when the amplifier is reset
and when charge is present at the floating diffusion. A dual-stage output amplifier

may dissipate slightly more power due to the additional circuitry.

234 SPICE modeling

The simplified power dissipation analysis presented in the previous section can
work well for some devices, but unfortunately runs into trouble with most large-area,
high-speed CCDs. The problem lies in the assumption of lossless electrodes carrying
the applied pulses to every pixel on the array, keeping the pulse shape the same at
every pixel. In a real device, the same mechanism that causes power to be dissipated
in the clock electrodes also degrades the shape of a clock pulse as it travels along an
electrode. When the pulse shape is no longer a constant across the device, the
charge currents and therefore the power dissipation become very difficult to calculate
analytically.

A simple and yet effective method of calculating the current flowing through
the clock register is to segment the clock electrodes into discrete networks of resistors
and capacitors and then model the resulting network with a circuit analysis program
such as SPICE!. This approach was taken in section 2.2 to model the clock pulse
degradation in large-area, high-speed CCD registers. In addition to calculating
voltage changes, the circuit simulation can compute the time-dependent current
flowing through each component of the electrode. The power dissipated in each

component is then numerically integrated over time and added together to yield the



48

overall average power dissipation in the register.
The SPICE output file yields the instantaneous current through a particular

component at regular time intervals during the clock cycle. The energy dissipated in

one electrade over one clock cycle is given by

n
w=¥% fi:Rdt , (2.10)
n=l
where R is either the polysilicon clock line resistance or the epitaxial layer resistance,
i, is the current through the resistor at pixel 1, and m is the number of pixels driven
in the clock line. The integration over time is done numerically from the SPICE

output files. A 4 ns time interval was typically used. The total dissipated power is

P = ®NWfd, (2.11)

where & is the number of electrodes per pixel (i.e. the number of phases), N, is the
number of lines, f, the clock frequency and d the duty cycle of the clock.

The numerical results from the simulations will be discussed in section 2.3.6.
An example of the simulated current flow at two pixels in the electrode is shown in
Figure 2.10. Note that the clock waveforms used in this simulation are not
trapezoidal but instead have exponentially rising and decaying edges. This clock
pulse shape is not only more realistic but also reduces the peak current and power
dissipation in the electrodes. Figure 2.11 shows a plot of the pixel-to-pixel variations
in power dissipation. The parameters of the Loral F1024B array were used for all

calculations.
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23.5 Experimental measurements

To test the SPICE simulations, an experiment measuring the charge currents
flowing into the parallel register electrodes was performed. A square wave with rise
and decay time constants similar to the simulated clock pulses shown in the previous
section was applied to one phase of the parallel clock register of the F1024B CCD.
As in the simulation, the remaining phases were tied to high or low clock potentials.
The voltage drop across a small resistor in series with the clock input was then
measured on an oscilloscope. From this the time-dependent current into the clock
register was calculated and compared to the output of a SPICE simulation. The
input voltage for the simulations was a piece-wise linear approximation of the
measured signal.

Figure 2.12 shows the input voltage and the measured and simulated currents
flowing into the clock register. The simulated current peaks slightly higher early in
the clock cycle and then decays to a lower level than the measured current. These
discrepancies are due in part to small differences between the simulated and actual
applied voltages, as well as measurement errors and inconsistencies between the
model and the actual device. The total resulting error in dissipated power between
the two cases is less than 10%.

It should be noted that these measurements only serve as empirical support
data for the SPICE simulation. Since it is not practical to measure the current
flowing through the electrode at every pixel, the measurements cannot be used to

accurately predict the power dissipation. However, the agreement between the






53

measured and the simulated data shows that the power dissipation values derived

from the simulation are realistic.

2.3.6 Calculated power dissipation

To test both the theory and the simulations presented above, the projected
power dissipation for the Loral F1024B array running at 500 frames per second has
been calculated. Tables 2.1-2.4 show the values used for the calculations and the
resulting dissipated power, using the conventional theoretical approach outlined in
section 2.3.3. The power has been calculated separately for each process and for
each segment of the readout cycle. The total power dissipation is just over 1.6 Watts,
most of which is generated in the polysilicon clock electrodes of the parallel register
and in the output FETs. The power dissipation in the output amplifiers is especially
high due to the large number of outputs. Since the theory assumes perfect,
trapezoidal clock pulses at every pixel and does not take into account the degradation
of clock pulses due to the lossy transmission line effect of the clock electrodes, the
dissipated power is quite high and would almost certainly cause problems in the
device.

The calculations based on the data from the SPICE simulations are shown in
tables 2.5 and 2.6. For the model that assumes trapezoidal clock pulses, the total
dissipated power is now estimated to be just over one Watt. In the more realistic
case of RC clock pulses, the total power is only 990 mW, 62% of which is generated

in the output FETs. Table 2.7 summarizes the total power dissipation for both the
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Transfer to Transfer to Serial Register

Storage Area Serial Register Readout
$ 3 3 3
N 1048576 524288 2048
Caepl 1.5 fF 1.5 fF 3fF
R 80 ka 80 ko 40 ka
v, 10V 0V 12V
t, 300 ns 300 ns 20 ns
f. 500 kHz 172 kHz 8.4 MHz
d 25.6% 74.4% 48.8%
i 50 nA 50 nA 1.8 LA
P 48 pWatts 24 pWatts 130 pWatts

Table 2.1 -- Calculated power dissipation in the epitaxial layer (from equation 2.5),
for the three parts of the charge readout process. The parameters used in the
calculations are typical for the Loral F1024B device running at 500 fps. The model
assumes trapezoidal clock pulses and lossless transmission along the clock electrodes.

Transfer to

Transfer to

Serial Register

Storage Area Serial Register Readout
-4 3 3 3
N, 1024 512 2048
zn? 44870400 44870400 1
Caepl L5 fF 15 fF 3fF
Cine 7.5 fF 75 fF 15 fF
Ry, 100 o 100 0 200 o
\A 10 V 10V 12V
t, 300 ns 300 ns 20 ns
f, 500 kHz 172 kHz 8.4 MHz
d 25.6% 74.4% 48.8%
. 550 nA 550 nA 20 pA

noly 640 mWatts 320 mWatts 0.16 mWatts

Table 2.2 -- Calculated power dissipation in the polysilicon clock electrodes (from

equation 2.7).
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Transfer to

Transfer to

Serial Register

Storage Area Serial Register Readout
& 3 3 3
N 524288 262144 1024
Cox 26 fF 26 fF 52 fF
S 100000 e~ 100000 e 100000 e
L 15 um 15 pm 1S pm
I 1300 cm?/V-s 1300 cm?/V-s 1300 cm?/V-s
\A 10V 0V 12v
f, 500 kHz 172 kHz 8.4 MHz
d 25.6% 74.4% 48.8%
| 0.93 pWatts 0.16 pWatts 0.98 pWatts
Piee 30 mWatts 15 mWatts 2.4 mWatts

Table 2.3 -- Power dissipation due to carrier lift and friction as charge is transported

off the CCD (from equation 2.8).

V, low V, high
N, 64 64
Voo 20V 20V
V, 11V 12V
Ri,.q 10 kn 10 ka
d 24.4% 75.6%
Prer 150 mWatts 460 mWatts

Table 2.4 -- Power dissipation in the output amplifiers of the
Loral F1024B CCD (from equation 2.9). The output waveform
is assumed to be a square wave switching between the reset state
(V, high) and the full well driven state (V_low). V is high when

the serial registers are idle.
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Transfer to Transfer to
Storage Area Serial Register

? 3 3
N, 1024 512
Ry 100 o 100
R 80 ka 80 ka
Cine 15 fF 1.5 fF
Ceept 1.5 fF 1.5fF
t, 300 ns 300 ns
f, 500 kHz 172 kHz
d 25.6% 74.4%
Wi 68 fioules 68 fJoules
W, 650 ploules 650 ploules
P 27 pWatts 13 pWatts
Py 250 mWatts 130 mWatts

Table 2.5 -- Simulated power dissipation in the epitaxial layer and the polysilicon
clock lines (see equations 2.10 and 2.11) for a trapezoidal clock pulse. W, and
W,,.i; are the energy absorbed in a single electrode during one clock cycle.

Transfer to Transfer to
Storage Area Serial Register

) 3 3
N 1024 512
Rjine 100 @ 100 o
R, 80 kn 80 kn
Cine 7.5 fF 1.5 fF
Cepi 1.5 fF 1.5 fF
t, 150 ns 150 ns
f. 500 kHz 172 kHz
d 25.6% 74.4%
Wi 62 fJoules 62 fJoules
Wty 570 pJoules 570 ploules
P 24 pWatts 12 pWatts
Py 220 mWatts 110 mWatts

Table 2.6 -- Simulated power dissipation in the epitaxial layer and the polysilicon
clock lines for clock pulses with RC rise and decay.
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total

theoretical simulated simulated
(trap. pulse) (RC pulse)
P 200 pW 40 pW 36 uW
Py 960 mW 380 mW 330 mW
P 2.1 W 2.1 pW 2.1 uW
Pyt 47 mW 47 mW 47 mW
Prer 610 mW 610 mW 610 mW
P 1620 mW 1040 mW 990 mW

Table 2.7 -- Summary of dissipated power. The calculations from the simulated data
do not include the power dissipated in the serial registers, which is usually negligible.
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theoretical and the simulated data. These results show that the theoretical models
that were previously used to estimate power dissipation in CCDs do not apply to
large devices that run at high clock rates, such as the Loral F1024B CCD. A lower
and more accurate estimate of the dissipated power is obtained by simulating the

distributed resistance and capacitance of the clock registers.

2.4 Summary

The simulation of a high speed, high resolution CCD shows that the usual
assumption of lossless transmission of a clock pulse across the surface of a device is
not correct. The large device area leads to an increased RC constant and the higher
frame rate shortens the clock period. The CCD performance begins to degrade when
the RC constant gets too close to the clock period. In high speed devices with fast
clocking rates, the clock register RC constant needs to be lowered in order to achieve
good performance.

The theoretical analysis techniques that are used to estimate the power
dissipated on the device become inaccurate at high frame rates since the basic
assumptions of lossless clock electrodes no longer hold. A much better estimate of
the power dissipated on a CCD can be obtained by computing the power dissipation
from simulation data. The simulation results also point out several problems. The
simulations indicate that high currents (tens of milliamps) flow into the clock register
when the clock voltages are changing. The currents are caused by large overlap

capacitances between adjacent electrodes in the clock register. This capacitance can
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only be lowered by reducing the overlap area or by increasing the thickness of the
oxide between electrodes. Unfortunately, some overlap is necessary to ensure the
proper potential profiles in the CCD channel. The charge and discharge currents are
going to increase further as frame rates continue to grow.

More work needs to be done to find the limits to which the interelectrode
capacitance can be reduced. Other avenues to explore include the use of
metallization strips along some or all of the electrodes. This decreases the device RC
constant by lowering the electrode resistance. Although this will improve the clock
pulse quality, the power dissipation may be affected differently. It depends on the
integrated square current, which will increase along with the instantaneous current
drawn by the register. This increase may offset the decrease in power dissipation
caused by the lowered resistance. The total charge flowing into the register over the
period of one clock cycle stays the same as long as the capacitance of the register
remains unchanged. Some experimental work along these lines was recently
conducted at Loral, but many questions remain to be answered. As CCD resolution
and frame rates continue to increase, new device architectures have to be developed

to address these problems.
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3 TEST METHODOLOGY FOR FPA CHARACTERIZATION

3.1 Introduction

Testing of focal plane arrays in terms of well-defined figures-of-merit is an
important step in evaluating the performance of a device. This chapter will focus on
test methodology that is applicable to silicon-based solid state imaging devices, and
specifically to full-frame and frame-transfer CCDs. The characterization of these
devices yields quantitative data that can be used to compare the performance of
different CCDs or even competing technologies. In addition, the characterization
process can uncover design flaws or weaknesses and suggest possible improvements
for future versions of the tested device. The test methodology thus complements the
modeling methods described in the previous chapter as a tool to study the detailed
behavior of an imaging sensor.

Since the conception of charge coupled devices as imaging sensors in the early
seventies, researchers have developed a variety of tests to obtain quantitative data on
device performance. The test methodology presented in this chapter will cover the
FPA figures-of-merit that are most commonly used in CCD characterization and
specifications. First the mean-variance analysis will be presented. This is a useful
tool to study the noise performance of a device and measure its read noise and
dynamic range. Next, several methods of charge transfer efficiency measurements
will be covered. The CTE affects the accuracy of the device in absolute radiation

measurements and also degrades its MTF, which determines the maximum useful
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spatial resolution of the imager. Various methods to measure MTF will be discussed.
A fourth important figure-of-merit is the quantum efficiency of a CCD. Finally,
several noise sources that are important to the operation of the device will be

discussed.

3.2 Mean-Variance Analysis

The mean-variance technique is used to calculate the read noise and the
dynamic range of a CCD. It is based on the fact that over most of the operating
range of the CCD, the noise on the output signal is a well-defined function of the
signal itself. A mean-variance curve thus plots the variance on the output signal vs.
the mean signal and derives the read noise level, full well capacity and electronic
conversion gain of the camera system from this plot. The read noise of the device
is the lowest achievable noise level and is comprised of various on-chip noise sources
such as amplifier noise. The dynamic range of the device is calculated by dividing the

full well capacity by the read noise level.

3.2.1 Basic theory

The mean-variance technique relies on the assumption that all noise sources
in the CCD and camera electronics are negligible except for read noise and photon
noise. For a good CCD with weli-designed electronics this assumption is generally
true. Since read noise and photon noise are independent their variances add. The

total variance on the signal, in analog-digital units (ADU) squared, is given by
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o = G?N? + GS, G.1H

where N is the read noise in rms electrons, S is the mean signal from the A/D
converter in ADU and G is the conversion gain in ADU/electron.?* For photon noise
limited operation, plotting the signal variance vs. the mean signal should therefore
produce a straight line of slope G. The intercept of this line with the vertical axis
yields the read noise. This is illustrated in Figure 3.1.

Another method that is often used to evaluate CCDs is the photon-transfer
technique developed by Janesick.?! Even though the photon-transfer plot looks very
different from a mean-variance curve, it is based on the same data and yields the
same information about the device. In a photon-transfer curve the log of the rms
noise is plotted vs. the log of the average signal. It can be derived by taking the

square root and logarithm of eq.(3.1) to yield

log(a) = %log(GzNz + GS). (3.2)

In the read noise limited region where G*N*»GS, €q.(3.2) reduces to a horizontal line
that intercepts the y-axis at log(GN). From this information the read noise of the
device can be obtained. When the device is operating in the photon noise limited

region where G?N%«GS, eq.(3.2) becomes

log(0) = Slog(G) + log(8), (3.3)

which follows a straight line of slope 0.5. The conversion gain can be obtained from

the intercept of this line with the horizontal axis where log(o) is zero. A sample
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Figure 3.1 -- Sample mean-variance curve showing read noise, conversion gain
and full well capacity.
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photon transfer curve is shown in Figure 3.2.

When the charge collected in a CCD pixel reaches its full well capacity, the
noise characteristics of the signal change. Most often the noise begins to decrease
as variations in signal are smoothed out through charge blooming. In other cases the
noise may increase as the charge starts to interact with surface-state traps. The end
of the photon noise limited region on either the mean-variance or photon transfer
curve is defined as the full well point of the curve. Unlike the read noise and the
conversion gain of the system, the full well capacity can be modified by changing the
clock bias levels on the CCD. The positive clock bias directly affects the depth of the
potential well.! A large negative clock bias leads to inverted channel operation and
reduces noise caused by trapping of electrons in surface states at the Si-SiO,
interface.’® The charge handling capability of some buried channels can be increased
at the expense of increased noise and reduced CTE by overflowing the buried

potential well and using the additional surface channel capacity.

3.2.2 Effects of fixed pattern and trapping noise

Besides read noise and photon noise, fixed pattern noise is the third major
noise source that influences mean-variance plots. Fixed pattern noise is directly
proportional to the signal level and shows up as spatial variations in the signal
obtained from a uniformly illuminated frame. It is caused by pixel-to-pixel variations
in quantum efficiency and dark current generation. The average fixed pattern noise

can be subtracted out from the data via two-point correction.?? In mean-variance
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Figure 3.2 -- Sample photon transfer curve showing the read noise limited and
photon noise limited regions. The intercepts of the two linear regions with the
y- and x-axis yield the read noise and the conversion gain, respectively.
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through use of inverted clocking. In this technique the negative bias level of the
array clocks is increased to the point where the Si-SiO, interface layer is flooded with
holes, passivating the interface traps. Cooling the device also reduces the noise by

increasing the trapping time constants.’®

3.23 Implementation

A large number of data points taken at different signal levels is needed to plot
a mean-variance curve. Due to the large volume of data an automated computer
controlled approach is recommended. There are a variety of methods to generate
the variable uniform illumination needed for the mean-variance analysis. A simple
method is to take a fixed light source and vary its distance to the focal plane. A fixed
light source and a set of neutral density filters is another way to control the irradiance
on the device. The methods most easily adapted to computer control, however,
consist of varying the light intensity or the length of a light pulse.

An inexpensive variable intensity light source can be built using an
incandescent light bulb and a stabilized current source. A schematic for such a circuit
is shown in Figure 3.4. The current is controlled through an 8-bit I/O port on a PC
and a bias current adjustment in the feedback loop. A concern with this type of light
source is that very small changes in current can result in large signal changes at the
output of the camera. The light output of the filament is generally not proportional
to the current through the light source. Low-frequency drift in the current source

and the filament output of the incandescent light source also cause problems.






70

A more accurately controllable light source consists of a pulsed LED with
programmable pulse length. This circuit can be built completely from digital
components, as shown in Figure 3.5. The LED pulse has to be synchronized with the
camera frame rate to properly align the pulses with the integration period of the
sensor. Since the mean-variance analysis is only concerned with the total number of
generated signal electrons, the spectral or temporal distribution of the incident
radiation has negligible effects on the data. This type of light source can also be used
for linearity and lag measurements, as discussed in section 3.6.

There are two methods to calculate the data points needed for the mean-
variance plot. The mean and the variance can be calculated from a single pixel read
out over several hundred frames at the same light level. For a single pixel there is
no fixed pattern noise, but a long time is needed to assemble a sufficient number of
data points. Both the camera and the light source have to be precisely stabilized to
prevent 1/f noise from influencing the data. A faster method is to record two
consecutive frames taken at the same flat-field light level and to calculate the mean
and variance data from an array of pixels on those frames. Typically a 20 by 20 array
of pixels is used. The static fixed pattern noise can be eliminated by calculating the

variance from the difference between the two frames:

2 _ 1 S(")—S(”)z"l S, -S,EN] } 34
o 2(N-1) %(1’:’ 2() N[Z(HJ 21’7)]2 (3-4)

ij

S, and S, are the signal data from the two frames, and N is the total number of pixels

used in each frame. The mean is calculated simply by adding all pixels and dividing
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by 2N. This method has the advantage of minimizing the time needed to record
frames for each data point. The impact of low-frequency drift in the system is
therefore reduced. However, instead of measuring the true temporal noise
characteristics of the sensor, a ’spatial representation’ of the temporal noise is
measured. In either case the same mechanisms are responsible for generating the
noise so that no side effects are observed.

The read noise, full well and conversion gain of the CCD can be obtained
from the measured data by linear-regression curve-fitting. Even though these
quantities can be obtained from a single graph, there is always some residual
uncertainty in the results. A more accurate way to arrive at these quantities is to plot
a hundred or more mean-variance curves, measuring the read noise, full well and
conversion gain for each of them and plotting the resulting data in a histogram. The
histogram data should follow a normal distribution. From this data the average read
noise, full well and conversion gain can be calculated. At the same time, the standard
deviation on the data yields a measure of the accuracy of the mean-variance analysis

that was used to obtain the results.

33 Charge Transfer Efficiency

The charge transfer efficiency (CTE) of a CCD is an important figure-of-merit
that affects several operating characteristics of the device. It measures the fraction
of the total charge in a potential well that is moved to the next pixel during a clock

cycle. The charge that is left behind during the transfer contributes to the smearing
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of the image. The CTE can set the lower limit to the dynamic range of the device
if the uncertainty in signal due to charge transfer loss becomes larger than the read
noise. Bad CTE can degrade results or even completely absorb a signal in scientific
applications where small numbers of electrons are measured. Finally, the MTF of
the device is affected by its CTE, decreasing sometimes significantly near the Nyquist

frequency for large numbers of charge transfers.!®

3.3.1 Charge transfer theory

Three mechanisms are responsible for the movement of charges in a CCD
shift register.?* Thermal diffusion accounts for random movement of charge carriers
due to their kinetic energy. Since thermal diffusion is non-directional it is not helpful
in moving charge packets along the registers. A second mechanism is self-induced
drift, which moves charges in a self-induced field set up by the unequal distribution
of charges in a potential well. The third and most important mechanism for CCD
operation is fringing field drift, in which charges move along a potential profile set
up between adjacent potential wells. In surface channel CCDs the fringing field often
has insufficient potential gradient to move all charges from one potential well to the
next. Charge carriers not moved by thermal diffusion or self-induced drift are left
behind. In modern buried channel devices the potential gradients are steeper and
continuous so that all charges are moved by fringing field drift and the loss in CTE
due to incomplete charge movement is negligible.’® A charge transfer efficiency of

0.99999 or better is routinely achieved in modern CCDs.
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The main cause of CTE degradation in modern CCDs are charges left behind
due to trapping. Traps are generally classified in four different categories.!® Design
induced traps are small potential barriers or pockets caused by artifacts in the device
layout, such as narrowing channels or sharp corners. Process induced traps are
pockets in the potential profile of a well that are caused by process variations during
the manufacture of the device. Bulk traps are impurities or lattice defects in the
Silicon substrate of the device. They have lower energy levels than the surrounding
lattice and temporarily bind electrons to these sites. Interface-state traps at the
Si-Si0, boundary also fall into this category, but have negligible influence in inverted-
mode buried channel devices. The final category consists of radiation induced traps
that are caused by ionized particles disrupting the lattice structure. Radiation
induced traps are important in space applications.

Charge transfer losses are also often divided into fixed and proportional losses.
Fixed losses are caused by traps that capture a constant number of electrons,
regardless of the signal size. Proportional losses occur when a fraction of the total
signal is delayed. The CTE of most modern buried channel CCDs is limited by bulk
traps, which means that proportional losses are dominant. Fixed losses are usually
significant only at very low signal levels.

Traps affect the charge transfer process by holding back a fraction of a charge
packet and then releasing it slowly over the following transfers. In the case of bulk
traps, the time constant is determined by the energy level of the trap and the

temperature of the device. Traps with time constants on the order of the clocking
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period of the device have the largest effect since they tend to smear charges over
trailing pixels. The charge tail can be measured in order to calculate the CTE. This

and other measurement techniques will be discussed in the following sections.

33.2 X-ray CTE

The most accurate way to measure the CTE of a device is using x-ray photons.
X-ray emissions from radioactive nuclei occur at a discrete set of energy levels.
These photons then generate a distinct number of electron-hole pairs when they
interact with the silicon lattice of a CCD. The conversion factor for x-ray photons
in silicon is 3.65 eV/electron. The most popular x-ray source for CTE measurements
is Fe-55. It emits x-ray photons at only two energy levels, an a-line at 5.89 keV and
a g-line at 6.49 keV. The a-photons are several orders of magnitude more numerous
than the g-photons and produce about 1620£13 electrons when incident on a CCD
well. More energetic photons from other nuclei will produce more electrons, but also
penetrate deeper into the substrate and are likely to disperse their charge over
several pixels.

To measure the CTE, the x-ray source is installed directly in front of the CCD
at a distance so that approximately 10% of the pixels collect an x-ray photon during
one frame period. The resulting signal is plotted vs. column number for horizontal
CTE or vs. row number for vertical CTE, as shown in Figure 3.6. For a 1024 by 1024

pixel device with a CTE of 0.999995, the signal from an x-ray photon hit in column

number 1024 will have only 1612 electrons, compared to 1620 electrons from a hit
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Figure 3.6 -- Sample plot of signal (in electrons) vs. column number for
horizontal CTE measurements. Shown is a charge loss of 165 out of 1620
electrons over 1024 transfers for a CTE of 0.9999.
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in column one. Using statistical averaging techniques this difference can be measured
and used to calculate the CTE of the device. More details about this technique can
be found in refs. 25 and 26.

The disadvantage of this measurement technique is the small charge packet
size. To measure the eight-electron difference of the previous example the read
noise of the device has to be extremely low, even if a large number of data points are
averaged. As a rule-of-thumb, if the number of electrons in the deferred charge
packet is smaller than the read noise, obtaining an accurate x-ray CTE measurement
will be extremely difficult. This becomes a problem whenever the device is small,
since the amount of deferred charge decreases with the number of transfers used to

clock out the charge, or when it has very high CTE or read noise.

333 Charge injection

The charge injection technique of CTE measurement requires a special device
architecture with an extra gate to inject electrons into the first pixel of a register.
Unlike the x-ray method this is a relative technique in which the exact number of
charges is unknown. The injected charge packet is moved through a number of
transfers, after which the remaining packet size and the deferred charge tail are

measured. This is shown in Figure 3.7a. The CTE is calculated as

zn

CTE « 1 - ———1 |
a(N+Xn,)

(3.5)
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Figure 3.7 - The top graph (a) shows the deferred charge tail measured after
injection of a single charge packet of N+zn, electrons. The bottom graph (b)
shows the measured signal for seven charge packets of N electrons each.
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where N is the number of electrons in the first pixel, »; are the number of electrons
in the trailing pixels and a is the number of transfers. Fixed losses are assumed to
be negligible compared to proportional losses.

A slightly different technique is shown in Figure 3.7b. Here several
consecutive pixels are injected with the same charge packet.® After several transfers,
all trapping sites are filled and the full charge packet is measured. This is equivalent

to using fat-zero injection to reduce fixed losses. The CTE is then calculated as

n,
CIE « 1 - =4, (3.6)
aN

which produces slightly more accurate results than eq.(3.5) since the effect of an error
in measuring the charge tail is reduced. Both equations are accurate only for large
CTEs where |a-In(CTE)| « 1.

The charge injection technique was widely used with surface channel devices.
These CCD:s already often contained the necessary gates for fat-zero injection, which
reduces the fixed charge transfer losses due to surface states. In modern buried
channel devices fat-zero injection is unnecessary and therefore only few devices
contain charge injection gates. The technique is still used, however, with infrared

focal plane arrays.

33.4 Light injection
A technique similar to that described in the previous section is light injection.

Instead of injecting charge into the end of a register, a light beam is focused onto a
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single pixel in order to create a localized charge packet. The setup for this is shown
in Figure 3.8. It is necessary to either pulse the light source or chop the light beam
to synchronize the light injection with the frame rate of the CCD. During the charge
readout, the light should be off so that only the charges injected into the target pixel
are moved. A positioning stage with micron accuracy is necessary to accurately focus
the light and position the spot in the center of a single pixel.

The advantages of this technique are the easy setup and the large charge
packets that can be used to measure the CTE. The measurement is the same as that
described in the previous section by Figure 3.7a and eq.(3.6). A disadvantage is that
light injection is a relative technique since the number of electrons generated is not
known before the measurement. This can lead to hidden errors if charge is lost in
the read noise or to other processes.

The accuracy of this technique depends mostly on the read noise of the device.
If a charge packet of 200,000 electrons is moved through 1024 transfers, a CTE of
0.999995 will generate a deferred charge tail of about 1,000 electrons. This signal
level is well above the read noise of most devices. With some statistical averaging
even a very noisy device can be characterized this way. For many high speed devices

this is therefore a more appropriate measurement technique than x-ray CTE.

3.3.5 Pocket pumping
Pocket pumping is a technique used in low-noise devices with very high CTE

to identify trapping sites that capture only a few electrons during each transfer cycle.
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Figure 3.8 -- Experimental setup for CTE measurements via light injection.
The laser beam is attenuated, spatially filtered, collimated, modulated in sync
with the CCD readout by a chopper and then focussed onto a single CCD

pixel.
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Depending on the device, average fixed losses of less than one electron per clock
cycle have been measured for single pixels. The traps that are analyzed with this
technique are classified into forward traps and reverse traps. Forward traps capture
charge only when the device is clocked in the normal direction and disappear when
the clocking direction is reversed. Reverse traps act the opposite.

To detect the trapping sites, the device is first flooded with a uniform low-level
signal of about 100 electrons, depending on the size of the fixed loss to be measured.
The parallel register is then clocked backwards about ten lines and again forward,
moving the image back to its original positions. During this cycle, electrons from
either the preceding or trailing pixels (depending on the direction of the trap) are
captured and accumulate at the trapping site. For example, a reverse trap will collect
electrons from its preceding pixels while the register is clocked backwards and then
move the collected charge forward when the register is clocked in the normal
direction. In the next cycle, it will again fill up with electrons from its preceding
pixels and add that charge to the packet collected previously. After a large number
of these cycles the array is read out normally. The trapping site can be identified by
a large signal packet either preceded or followed by a trail of pixels containing no or
only few electrons. The size of the fixed loss at the trapping site is equal to the
number of electrons in the measured charge packet, minus the initial charge and

divided by the number of times charge packets were cycled over the trap.2”?8
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3.4 Modulation Transfer Function

The MTF of an imaging device defines its response to an input image in terms
of spatial frequency components. The MTF is a function of the pixel spacing and fiil
factor of the device and determines its resolution limit. This sampling MTF can be
further degraded by imperfect charge collection and charge transfer efficiencies. The
charge collection efficiency is reduced if long-wavelength photons incident on a pixel
penetrate deeply into the device and generate electrons that can diffuse into adjacent
pixels before being collected by a potential well. This can cause blurring of the
image, especially at near-infrared wavelengths. A low CTE also blurs the image by
causing charge collected in a potential well to smear out into the following pixels.
The effect of low CTE on the MTF of the device is most pronounced at spatial
frequencies near the Nyquist limit.

Since most modern devices have excellent charge collection and charge
transfer efficiencies, their effect on the device MTF is usually negligible. This section
will therefore concentrate on the sampling MTF of a CCD. Several methods that can
be used to test the MTF will be discussed. More details on MTF factors other than

sampling can be found in refs. 16 and 29.

3.4.1 MTF theory
The MTF of an imaging system is defined as the modulus of the incoherent
optical transfer function®**! The transfer function relates the input and output

spatial frequency spectra of a linear, shift-invariant (LSI) system. Linearity and shift-
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invariance are important assumptions for the analysis of image-forming systems.
Unfortunately, a sampling detector such as a CCD is not an LSI system, as will be
shown in the following paragraphs. This leads to effects such as aliasing which
complicate the imaging process.

The layout of a generic sampling array is shown in Figure 3.9. For simplicity,
the analysis will be restricted to one dimension. The total width of the device is given
by W, the pixel-to-pixel spacing is T and the width of the active area of a pixel is a.
The fill factor in this dimension is a/7. If an image irradiance given by i(x) is incident
on this device, the pixel structure effectively convolves i(x) with a rectangle smoothing
function since each pixel integrates i(x) over a width a. The resulting distribution is

then sampled at intervals T over a total width W. This process can be expressed as

i (0 = |i(d) =rect| X || 1 x X 3.7
i(%) [z(x) rect(a)] Tcomb( T)rect( W)' 3.7)

The sampled image spectrum is given by taking the Fourier transform of i (x):

1y = aW[I(f)sinc(af)] * comb(T}) sinc(W). (3.8)

The component sinc(Wf) can be approximated as a delta function for a large number
of pixels where W»T7. The modulus of the sinc(af) term is the 'MTF of the detector
array. The system is not linear since the input spectrum is reproduced at intervals
1/T throughout the output frequency domain. Overlapping components of the input
spectrum at higher frequencies give rise to aliasing.

Figure 3.10 shows the frequency response of a sampling system for different
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fill factors. The sampling frequency f, of the array is equal to /7. The Nyquist
frequency is given by f,/2. The solid lines in the graphs show the MTF of the array
and the dotted lines indicate the first order aliased component. In the top graph the
MTF for a fill factor of 100% is shown, where the maximum MTF at the Nyquist
limit is 64%. The middle graph shows the MTF for a fill factor of 50%, which has
increased MTF but also more aliasing. The bottom curve shows a fill factor of 200%,
which could be encountered in a scanning system with overlapping consecutive
samples or a staggered-array pushbroom system. Note that for an ideal sampling
device with delta-function sampling (0% fill factor), the sinc(af) term in eq.(3.8)
becomes unity as a is zero. Such a system would have a perfect frequency response

but also unattenuated aliasing.

3.4.2 Bar target MTF

The MTF of an imaging device is measured by projecting an image of known
spatial frequency content onto the device and measuring the output contrast. The
simplest method to accomplish this is to image bar targets of varying spatial
frequency onto the detector. The spatial frequency of the image on the detector
plane can be either calculated or measured directly from the output of the device.
To calculate the MTF, the data are normalized to a contrast of 100% at DC by
subtracting the DC dark level from each measurement. The MTF can be measured
either for white light or at specific wavelengths. Since charge diffusion effects are

wavelength-dependent, small variations in MTF with wavelength may be observed.
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Figure 3.11 shows the input and output signal from a single line of a sampling
array for a bar target MTF measurement. The input consists of several blocks of
black and white bars of increasing spatial frequency. The output contrast decreases
for higher frequencies. A more accurate way to measure MTF is to use exchangeable
bar targets that are imaged onto the same region of the detector. This prevents
spatial variations in MTF from affecting the measurement. Note that the background
to the bar targets should be black so that there are no ’extra’ charges in the array
that could influence the results. For the same reason the different bar targets should
have the same size and reflectivity to keep the total integrated charge constant.

The bar target method of measuring MTF has two disadvantages. Since a lens
has to be used to image the target onto the detector, the MTF of the lens is cascaded
with that of the detector and has to be divided out. The on-axis MTF of the lens can
be measured interferometrically. Imaging at large field angles should be avoided
since the lens MTF often decreases dramatically off-axis and is much harder to
measure. The other disadvantage is that a bar target does not represent a single-
frequency input. The Fourier spectrum of a square wave consists of a number of
delta functions attenuated by a sinc envelope. This experiment actually measures the
contrast transfer function (CTF) or square wave response of the imager. A sine wave
pattern, which is very difficult to manufacture, would have to be imaged onto the
detector for an actual MTF measurement. However, the square wave response and
the sine wave response of the detector are mathematically related.®® This

relationship is given by
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Figure 3.11 -- Input and output signal for bar target MTF measurements on a
single row or column of a sampling device. The two right-most bar patterns
are aliased and appear to measure a lower spatial frequency at reduced
contrast.
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M = Elep + CGH _CGH, capn , cay n (3.9)
4 3 5 7 11
where f is the spatial frequency, M(f) the sine wave response and C(f) the square

wave response of the detector.

3.43 Interferometric MTF

The disadvantages of bar target MTF measurements can be avoided by
projecting a sine wave pattern directly onto the detector. This can be accomplished
by interfering two monochromatic wavefronts that are propagating at slight angles to
each other. A collimated HeNe laser beam passed through a Twyman-Green
interferometer is most often used. The fringe pattern produced by the Twyman-
Green presents a single-spatial-frequency image that can be adjusted by varying the
tilt between the two beams.

Even though the interferometric approach to MTF measurements seems very
suitable, it is difficult to implement experimentally. Unwanted reflections in the
interferometer often produce additional fringe patterns that deteriorate the image
quality. A major problem with this technique is the speckle pattern that is invariably
produced in the image. The speckie often has the same contrast and spatial
frequency as the fringe pattern to be measured. A rotating ground glass diffuser has
to be positioned directly in front of the image plane in order to eliminate the speckle.

Since this is often impractical, the diffused image may have to be imaged onto the
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detector with a relay lens, which introduces new sources of error into the system.

Finally, the high-quality optical components needed for this setup can be very costly.

3.4.4 Speckle MTF

A novel approach to MTF measurement utilizes the known spatial frequency
content of laser speckle to provide an input image to the detector. Speckle is
produced by the self-interference of a coherent wavefront reflected off a diffuse
surface. The power spectrum of the speckle is proportional to the autocorrelation
of the intensity distribution in the aperture from which the speckle originates.*® The
speckle power spectrum along the horizontal direction of a square aperture is shown
in Figure 3.12a. The cutoff occurs at L/AZ, where L is width of the aperture,  is the
wavelength of the light and Z is the distance between the aperture and the image
plane. Figure 3.12b shows the power spectrum for a double-slit aperture. It contains
two sidelobes of width 2L/AZ located at ta/AZ, where a is the center-to-center
separation of the two slits. By changing Z the power spectrum can be scanned over
a range of frequencies, producing a variety of input images for the MTF
measurements. A double slit aperture consisting of one vertical and one slanted slit
would produce wider sidelobes so that several frequencies can be measured for each
speckle image. More information on the theory behind this technique can be found
in refs. 34 and 35.

A speckle MTF system can be built using only a diode laser, a small

integrating sphere, an aperture and a polarizer. The diode laser is mounted directly
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on the input aperture of the integrating sphere. The double-slit aperture is located
at the exit port of the sphere. The polarizer, located behind the double-slit aperture,
is necessary for intensity normalization of the input image. The system should be
installed on a kinematic mount so that the distance between the aperture and the
detector plane can be precisely controlled.

To measure the MTF, several frames of data are taken at each distance Z.
The power spectrum of the image is thus scanned through the detector response out
to and even beyond its Nyquist limit. To measure the horizontal or vertical MTF,
each row or column of pixels in a data frame can be treated as one data set. The
result of an FFT performed on each data set is squared to calculate the output power
spectrum. The resulting spectrum is normalized to a total area of one and averaged
over a large number of data sets. The MTF is obtained by dividing the average
output spectrum by the input spectrum calculated from the normalized auto-
correlation of the aperture function.3*

The main advantage of the speckle MTF technique is the simplicity of the
experimental setup. The disadvantage is the complexity of the calculations needed
to obtain an accurate MTF curve. Even though the mathematical theory is very
concise, a large number of computations are necessary to process the data. The
variance in each data set is very large, so that many sets have to be averaged to
obtain accurate results. The calculations then have to be repeated for each data
point on the curve. The computing power of a workstation is generally needed to

produce results in a reasonable amount of time.
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3.4.5 Strobed vs. continuous illumination

The effects of continuous illumination on MTF measurements is often
overlooked in the analysis of imaging devices. In full-frame and frame-transfer CCDs
the image is smeared during the readout period since the image plane is non-
stationary. The resulting reduction in MTF can be quantified in terms of the ratio
between the integration time ¢, during which the image plane is stationary, and the
readout time ¢, during which the integrated charge is moved across the device.

Neglecting dark current and other noises, the signal collected by an arbitrary

pixel on a CCD is given by (in electrons)

Sp = NP + LD, (3.10)

where 7 is the quantum efficiency, &, is the photon flux incident on the pixel and
%,.. is the average photon flux over that column. The contrast in a single frame

between two pixels with flux ¢, and &, is

(-9
C = (2172, . (3.11)
(2, ®@,) + 21, @,

This equation shows that, depending on the length of the readout period and the
average photon flux across a given column, the contrast can be substantially
degraded. If &, is set to zero for maximum contrast, and &, is expressed as a

fraction a of &,, then eq.(3.12) reduces to

S S
1+2a2

L

€= (3.12)
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This reduction in contrast can be substantial. A full-frame device, for example, with
a single dark pixel in a white column (¢=1) and a readout to integration time ratio
of 1:2, could have a maximum contrast of only 50%. The same situation for a frame-
transfer device with ratio 1:20 results in 91% contrast. An interline device has
negligible smear and therefore no contrast reduction. Figure 3.13 shows plots of the
variation in contrast for different factors of ¢ and different ratios.

To eliminate the reduction in MTF, a device with long readout time has to be
shuttered either by blacking the light illuminating the sensor or by strobing the light
source itself. Shuttered image intensifiers often introduce unwanted noise into the
system. Mechanical shutters work for slow devices but do not operate well at high
frame rates. Chopper wheels that can run at several hundred Hertz have to be
placed at the aperture stop of an imaging system to eliminate possible shading effects
from the movement of the chopper blades. A simpler approach is to synchronize the
light source with the readout cycle of the CCD. Either a stroboscope or a current-
modulated diode laser can be used. The device is only illuminated while the image
plane is stationary and can be read out in the dark. The integration time can be
shortened to the length of the flash, which can be arbitrarily short as long as enough
light energy reaches the sensor. This effectively increases the frame rate without

having to increase the clock speed of the device.
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Contrast vs. Signal Level
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3.5 Quantum Efficiency

The quantum efficiency of a CCD measures at a given wavelength the fraction
of incident photons that generate signal electrons. It is determined by reflection
losses at the surface, absorption outside the active volume of the device and
recombination of electron-hole pairs. For a silicon device, the quantum efficiency
typically peaks at about 700 nm and falls off towards the infrared and the ultraviolet.
The upper spectral limit to the quantum efficiency is 1.1 wm, set by the energy gap
of the silicon substrate. Only photons having a higher energy than the gap can excite
electrons into the conduction band. The probability per unit volume that a photon
interacts with the silicon lattice decreases as the photon wavelength approaches the
cutoff, causing a gradual decrease of the quantum efficiency at longer wavelengths.
Beyond the cutoff wavelength the quantum efficiency is zero.

The theoretical lower spectral limit of the quantum efficiency is also
determined by the volume interaction probability of high-energy photons. The
penetration depth of soft x-ray photons is on the order of hundreds of microns,
resulting in a cutoff wavelength of about 1 A. The quantum efficiency of most CCDs
falls off at much longer wavelengths due to absorption of blue and ultraviolet photons
in the polysilicon and oxide layers on top of the substrate. Special techniques such
as backside thinning and open-pinned-phase (OPP) technology have been invented
to improve the CCD response at these wavelengths.?®

Quantum efficiency is measured by flood-illuminating the CCD with mono-

chromatic light and comparing the measured output with that from a calibrated
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photodiode. The light source can be either filtered through narrow-bandpass
interference filters for measurements at a discrete set of wavelengths, or passed
through a monochromator for continuous spectral coverage. At each wavelength, the
CCD signal is read out, digitized and averaged. Using the conversion gain obtained
from the mean-variance analysis, the signal charge generated in a single pixel can be
calculated. To find the photon flux incident on one CCD pixel, the CCD irradiance
is measured with the calibrated photodiode. This is done by either moving the
photodiode into the location of the CCD, or by moving the light source to the same
distance and angle with respect to the photodiode as it was with respect to the CCD
in the previous measurement. The output of the photodiode is usually calibrated in

terms of power incident on the detector. The quantum efficiency of the CCD is then

given by
S. A
L (3-13)
L Gt 4,

where S;, is the average signal from one pixel in ADU, G is the conversion gain in
ADU/electron, 7 is the frame period of the CCD, ¢,,, is the power measured by the
photodiode in Watts, 4, is the active area of the photodiode and A4, is the active
area of the CCD pixel. The prefix /ic/a is the energy (in Joules) per photon at the
measurement wavelength.

The quantum efficiency measurement is simple to set up and perform,

especially when using interference filters. The accuracy of the measurements,
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however, is only as good as the conversion gain measurement and the photodiode
calibration. The conversion gain should therefore be very carefully measured before
a quantum efficiency measurement is attempted. Similarly, a good photodiode with
NIST-traceable calibration should be used. Several curves may have to be measured

to average out errors and obtain accurate results.

3.6 Measurement of Noise Sources

In addition to the measurement of the major CCD figures-of-merit discussed
in the previous sections, there are a number of noise sources on a CCD that often
require characterization. Among these are non-uniformity, dark current, linearity and

lag. Each of these noise sources introduces unwanted artifacts into the image read

from a device.

3.6.1 Non-uniformity

The non-uniformity of a device arises from pixel-to-pixel variations in signal
level under constant, uniform illumination. It can be divided into additive,
multiplicative and nonlinear non-uniformity. Non-uniformity is often mislabeled as
fixed pattern noise, although this term pertains to multiplicative non-uniformity only.
Additive non-uniformity includes dark current generation which provides a constant
offset in signal level that can vary slightly from pixel to pixel. Multiplicative non-
uniformity includes variations in quantum efficiency that are caused by local changes

in surface reflectivity, oxide and polysilicon layer thicknesses and doping
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concentrations. Small errors in the photolithography during manufacture and
variations in CTE can also lead to multiplicative non-uniformity. Nonlinear non-
uniformity is a catch-all term for any processes not explained by the mechanisms just
described. It includes nonlinearities in the gain and quantum efficiency of a device
that can lead to signal-dependent non-uniformity.*® While additive and multiplicative
non-uniformity can be eliminated through two-point correction, this type of non-
uniformity is corrected only at the two calibration points. At signal levels in between
or outside of the calibration points, the variations in gain are not completely adjusted.
Section 3.6.3 discusses gain linearity measurements in more detail.

To measure non-uniformity, the device is illuminated with a flat field of either
monochromatic or white light. A large number of frames is taken and averaged to
eliminate the effects of temporal noise. The standard deviation on the pixels in the
averaged frame is then calculated. This can be done either over the entire frame or
over several smaller subarrays which may reveal variations in non-uniformity between
different areas on the device. The rms non-uniformity is expressed as a percentage
of the signal by dividing the pixel standard deviation by the average signal level.
Depending on the amount of additive non-uniformity present, the total non-
uniformity may be slightly higher at small signal levels and decrease for higher light
levels. This is shown in Figure 3.14. The non-uniformity is generally less than 1%

at full well.
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3.6.2 Dark current

Dark current is caused by thermal carrier generation in the bulk substrate, the
depletion region and the Si-Si0, interface. 1t provides a fixed pedestal offset to the
signal measured in a pixel and also contributes to the shot noise in the device. The
dark current density is strongly dependent on temperature and approximately divides
in half for every 10° drop around room temperature. It is typically 1 nA/cm? for a
silicon device at room temperature, or about 14,000 electrons/sec for a (15 pm)?
pixel. Carrier generation at the interface is the largest contributor to the dark
current of a device. However, it can be decreased by one or two orders of magnitude
by running the device in inverted mode. In this mode of operation the barrier phases
are biased negatively, causing a layer of holes to flood the interface and neutralize
the dark current generation. The remaining dark current is due to bulk and
depletion tegion generation and is very small.®’

Dark current is measured by letting the device integrate in the dark and
measuring the average number of electrons still collected in a pixel. The dark current

density is given by

, (3.14)

where S is the average signal in ADU, r is the frame period, G is the conversion gain
in ADU/electron and A, is the area of one pixel. For absolute dark current
measurements the signal S has to be measured with respect to a reference level that

does not include any dark current. One such reference is the reset pedestal in the
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CCD output waveform where the correlated double-sampling circuit clamps the
signal. A more accessible way is to use ’dummy’ pixels from the serial register as a
dark reference. These extra pixels are built into the serial registers of many CCDs.
Their dark current accumulation is negligible due to the fast readout cycle of the
serial register. If a zero-charge reference level is unavailable, the dark current can
also be calculated from the difference between two measurements taken at different

integration times. This method is less accurate, however, since the errors in each

measurement add.

3.63 Linearity

Linearity measurements on a CCD measure the stability of the system gain
with signal strength. Gain stability is important for accurate radiometric
measurements since it is undesirable to remeasure the gain at each signal level. To
measure linearity, a constant-power light source such as the LED circuit shown in
Figure 3.5 is activated for varying lengths of time to illuminate the sensor. For each
exposure time the average signal output is recorded. Plotting the signal vs. the
exposure time should show a simple linear relationship. The linearity of the CCD is
quantified by calculating the linearity residuals, given by

ST,

LR = (1 -
SIT

]xlOO, (3.15)

where LR is the linearity residual in percent, S_ is the midscale signal in ADU, T,
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is the midscale exposure time in seconds and S and T are the signal and exposure
time of any data point along the graph. The residuals are plotted vs. exposure time
and should stay within a few tenths of a percent of zero. The peak-to-peak maximum

residual quantifies the linearity of the sensor.

3.64 Lag

Image lag, also referred to as residual image, is the amount of signal left
behind from a previous frame. The term originates from camera tubes, where severe
lag often caused bright moving objects to streak across the video screen. It is defined
as the residual signal left in the third frame after the array illumination has been
switched off.*® In full-frame and frame-transfer CCDs, the lag is caused by charges
retained in traps with time constants on the order of one or more frame periods. In
interline CCDs or MOS imagers, lag is also caused by incomplete charge transfer
from a pixel site. Lag is usually measured by flashing an LED during the integration
period of the image sensor. The flashed frame and the following three frames are
then captured and analyzed. The lag is expressed as the percentage of the charge

in the first frame that still remains in the fourth frame.

3.7 Summary
The test methodology described in this chapter comprises a set of techniques
that can be used to quantitatively characterize a CCD or other type of focal plane

array. There are many additional tests that are routinely performed on image
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sensors, depending on the type of information needed. The most common ones have
been discussed here. These tests yield device specifications that allow users to
compare different sensors and predict their performance in specific applications.

This chapter discussed test methodology applicable to both slow-scan and high-
speed devices. Test methodology for characterization of slow-scan, low-noise focal
plane arrays is well-established and has been described in detail in the scientific
literature. Most of the applications for these detectors are in astronomy, space-based
cameras and medical imaging. The field of high-speed, high-resolution focal plane
array technology, on the other hand, is still relatively new and the established test
methods need to be readapted for this application. The device performance usually
decreases at high frame rates and clock speeds, decreasing the accuracy of test
results. For example, the increase in read noise in fast devices limits the usefulness
of test methods requiring low signal levels. Many established tests have to be
adapted or replaced to overcome these problems.

The theoretical implementation of CCD test methodology is relatively simple.
In practice, however, devices seldom behave according to their theoretical models but
instead introduce device-specific problems that complicate experiments. In addition
to characterizing the device it may be necessary to perform some ’detective work’ to
find the physical reasons for deviations from the expected test results. This work is
particularly important for providing feedback to device manufacturers. The
information that is learned can be used to suggest possible improvements for new

devices or unique ways to integrate them into novel camera systems.
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4 HARDWARE AND EXPERIMENT SETUP

4.1 Introduction

This chapter describes the hardware and software of a test camera system that
was developed to run a high-speed, high-resolution CCD and perform the
characterizations described in the previous chapter. The main purpose of the camera
was to provide a test bed for the evaluation of the CCD13, a 512 by 512 pixel,
8-output full frame image sensor manufactured by English Electric Valve (EEV).
The design was kept flexible enough, however, that a variety of high-speed CCDs can
be accommodated with minimum redesign effort. The expertise gained in the
construction of this camera will help in the development of a new test facility for
even faster devices.

The general layout of the camera is shown in Figure 4.1. It is centered around
a Hewlett Packard Vectra 486 PC equipped with an EISA bus, a high-capacity hard
drive and storage RAM. The PC also contains a digital waveform generator card
that is programmed to provide the clock waveforms needed to run the CCD. The
latter is located in the test bed, a special housing containing a lens mount, connectors
and a board that holds the CCD and various support electronics. The signal from
the CCD enters an optional multiplexer or connects directly to a correlated double-
sampling (CDS) circuit. The CDS output is passed to a 12-bit A/D converter on a
card that plugs into the PC’s EISA bus, which transfers the acquired data directly into

RAM. The overall data rate is limited to 1 MHz by the A/D converter.
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4.2 Clocks and Bias Regulators

The clock waveforms needed to run the CCD that is being tested are
programmed into two data generator cards from Adtron Corp.®® The cards plug into
a standard ISA bus and provide up to 18 channels of 64 kbits of TTL waveforms.
They are programmed sequentially: each of the 65,536 bits per channel is set to
either one or zero, corresponding to five volts or zero volts at the output. This has
the advantage of great programming flexibility, since each waveform can be easily
expanded, cut or pasted together. Once programmed, the waveforms are generated
continuously and independent of the PC’s CPU or bus cycles.

Several timing modes can be used to synchronize the camera operation. The
Adtron boards have both a very accurate internal master clock that provides up to
40 ns resolution for each waveform bit and an external clock input. The waveforms
can be generated either continuously, at fixed intervals or following an internal or
external trigger. For a frame transfer device the continuous mode should be utilized
since there is no dead time in the clocking. The CCD13 was operated in the interval
mode which allows for clock speed and frame period to be adjusted independently.
The entire timing of the camera system was synchronized to the internal Adtron
master clock.

A disadvantage of the Adtron system is the fixed memory limit on each
channel. A three-phase device such as the CCD13 requires at least six bits per clock
cycle. This means that only slightly more than 10,000 clock cycles can be

programmed. Most high-speed, high-resolution CCDs contain more than 10,000
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pixels per output for each frame. For example, of the 256 lines needed to read out
the CCD13, only 76 fit into the Adtron board memory. As a result only part of each
frame was read out and the remaining charge was dumped at the end of the frame
period. To read out the entire CCD a programmable logic clock generator has to
be built. This device takes advantage of the repetitive nature of CCD clock
waveforms by employing counters and loops to reduce the hardware requirements.
It has the disadvantage that a new programmable logic device (PLD) has to be
programmed each time the waveforms are adjusted. In that case the Adtron system
can be used to optimize the clock timing before the circuit is hardwired.

The digital clock waveforms have to be supplied with the correct bias levels
in order to drive the CCD. These bias levels are generated in a separate custom unit
containing three boards. The clock bias regulator board provides separate high and
low voltage levels for the parallel register clocks, the serial register clocks and the
reset gate clock. The DC bias regulator board generates the DC bias voltages for the
transfer gates and the output amplifier on the CCD. All voltage levels are precision-
controlled with 10-turn trimmer pots and driven by op-amps that were carefully
chosen to meet the current requirements of the CCD. The clock driver board
contains a set of analog switches that are controlled by the TTL clock waveforms
from the Adtron cards and switch between the high and low bias levels supplied by
the clock bias regulator board. High-power op-amps then buffer these waveforms
and supply enough current to drive the capacitive load of the CCD clock registers

(=5.3nF). The rise and fall times of the clock waveforms can be adjusted by changing



110

the output resistance of the clock drivers. This is done by replacing a small resistor
placed in series with the driver output. The schematics for the clock driver and bias

regulator boards are listed in Appendix A.

43 CCD Test Bed

The CCD test bed was custom-designed for the EEV CCD13. It consists of
a light-proof card cage that contains a lens mount, a connector panel and the PC
board that holds the CCD. A photograph of the test bed is shown in Figure 4.2. The
card cage consists of an aluminum frame that can be bolted to the test bench and two
front and rear panels. The PC board is mounted to the four corners of the frame as
well as to four support posts on the rear panel. Both panels can be removed without
having to remove the board, providing maximum accessibility to the CCD and its
support electronics. The front panel contains a lens mount for a standard C-mount
video lens. The lens mount panel screws into a threaded aperture that allows for
rough focus adjustments on the panel and lens assembly. The front panel also has
openings for a power cable and the clock and bias connector. The CCD output
signals are routed through a panel of twin-ax connectors mounted in the side of the
card cage frame.

The test bed PC boaid is a custom-designed four-layer board that holds the
CCD and its support electronics. The CCD is mounted in a 72-pin, low insertion
force (LIF) pin grid array (PGA) socket located at the center of the board. It can

be easily removed in case the board needs to be modified or a different device is to
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be tested. The PC board routs all clock signals and bias voltages from the clock and
bias connector to the CCD socket. Each clock signal is also terminated into an RC
network to match its cable impedance and reduce ringing on the clock edges. Each
DC bias voltage is bypassed with a capacitor to reduce noise and crosstalk. The
board also contains jumpers that can be set to reverse the clocking direction on any
of the eight serial registers on the CCD. This feature allows readout of the device
through only two or four outputs.

In addition to the driver circuitry, the PC board contains eight amplifiers for
the output channels of the CCD. Each output is terminated into a 3.3 ka load
resistor and then AC coupled into the non-inverting input of a Harris HA5147A op-
amp. The op-amps are configured as non-inverting amplifiers with a gain of 11. The
amplifier output passes through a 75 0 output resistor and connects through a twisted
wire pair cable to the twin-ax connector panel in the side of the card cage. The
circuit diagram for the board is shown in Appendix A.

Of the four layers of the PC board, the interior two layers contain the ground
plane and the +15 V power traces for the op-amps. The top layer contains the traces
for the DC bias voltages and the output amplifiers. The clock signals are confined
to the bottom layer. Some of the output signals are routed through the power plane
to avoid long traces and feedthroughs. By using the ground plane to isolate the
output signals and DC bias levels from the clock signals, the crosstalk between these
signals is minimized. Traces are generally kept as short as possible. Longer traces

are routed with parallel ground lines to prevent them from radiating and generating
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crosstalk at high frequencies. The photoplots used for the board layout are shown
in Appendix B.

Concerns about crosstalk and noise not only affect the design of the PC board
but also need to be taken into account when designing the cables that connect the
camera components. The clock signals and DC bias levels are connected through a
twisted wire pair ribbon cable with an IDC34 connector at each end. This type of
cable is convenient, inexpensive and performs well at frequencies up to a few MHz.
For the output signals coaxial cables should be used. For this system a twin-ax design
was chosen to provide extra shielding and allow the use of differential detection at
the other end. However, the signal attenuation needed to reduce the 15 V p-p
output swing of the test bed amplifiers to the 50 mV p-p input range of the
differential amps in the multiplexer circuit proved to be undesirable since it turned
out to be very noisy. The twinax cable is still useful because of the extra shielding
it provides.

The power for the test bed is generated by an isolated linear power supply
connected through standard 18-gage wire and bypassed with large capacitors on the
PC board. Switching power supplies have to be avoided because they are inherently
noisy. All power supplies in the camera should be isclated and connected only to
their local circuitry in order to prevent ground loops. For the same reason signal
grounds should be carefully placed and isolated. In some cases it may be necessary

to opto-isolate digital signals to break up potential ground loops.
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4.4 Correlated Double-Sampling

From the test bed the CCD output signals are routed to an eight-channel
multiplexer card. Each channel is attenuated and passes through a differential
amplifier with adjustable gain and offset to perform a rough two-point correction on
the signal. The resulting eight signals are then multiplexed into a single output
channel. The multiplexer can be either permanently set to one of the CCD outputs
or cycle through all eight of them by switching after every frame. This allows analysis
of a single channel or acquisition of a complete image within eight frames.

During the testing of the CCD13 it turned out that the attenuation and gain
circuitry used to perform the two-point correction is very noisy. To prevent the
system data from becoming electronics-noise limited, the multiplexer was bypassed
during the tests and one of the test bed output signals was routed directly to the CDS
board. To minimize noise, the electronics should contain the smallest possible
number of gain stages, with hardwired gain settings, and only one offset control to
make sure the signal matches the acquisition range of the A/D converter. Two-point
correction should be performed digitally. The schematics of the multiplexer board
and the CDS board are shown in Appendix A.

Correlated double-sampling is desirable in a CCD readout system for several
reasons. It removes several slowly-varying noise sources such as 1/f and KTC noise
that are correlated over the period of a single pixel. In addition, it removes the need
for a DC reference level since the signal is self-referencing, making it immune to

offset variations.
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The CDS circuit contains an analog part that performs the actual sampling and
a digital part that generates the clamp, sample and convert pulses from the master
timing pulse sent by the Adtron board. The input signal is buffered and then AC
coupled into a clamp node at which the signal is clamped to ground once during
every pixel cycle. The clamping occurs during the reset pedestal after the CCD reset
gate clock has been released and just before the charge is dumped into the floating
diffusion. The clamped signal then passes through a fixed-gain variable-offset
amplifier, matching it to the input range of the Comlinear CLC942 track-and-hold
amplifier. Sampling takes place at the end of the pixel cycle just before the reset
gate is reactivated. The sampled signal is amplified again to match the input range
of the A/D converter and then passed on to the A/D board.

Several methods other than the one just described can be used to build a CDS
circuit. Instead of clamping the signal, two sample-and-holds and an op-amp can be
used to sample the signal twice and take the difference between the samples. As an
alternative, both samples could be digitized and subtracted digitally. Another method
uses a delay-line to delay the signal by half a pixel period and then subtract it from
itself. More details on CDS circuits can be found in refs. 40-43. The sampling noise
in a CDS circuit can be reduced by performing multiple samples at each sampling
point and averaging the result.** This technique only works at slow pixel rates,
however, since multiple sequential samples have to be squeezed into a fixed fraction

of the pixel cycle.
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4.5 Digitization

The CDS output signal is digitized on an EISA-A2000 A/D expansion board
manufactured by National Instruments.*® The board plugs into the EISA bus of the
PC and is capable of 12-bit digitization and DMA data transfer at data rates up to
one MHz. A variety of trigger modes are available with this board. The operating
mode most suitable for the camera operation is post-trigger, external clock
acquisition. A frame trigger pulse that arms the board is applied at the beginning of
each frame. Individual conversions then take place at tranmsitions of the external
sample clock, which consists of convert pulses supplied by the CDS circuitry. The
board is programmed for a fixed number of samples corresponding to a few frames.
After all frames have been acquired, the board has to be reset by the software to
start a new acquisition cycle. The number of frames acquired in each cycle is limited
by the RAM capacity of the PC.

The A/D converter has to be chosen so that it can cover the full dynamic
range of the CCD. 12-bit digitization is usually the minimum resolution that is
required to ensure that the digitization noise is well below the read noise level of the
imager. Higher A/D resolution would be helpful but has to be traded off against
acquisition speed. It also requires lower electronics noise to take advantage of the
extra resolution. In this system the electronics noise was approximately the same as
the digitization noise for the 12-bit A/D converter.

The EISA bus is essential for PC-based data acquisition since the slower ISA

bus can’t support one MHz DMA data transfer. Newer EISA-based A/D boards
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support 12-bit digitization at speeds up to 10 MHz. The upper limit for sustained
DMA transfer on the EISA bus is about 12 MHz, assuming 16-bit words and
depending on how many devices are using the bus. An alternative to PC-based data
acquisition is external digitization and storage. This approach can increase the
acquisition rate by up to one order of magnitude. On the other hand, it also
increases the system complexity and eliminates the possibility of real-time signai
processing. The stored data has to be transferred to the PC’s memory through a
serial or parallel port or an Ethernet card before it can be displayed, analyzed or

processed.

4.6 Software

The camera system software controls the data acquisition process and displays
or analyzes the images obtained from the CCD. The camera is running continuously
as soon as the clock waveforms are downloaded into the Adtron boards. The
software controls which images are actually digitized and stored. The first step of the
acquisition process is to initialize the A/D board and the DMA controller so that the
CCD data can be stored in the PC's RAM. A software trigger is then used to start
the data acquisition for a specified number of frames. After the data has been
acquired, it can be displayed or processed. The hardware initialization and data
acquisition are handled by assembly language subroutines, whereas the display or

analysis is performed by high-level programs written in QuickBasic and C.
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4.6.1 Display software

Two programs were written to display images obtained from the CCD13.
'RUNEEV.BAS’ is a QuickBasic program that acquires two consecutive frames from
a single output of the device and displays them in 64 gray scales on a low-resolution
VGA screen. Since the spatial orientation of the pixel data changes from one output
to another, the program automatically compensates by mirroring the image about the
appropriate axis or axes. The program acquires 21,280 words of data in each
acquisition/display cycle, corresponding to two frames of 140 by 76 pixels each. A
128 by 76 image is displayed since the first 12 pixels of each row are used for dark
reference and do not contain image information. The number of rows is limited to
76 because of the memory limit on the Adtron board. 'RUNEEV.BAS’ has to be
linked with the collection of assembly language subroutines ’EEVDMA.BAS’ that are
used to initialize the A/D board and the DMA controller and to supervise the data
acquisition operation.

The second display program is 'RUNSEEV.C’, a C program that uses the
TIGA high-resolution display driver to show a 128 by 512 pixel, 256 gray scale image
composed of all eight outputs of the CCD13. The program was actually laid out to
display a full 512 by 512 image, but is again limited by the Adtron memory. The
eight 64 by 128 pixel image segments are acquired sequentially by advancing the
analog multiplexer described in section 4.4 after each frame. Synchronization is
achieved by reading the current channel number put out by the multiplexer through

an [fO port. Since the 128 kbytes of data for each full frame do not fit into the
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64 kbyte DOS segment limit, the frame data is stored in extended memory (XRAM).
The data is then transferred back into the program’s data segment and from there
into the TIGA video memory 16 kbytes at a time. The display rate is thus limited by
the amount of time it takes to transfer the data from XRAM into video memory.
'RUNSEEV.C’ has to be linked to ’EEVSUB.ASM’, a collection of assembly language
subroutines that initialize and control XR AM operations, initialize the A/D board and
the DMA controller, read the channel number I/O port and supervise the data

acquisition process. All programs are listed in Appendix C.

4.6.2 Mean-variance analysis software

A QuickBasic program 'MV-EEV.BAS’ was written to simplify and automate
the mean-variance analysis of the CCD13. The program controls the irradiance of
the CCD by interfacing with the PC-controlled current source shown in Figure 3.4 via
one of the I/O ports. It runs either in single-frame or two-frame-difference mode,
depending on whether the fixed pattern noise should be subtracted out (see section
3.2). The mean and variance of a data frame taken at a given light level is calculated
over a 20 by 20 pixel area. A dark frame is taken before each measurement run to
provide data for single-point offset correction.

The user interface consists of a menu in the left half of the screen and three
graphical displays for the image data, the light level and the mean-variance graph in
the right half. This is shown in Figure 4.3. The program contains several routines

to control parameters such as the light level, the scale setting for an image display,
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Figure 4.3 -- User interface of test program '"MV-EEV.BAS’. Shown are the
menu and interaction dialogue (left) and the graphical displays of the image
data, test source light level and mean-variance plot (right).
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the axes scale factors for the mean-variance graph and the size and location of the
test area. The mean and variance can be calculated either on a single frame at the
current light level or over a range of light levels. In the latter mode the program
automatically cycles through the user-specified illumination range. A data point is
stored for each light level and plotted on the graph display. The data can also be
saved to a file for later analysis.

The program also contains a routine to calculate the conversion gain and the
read noise of the camera. For this option a large number of mean-variance curves
are measured and, using linear regression, the slope and intercept of each curve is
calculated. The slope and intercept data is then saved to a file so that the average
conversion gain and read noise can be calculated. The acquisition process can take
several hours for large numbers of data points, but is fully automated and does not
require any user interaction or supervision during this time.

Another routine in the program calculates the non-uniformity for a given
subarray of pixels. The same 20 by 20 pixel array used for the mean-variance analysis
is used to compute the mean and standard deviation required for non-uniformity
measurements. The data is averaged over a user-specified number of frames in order
to eliminate temporal noise.

"MV-EEV.BAS’ has to be linked to 'EEVDMA.ASM'’ to access its hardware

initialization and data acquisition routines. Its listing is shown in Appendix C.
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4.6.3 Statistical tools

"COLAVG.BAS’,’ROWAVG.BAS’ and 'HISTO.BAS’ are three programs that
were written for statistical analysis of image data. ’'COLAVG.BAS' and
'ROWAVG.BAS’ display signal vs. pixel number for a horizontal and vertical cross-
section of the device, respectively. The displayed data can originate either from a
single specified line (column) or from an entire frame. The display can show data
averaged over a specified number of lines (columns) or plot each line (column) of
data as it is being acquired, assembling a scatter plot showing the spread in the image
data. The scale and offset of the data display are adjustable, as are the current line
(column) number and the number of lines (columns) to be averaged. The program
also features a dark frame routine for single-point offset correction.

When the data acquisition is paused, the programs provide several cursors to
analyze the display. This feature was used extensively to obtain the data for CTE,
MTF and quantum efficiency measurements. Three cursor modes are featured. A
single vertical cursor provides the column (row) number and the data value at a pixel.
Two vertical cursors provide a distance measurement between two pixels. Finally,
two horizontal cursors provide a difference measurement between two data levels.

The program "HISTO.BAS’ sorts the acquired data into a histogram by signal
level. Data can be analyzed by single line, single column or the entire frame. Range
and resolution of the displayed histogram can be adjusted by the user. The vertical
scale is automatically adjusted to the highest count value. The line or column

number to be analyzed is user-specified. A dark frame reference routine exists for
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single-point offset correction. When the display is paused, the histogram data can be
saved to a file for later analysis.

All three programs use the assembly subroutines in 'EEVDMA.ASM’ for
hardware initialization and data acquisition control. Their listings are shown in

Appendix C.

4.7 Summary

The camera system described in this chapter has proven to be a reliable test
bed for the characterization of the EEV CCD13. The clock drivers and bias
regulators accurately supply the CCD with the necessary control signals and voltages
while ensuring flexibility through programmable clock waveforms. The processing
electronics amplify, sample and digitize the output signal from the CCD while adding
less than one bit rms noise to the signal. Finally, the system software displays,
processes and analyzes the acquired data. Flawless operation of this hardware and
software is an essential prerequisite to the accurate evaluation of a device. The next

chapter will discuss the characterization results obtained with this camera system.



124

5 EXPERIMENTAL RESULTS

5.1 Introduction

This chapter describes the characterization results obtained from the
evaluation of a charge-coupled device. Using the hardware described in chapter four
and the test methodology discussed in chapter three, quantitative data has been
obtained on the performance of a CCD. This data can be used to compare this
device with other CCDs of similar design or to determine whether it fits a particular
application. The assembled data forms an independent assessment to back up and
complement the manufacturer’s specifications. Along with the simulations and
modeling described in chapter two, this experimental characterization provides a
comprehensive analysis and valuable insights into the performance of a CCD.

The following sections will briefly describe the device architecture and then
discuss the characterization process and results. The standard tests that were
performed on the device are a mean-variance analysis to determine read noise, full
well capacity, dynamic range and conversion gain, CTE and MTF measurements,
quantum efficiency measurements, non-uniformity analysis and measurement of the
dark current. In addition, the effect of image smear during frame readout on the
device MTF will be discussed. Several illumination techniques to prevent smear and,

at the same time, maximize the device frame rate will be presented.



125

5.2 Device Architecture

The device described in this chapter is the CCD13, a commercial three-phase
image sensor recently released by EEV. It features 512 by 512 pixels in a 1:1 aspect
ratio, each pixel being 21 um on a side. The device is intended for full frame
operation with 100% active area and no additional storage regions. A small number
of additional masked-off rows and columns for dark reference measurements
surround the active area. The characterized device did not have any anti-blooming
(AB) circuitry. An AB version of the CCD13 featuring anti-blooming structures that
can be controlled by off-chip connections is also available.

The CCD13 is normally read out through eight serial output registers located
above and below the active area. By changing the order of the clock phases, the
registers can be reconfigured for two- or four-channel operation. In these cases the
array is read out through only two or four of the eight outputs. A schematic of the
device layout is shown in Figure 5.1. The dual stage source-follower output amplifiers
are rated at a top clocking frequency in excess of 20 MHz, enabling readout times
of less than 2 ms. The device has to be shuttered or run at much longer frame
periods in order to prevent smearing of the image during the readout process.

The camera electronics used to run the CCD13 are described in the previous
chapter. The system electronics support a maximum data rate of 1 MHz, to be
extended to 10-20 MHz in the next stage of the project. For these measurements,
only a subsection of the device was fully read out to allow characterization of the

device at higher frame rates.
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5.3 Characterization

The EEV CCD13 image sensor was characterized with respect to several focal
plane array figure-of-merits in order to obtain quantitative data for comparison of this
device with similar high speed CCDs. The following sections discuss the type of

characterizations performed and present the results of these tests.

5.3.1 Read noise and dynamic range

The read noise and dynamic range of the CCD13 were measured using the
mean-variance method,?® which is similar to the photon transfer technique described
by Janesick et al?! The CCD was exposed to the flat field illumination of a
computer-controlled incandescent light source. At each light level, the mean signal
and the variance on the signal over a 20 by 20 pixel area were calculated. In order
to eliminate fixed pattern noise, the variance was actually calculated from the
difference signal between two consecutive frames.

Figure 5.2 shows a representative mean-variance plot for one of the outputs
of the device, running at a clock rate of 333 kHz. The device is photon noise limited
along the linear region of the curve. The slope of this part of the curve represents
the conversion gain of the camera, in ADU (analog-digital-units) per electron. From
this the output amplifier sensitivity can be calculated. The intercept of the graph
with the vertical axis yields the read noise of the device in ADU?, assuming that
electronics and digitization noises have been sufficiently reduced to be negligible.

The upper part of the curve levelling off indicates that full well has been reached.
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Due to the inherent variations in the data, the most accurate way to obtain an
estimate of the read noise and conversion gain of the system is to plot a large
number of mean-variance curves and use statistics to find the mean and standard
deviation of the desired quantities. This approach has been used to obtain the
histograms shown in Figure 5.3. The average conversion gain of 0.013 ADU/electron
corresponds to 76 electrons for each bit of digital data. The average read noise for
this particular combination of device output, clock speed and bias levels turned out
to be 140 electrons. In general, read noise measurements for this device ranged
between 120 and 160 electrons.

From the mean-variance data, the full well capacity of the buried channel has
been estimated at 180,000 electrons. This corresponds to a dynamic range of 1300:1,
which is significantly lower than expected. According to the manufacturer, the low
dynamic range may have been caused by an unspecified mask layout error in one of
the production steps. A newer version of the CCD13 has corrected this problem and
should feature a much higher dynamic range. The well capacity can be adjusted by
changing the high bias level on the active area clocks. For these measurements a bias
level of 10 V was used. Another way to increase the well capacity is to overflow the
buried channel and allow charge to accumulate near the Si-SiO, interface. This can
increase the well capacity to over 700,000 electrons. However, in this case the device
operates in a surface channel mode and is no longer photon-noise limited. The
charge collecting behavior of the surface channel also strongly depends on the low

bias level of the active area clocks. A large negative bias inverts the surface channel
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and floods the Si-SiO, interface with holes, reducing dark current generation and
neutralizing the surface state traps. Buried channel, photon noise limited operation

using a low bias voltage between zero and -2 V was used for most measurements.

5.3.2 Charge transfer efficiency

The charge transfer efficiency of the CCD13 was measured by focusing an
attenuated HeNe laser beam onto a single pixel and measuring the deferred charge
tail from that pixel.3?* The laser beam was chopped to ensure that no light reached
the device during the readout cycle. Neighboring pixels received less than 0.5% of
the irradiance that the pixel under investigation collected. Given the noise levels in
the device and the camera, this method can measure the CTE up to about 0.9999.
More accurate measurements can be taken by averaging out the temporal noise of
the system, although other noise sources such as 1/f noise may then affect the results.
In the horizontal direction, the CTE of the serial registers was better than the
measurement limit of this technique, since no deferred charge tail was observed. The
vertical CTE averaged to about 0.997. Again, this is much lower than expected and
is believed to be caused by the same mask problem that reduces the full well capacity
of the buried channel. A corrected version of the CCD13 should exhibit a vertical
CTE of five nines or better. Slight variations of the vertical CTE were observed with
respect to the signal size and the negative bias level of the vertical register clocks.
These trends are shown in Figure 5.4. The CTE decreases for increasing signal size

as more surface state traps are engaged to delay more electrons. Since the negative
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array clock bias also affects the trapping mechanism, the CTE is similarly influenced.
In this case the CTE is at a minimum for a clock bias of -2 V. No significant
variation of CTE with clock frequency within the range of 100 kHz to 1 MHz was
observed. The rise and fall times of the vertical register clock pulses were

approximately 100 ns for all clock frequencies.

533 Modulation transfer function

The MTF of the CCD13 was measured in both the horizontal (serial) and
vertical (parallel) registers for continuous and strobed illumination. In both cases
white light from gas discharge tubes was used for illumination. Bar targets of
different spatial frequencies were imaged onto the device with a Minolta 50 mm
photographic lens. The bars were black on a white background. The resulting
square wave response was converted to an MTF using the transformation algorithm
described by Coltman.3? Finally, the lens MTF was divided out to yield the MTF of
the sensor itself. The cutoff frequency of the CCD13, as defined by the inverse of

twice the pixel spacing (1/26 ,,), is 23.8 lp/mm.

pix

As expected from the CTE measurements, the horizontal MTF turned out to
be significantly better than the vertical MTF. Figure 5.5 shows this to be the case for
both continuous and strobed illumination. The MTF for continuous illumination also
appears to be much better than the strobed MTF. However, this is due to the fact

that both curves are normalized tc one at DC. Since the readout process under

continuous illumination tends to "wash out’ the image, a continuously illuminated
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square wave target results in a higher DC level and less peak-to-peak variation than
a target illuminated by an equal amount of strobed light. Using white bars on a black
background may result in an MTF curve that more accurately reflects this condition
since the black background would generate a lower DC level. Figure 5.6 illustrates
the effect of readout smear under continuous illumination by showing several MTF
plots taken for different ratios of integration to readout time. The integration time
is the fraction of the frame period during which the array clocks are idle and no
charge is moved on the device. The readout time is the time it takes to move all
charge off the array. For the curves shown in Figure 5.6, the readout time was held
constant by keeping the data rate fixed at 555 kHz. The MTF improves for higher
ratios of integration to readout time, but at the same time the frame rate decreases.

No change in MTF with respect to clock frequency was observed.

53.4 Quantum efficiency

The quantum efficiency of the CCD13 is shown in Figure 5.7. It was
measured using an incandescent light source and a set of narrow bandpass
interference filters. The average full-width half-maximum (FWHM) bandwidth of the
filters was 80 nm, except for a 10 nm FWHM bandwidth for the two filters centered
at 900 nm and 1 pm. At each wavelength, the CCD response to continuous flat field
illumination was measured and compared to that of a calibrated photodiode receiving
the same amount of irradiance. The quantum efficiency of the CCD13 peaks at just

under 45% at 700 nm, dropping off to less than 10% at 400 nm and 1 pm.
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5.3.5 Non-uniformity

Two types of non-uniformity were tested for the CCD13. Spatial non-
uniformity arises from pixel-to-pixel variations in quantum efficiency, dark current,
trapping noise, photolithography errors, channel profile and other material processing
parameters of the individual detectors. It was measured over a 20 by 20 pixel area
at several locations on the device. Each measurement was averaged over several
frames to reduce the influence of temporal noise. Figure 5.8 shows the non-
uniformity as a percentage of signal for two such areas. At full well, the non-
uniformity is approximately 0.5% rms.

A different non-uniformity can arise from variations in the sensitivity (gain)
of the output amplifiers between different outputs on the device. If two-point
correction®® is used on every pixel on the array, the differences in output amplifier
sensitivity are automatically subtracted out. An alternative is to use individual gain
adjustments on each channel to compensate for the differences in amplifier
sensitivity. The output amplifier sensitivity was calculated for three of the eight
outputs by measuring first the overall conversion gain as outlined in section 5.3.1, and
then the gain of just the electronics alone. The electronics gain is given in ADU/pV,
measured between the input to the first amplifier stage on the test bed PC board and
the output of the A/D converter. By dividing the conversion gain by the electronics
gain, sensitivities of 1.9, 2.4 and 2.5 pV/electron were obtained. The estimated

accuracy on these measurements is 3%.
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5.3.6 Dark current

The dark current of the CCD13 was calculated by measuring the amount of
charge accumulated in each pixel during one frame period. The average dark current
on the device is about 5-6 nA/cm?® or 350 electrons/sec-um?® at room temperature
(23°C). Dark current generation is influenced by the negative bias level of the
vertical register (array) clocks, as shown in Figure 5.9. Holding the positive bias level
constant, the dark current can be reduced by half when the negative bias levels are
increased. This is called inverted clocking and causes the surface states at the Si-SiO,
interface to produce less dark current as the interface layer is flooded with positive

charges.®

54 INumination Techniques

During the characterization process, the CCD13 was run in two different
illumination modes. Under continuous illumination, the active area of the device is
illuminated both while the clocks are inactive in order to integrate charge and during
the readout process. Any image structure present on the active area will continue
to integrate while the charge packets are being shifted off the array. Consequently
the image becomes smeared in the vertical direction.

Since there is no on-chip shuttering mechanism on a full frame CCD, an
external system is usually installed to prevent light from reaching the active area

during the readout process. For example, this can be a mechanical shutter, a

chopper wheel or an image intensifier tube with electronic shuttering. A different
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method that was tried on the CCD13 is to modulate the light source itself. The
object to be imaged onto the sensor is illuminated with a strobe light that is
synchronized with the readout cycle of the CCD. By turning off all other light
sources, the chip is able to read out all pixels without receiving any illumination
during the readout process. At the end of the readout cycle, a trigger pulse is sent
to the strobe light, causing it to fire off a 70-100 us long burst of light. The light
reflects off the object and is imaged onto the sensor, generating charge in the
appropriate potential wells. After the flash has decayed, the sensor is ready for the
next readout cycle.

The advantage of this illumination technique is that any image smear
associated with the readout process is eliminated. In addition, the device can be
operated at its maximum frame rate since very little time is used up between readout
cycles. For a 2 ms readout period the device can be run at almost 500 fps. If
continuous illumination were used, the frame rate would have to be reduced to 100
fps or less in order to reduce smear. By using strobed illumination, a 128 by 64 pixel
subsection of the device was successfully run at 100 fps at a data rate of only 1 MHz.
At the maximum data rate of the CCD13 (20 MHz), this same area could be
operated at 1800 fps, allowing for a 100 ps integration time while the strobe flash is
active.

The main disadvantage of strobe illumination is the expense of purchasing an
adequate light source. Due to the short duration of the flash, a very powerful strobe

unit is needed to ensure sufficient illumination of the object. In addition, complex
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electronics are necessary to control the flash energy in order to make sure that each
frame receives the same amount of illumination. Another problem that was
encountered is the lack of uniformity in the illumination. Since strobe units usually
use reflectors to concentrate the output of the flash tube, large variations in light
intensity are often found across the irradiated area. A large fraction of the light
output of the flash tube may have to be wasted by eliminating the reflector or using

a diffusing screen in order to achieve uniform irradiance of the object.

5.5 Summary

The EEV CCD13 image sensor was shown to be capable of producing good
imagery at high frame rates. Its operating parameters lie well within the acceptable
range for a high-speed, high-resolution CCD. The single exception is the low vertical
charge transfer efficiency, which leads to a reduced vertical MTF. This problem is
expected to be solved in the next version of the device. The performance of the
serial registers and output amplifiers indicates the potential for good performance at
much higher clock frequencies.

A drawback of the CCD13 for high-speed videography applications is its full
frame architecture. The lack of a quickly accessible on-chip storage area necessitates
the use of mechanical or electronic shuttering, or the incorporation of a strobed light
source into the camera system. Either a stroboscope or a modulated diode laser
could be used. These methods have been shown to be effective, but they also

complicate the imaging apparatus and increase the cost of the final system.
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6 CONCLUSION

The preceding chapters have shown both theoretical and experimental aspects
of CCD characterization. Both areas yield important data for the analysis of CCD
performance. In general, as much information as possible is desirable to determine
the suitability of a particular CCD for a given application. The analysis presented in
this dissertation has been restricted to the most widely used figures-of-merit, although
other figures-of-merit exist that may have to be evaluated in a specific situation.
Examples of additional specifications that are sometimes tested are charge collection
efficiency and electrical and optical crosstalk. The data obtained from the
experimental characterization are of direct practical value in determining the
suitability of a device for an application. The modeling data, on the other hand,
provide valuable feedback to manufacturers since they are part of the analysis
process of determining why a particular CCD behaves a certain way or performs
differently than expected. Through the use of modeling, insights into the physical
performance of a CCD can be gained. This understanding allows specific changes
to be made, fine-tuning the devices and opening the way to new improvements.

The theoretical modeling discussed in chapter 2 points out several important
conclusions. Physical limitations constrain the clocking rates in the parallel registers
of high speed, high resolution CCDs, possibly setting an upper limit to the maximum
achievable frame rate of conventional devices. The high RC constants of the

polysilicon electrodes in the parallel clock registers cause a degradation of short clock



145

pulses as they travel to the center of the CCD. This lowers the electric fields inside
the buried channel and eventually leads to a drop in CTE. The simulations have
shown a significant decrease in clock pulse voltage at the center of an electrode of
the Loral (Ford Aerospace) 1024 by 1024 pixel CCD at clock frequencies above
500 kHz. Further modeling is necessary to quantitatively determine the effect of
clock pulse degradation on charge transfer efficiency. New device architectures such
as aluminum-strapped clock lines on backside-illuminated CCDs may have to be
developed to eliminate this problem and allow further increases in frame rate.

The second part of the modeling, the power dissipation studies, revealed
significant differences between traditional calculations of power dissipation and the
modeling results. The simulations showed that the actual power dissipated ina CCD
is much lower than previously expected. Using the example of the Loral device, the
calculated dissipated power in the parallel clock registers was reduced by a factor of
three using the simulation data instead of the traditional theoretical calculations. The
overall dissipated power is less than one Watt. This decrease is caused by the
degradation of clock pulses in the parallel register, which reduces the overall current
flow through the electrodes. The power dissipation is proportional to the square of
the current and to the resistance of the clock line. The current, on the other hand,
depends cn the rate of change of the applied voltage pulse and the capacitance of
the clock line.

The model points out that the power dissipation, although lower than

expected, is still very high at fast clock rates and that large amounts of current are
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flowing into the parallel register. The current drawn from the clock drivers can be
reduced by lowering the capacitance of the parallel clock register, for example by
reducing the overlap area between adjacent electrodes. This, in turn, would also
lower the power dissipation. Lowering the resistance of the electrodes by strapping
them with aluminum lines will reduce the clock pulse degradation problem but cause
further increases in the instantaneous current flowing into the register. Although the
total amount of charge flowing into the register remains constant, the integrated
square current increases. It is unclear what effect this will have on power dissipation
since the drop in resistance may offset the increase in current.

Chapter 3 described the basic set of figures-of-merit used to characterize
CCD:s, such as read noise, dynamic range, quantum efficiency and others. Some of
the more complicated tests involve measuring the CTE and MTF of the device.
Several methods are available for these measurements. Among the most promising
techniques are light injection to measure CTE and the use of laser speckle to
determine the MTF of an imager. More research is necessary to fully investigate the
potential of the light inmjection technique as a replacement for x-ray CTE
measurements in noisy devices. The laser speckle method should be developed into
a practical system to accurately test the spatial frequency response of CCD imagers
at high frame rates. The use of a pulsed diode laser synchronized to the frame rate
should be investigated in order to eliminate readout smear from the MTF data.

The test facility discussed in chapter 4 has been used to demonstrate photon-

noise limited CCD readout and data acquisition at data rates up to 1 MHz. It is fully
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computer-controlled to allow for easy change of frame rate, integration time and even
clock waveforms. Since the video data are transferred directly into memory, the
computer can set up a near-realtime video display that is limited only by the transfer
rate from RAM to video memory. Analysis software can directly interact with the
video data and interface to the test hardware in order to fully automate test
procedures that would otherwise be very time-consuming.

The final chapter discussed the characterization of the EEV CCD13. The
results were generally satisfactory for a high speed CCD, with the exception of the
low buried-channel well size and low vertical CTE. Both of these problems are
expected to be corrected in future versions of the device. The read noise of the
device is approximately 140 electrons, its horizontal CTE better than 0.9999 and its
quantum efficiency peaks at just under 45% at 700 nm. Non-uniformity is about
0.5% at full well and the dark current of the CCD13 is approximately 5 nA/cm®.

The characterization process demonstrated successful use of the test facility
to evaluate CCDs. Even with the relatively slow data acquisition rate of 1 MHz,
partial frames of the CCD13 were read out at an equivalent frame rate of 100 fps.
The test methodology was successfully applied to the evaluation of this device, and
the experience gained in the process contributed to the practical information given
in chapter 3. By performing the characterization, the methodology itself was
examined to expose weaknesses and find areas for improvement.

The next step in the development of a high speed, high resolution CCD test

facility is to upgrade the existing system to operate at 10-20 MHz data rates. New
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hardware has to be developed or acquired for this purpose. The video data will have
to be buffered in a separate memory since the computer cannot acquire data fast
enough. The major challenge will be to reduce the electronics noise at these data
rates below the read noise level of the CCD. Heavy shielding and minimizing both
the number of components in the signal chain and the length of the path between the
CCD output and the A/D converter will be necessary to achieve this goal. In
addition, the function of the correlated double-sampling circuit needs to be
reevaluated to determine whether it is essential to the readout process. Different
CDS methods more suitable to high data rates have to be investigated.

Testing of high speed, high resolution CCDs will gain importance in the near
future as more devices are developed for high speed applications. Although the high
speed videography market is generally limited to industrial and scientific customers,
new commercial applications may soon develop. For example, the increase in
performance of high speed videography over advanced HDTV applications is not very
large. Most major commercial CCD manufacturers already offer devices for the
HDTV market. The availability of independent evaluation data on these high speed
CCDs is beneficial to both designers of high speed videography equipment and device
manufacturers. The present work and the future continuation of this research is
therefore important to this industry and will gain in significance as the field of high

speed videography continues to grow.
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APPENDIX A
CAMERA SCHEMATICS
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APPENDIX B
CCD13 PC BOARD LAYOUT
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UNIVERSITY OF AZ - LPL

TITLE: CCo13

LAYER: TOP

LAYOUT:  JOHN J. DOHERTY

ENGINEER:  GRAEVE/BELL

DATE: MAY 1992
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UNIVERSITY OF AZ - LPL

TITLE: CCD13
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APPENDIX C
SOFTWARE LISTINGS



Program: RUNEEV.BAS

REM Camera Data Acquisition Program
REM written by Thorsten Graeve October 1990
REM modified May 1992 for EEV CCD13 device

SCREEN O, 0, O, O: CLS
DEFSNG A-2

CONST length& = 21280
DIM dat¥(22000)

CALL initA2000(tength&) tset up A2000 board
CALL initDMA(dat%(0), Llengthg&) 'set up DMA controller

WHILE (INKEYS <> #u): YEND

PRINT

PRINT

PRINT “Board setup complete.”

PRINT

PRINT "Which Output (1-8)7 «;

a$ = uM: WHILE ((a$ < "17) OR (a$ > "8")): 3% = INKEYS: WEND
chan = VAL(a$): PRINT a$: a$ = “Qutput #* + a$

PRINT “Enter legend ('"; a$; "')¥; : INPUT legend$

IF (legend$ = ") THEN {egend$ = a$

PRINT : PRINT “Press <Enter> to start Data Acquisition..."
WHILE (INKEYS <> CHR$(C13)): WEND

SCREEN 13: COLOR SO: CLS
FOR iX = 0 70 63
col& = 65793 * i%
PALETTE i%, col&

NEXT i%
LIKE (0, 9)-(319, 9), 30: LINE (0, 190)-(319, 190), 30
LOCATE 1, 2: PRINT “EEV CCD13 128(HIX76(V)*™;

LOCATE 25, 1: PRINT legends;

as$ = "i: WHILE (INKEYS <> "u): WEND

flipv = (chan > 4)

fliph = ((chan = 2) OR (chan = 4) OR (chan = 5) OR (chan = 7))
gain = 1

WHILE (a$ <> CHR$(13))

CALL readframe ‘get data

LOCATE 5, 1: PRINT “Frame 1:";

FOR x = 0 TO 127: FCR Yy =0 10 75
atr% = 32 + gain * INT(dathi(x + 12 + y * 140) / 64)
IF atrX < O THEN atr¥ = 0

PSET (16 + x + fliph * (2 * x - 127), 50 + y + flipv * (2 * y - 75)), atr¥

NEXT vy, x

LOCATE 5, 21: PRINT “Frame 2:%;

FOR x = 0 TO 127: FCR Yy = Q0 TO 75
atrX = 32 + gain * INT(dat%(x + 12 + y * 140 + 10640) / &4)
IF atrk < 0 THEN atr% = O

PSET (176 + x + fliph * (2 * x - 127), 50 + y + flipv * (2 * y - 75)), atr¥%

NEXT y, x

a$ = INKEYS
IF (a8 = % ") THEN gain = -gain
WEND

SCREEK G, 0, 0, 0: WIDTH 80: CLS
CALL termA2000
EXD
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Program: MV-EEV.BAS

REM Mean-Variance Test Program
REM written May 1991 by Thorsten Graeve
REM modified July 1992 for EEV CCD13

SCREEN 12: CLS

DEFINT A-2

CONST length& = 21280

DIM dat(21300)

DIM Mean(255), varl(255), CGI(500), RH!(500)
DI¥ uni&(20, 20)

vrange = 10 1ADC voltage range
gain = -1 ‘gain polarity

x1 = 30: x2 = 49 'x-range

yl = 54: y2 = 73 'y-range

vl =0 Light level

mmax = 4000 'maximum mean value
vmax = 100 ‘maximum variance value
style = 1 ‘graph line style
drefmod = 0 ‘rel. to O=data,i=blank tvl
dat(0) = -9999

FOR i = 0 170 14 ‘initialize palette

col& = 65793 * INT(SQR(i / 14!) * 60)
PALETTE i, col&

NEXT i

PALETTE 15, SO

COLOR 10

FOR i = 1 70 30 tinitialize screen
LOCATE i, 40: PRINT CHRS$(186);

NEXT i

GOSUB display

GOSUB light

GOSUB graph

CALL initA2000(lengthi) tset up A2000 board
CALL initDMA(dat(0), length&) 'set up DMA controller

OUT &H382, 1: OUT &H380, 0 ‘set up light source
flg = -3: GOSUB dark: flg = 0 'get dark frame average

COLOR 14: LOCATE 2, 12: PRINT "MENU®; : COLCR 10 ‘print menu
LOCATE 4, S: PRINT "1, Set light levet®;

LOCATE 5, 5: PRINT %2, Set ADC voltage range";
LOCATE 6, 5: PRINT "3, Set plot parameters";
LOCATE 7, 5: PRINT "4, Take frame";

LOCATE 8, S: PRINT “5. Catculate mean/variance™;
LOCATE 9, 5: PRINT %6. Take dark frame reference";
LOCATE 10, S5: PRINT ®7. Get mean-variance curve";
LOCATE 11, 5: PRINT "8. Move test frame";

LOCATE 12, 5: PRINT “9. Calc. conversion gain®;
LOCATE 13, 5: PRINT "10. Calc. non-uniformity";
LOCATE 14, 5: PRINT *11. Exit program";

LOCATE 16, 5: PRIKT "Enter choice:";

main: 'main program loop
N=20
WHILE ¥ <1 OR N > 11

LCCATE 16, 20: PRINT * ",

LOCATE 16, 20: GOSUS numinput
WEND



Program: MV-EEV.BAS

[F ¥ = 1 THEN GOSUB setlight
IF N = 2 THEN GOSUB setrange
IF N = 3 THEN GOSUB setplot
IF N = 4 THEN GOSUB takeframe
If N = 5 THEN GOSUB calemv

IF N = 6 THEN GOSUB dark

IF N = 7 THEN GOSUB getcurve
IF H = 8 THEN GOSUB moveframe
IF N = 9 THEM GOSUB getgain
IF ¥ = 10 THEN GOSUB nonuni
IF ¥ = 11 THEN GOTO quit

GOTO main

setlight: 'set Light level

LOCATE 20, 1: PRINT “Enter light (level (0-255):%;
N= -1
WHILE N < 0 OR N > 255
LOCATE 20, 29: PRINT « -
LOCATE 20, 29: GOSUB numinput
WEND
vl = N
OUT &H380, (vl
GOSUB fight
dat(0) = -9999
LOCATE 20, 1: PRINT STRINGS(3S5, 32);
N = 0: RETURN

setrange: ‘set ADC range
LOCATE 20, 1: PRINT “Enter voltage range (1-10):";
N=0
WHILE N <1 OR N > 10
LGCATE 20, 30: PRINT © ",
LOCATE 20, 30: GOSUB numinput
WEND
vrange = N

LOCATE 21, 1: PRINT “Enter gain polarity (+/-): ";
a$ = "H: WHILE ((a$ <> "+i) AND (a$ <> “-))
a$ = INKEYS: WEND
PRINT a$;
IF (a$ = "+") THEH gain = 1 ELSE gain = -1
GOSUB display
LOCATE 20, 1: PRINT STRINGS(35, 32);
LOCATE 21, 1: PRINT STRINGS(3S5, 32):
N = 0: RETURN

setplot: 'set mv plot parameters

LOCATE 20, 1: PRINT “Enter maximum mean (ADU): ";
GOSUB numinput
IF N < 10 THEN

mmax = 10

ELSEIF N > S000 THEN
mmax = 5000

ELSE

ex = INT(LOG(N) / LGG(10))
mmax = INT(N / 10 " ex + .5) * 10 ~ ex
END IF
LOCATE 21, 1: PRINT “"Enter maximum variance (ADU*2): *;
GOSUB numinput
IF M < 10 THEN
vmax = 10
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Program: MV-EEV.BAS

ELSE
ex = INT(LOG(N) s/ LOG(10))
vinax = INT(N 7 10 “ex + .5) * 10 * ex
END IF
LOCATE 22, 1: PRINT “Enter tine style (1-3): %;
GOSUB numinput
IF ¥ < 1 0R N > 3 THEK style = 1 ELSE style = N
GOSUB graph
LOCATE 20, 1: PRINT STRINGS(39, 32);
LOCATE 21, 1: PRINT STRINGS(39, 32);
LOCATE 22, 1: PRINT STRINGS(39, 32);
¥ = 0: RETURN

takeframe: 'take data frame

LCCATE 20, 5: PRINT "Acquiring data...";
CALL readframe
FOR i = 0 TO length& - 1
dat(i) = gain * (dat(i) - dark)
NEXT 1
GOSUB display
LOCATE 20, 5: PRINT STRINGS$(20, 32);
RETURN

calcmv: ‘calculate mean-variance

IF dat(0) = -9999 THEN
LOCATE 20, 5: PRINT "Current data not validin;
LOCATE 21, 5: PRINT “Press <Enter> to continue.';
WHILE IMKEYS <> CHR$(13): WEND
LOCATE 20, 5: PRINT STRIKGS(30, 32);
LGCATE 21, 5: PRINT STRINGS(30, 32);
RETURN
END IF
LOCATE 20, 1: PRINT "(1) frame or (2) frame diff.: *;
GOSUB numinput
IF N =2 THEN frm = 1 ELSE frm = 0
LOCATE 20, 31: PRINT frm + 1; ® u.
LOCATE 22, 5: PRINT "Thinking...";
suma# = 0: sunb¥ = 0: sum2# = 0
FOR x = x1 TO x2: FOR y = y1 TO y2
xy = 12 + x * 140 + y: xyl = xy + lengthg / 2
suma¥ = suma# + dat(xy)
sunb# = sumb# + dat(xyl)
sum# = sum2# + (dat(xy) - frm * dat(xy1)) ~ 2
NEXT vy, x
H=(x2-x1+1)*(y2-yl+1)
Mean(ivl) = (suma# - “rm * sumb¥#) / ((frm + 1) * N)
vart(lvl) = (sum2% - suma# - frm * surbd) “ 2/ K) / (N - 1) 7 (2~ (.5 * frm))
GOSUB graph
LOCATE 20, 1: PRINT STRING$(39, 32);
LOCATE 22, 1: PRINT STRINGS(39, 32);
LOCATE 20, 5: PRINT "Mean ="; Mean(lvl);
LOCATE 21, 5: PRINT "Variance = "; USING “#&## 41 vari(lvl);
LOCATE 23, 5: PRINT "Press <Enter> to continue.™;
WHILE INKEYS <> CHRS(13): WEND
LOCATE 20, 5: PRINT STRINGS(30, 32);
LOCATE 21, 5: PRINT STRINGS(30, 32);
LOCATE 23, 5: PRINT STRINGS(30, 32);
RETURN



Program: MV-EEV.BAS

dark: tdark reference subroutine

LOCATE 21 + 5 * flg, 5: PRINT “Taking dark reference...";
ouT &4380, 0
cel = 10: GOSUB delay: d& = 0
yl = y1: yh = y2
IF (drefmod) THEN yl = -12: yh = -9
FOR i=1T0S
CALL readfrzme
FGR x = x1 70 x2: FOR Yy = yl TO yh
dR = d2 + dat(12 + x * 140 + y) + dat(12 + x * 140 + y + length& / 2)
NEXT vy, x
NEXT 1
dark = d& / (10 * (x2 - x1 + 1) * (yh - yl + 1))
LOCATE 21 + 5 * flg, 5: PRINT STRINGS(30, 32);
CUT &H388, (vl
IF flg = 0 THEN
LOCATE 20, 1: PRIKT "“Enter (1) to clear m-v data: *;
GOSUB numinput
IF N = 1 THENR
FOR i = 0 TO 255
Mean(i) = 0
vari¢i) = 0
NEXT i
GOSUB graph
END IF
N = 0z LOCATE 20, 1: PRINT STRINGS(39, 32);
END IF
RETURN

getcurve: tget mean-variance curve

LOCATE 20, 1: PRINT “Enter starting light level: V;
GOSUB numi nput
IF N < O THEN Lvl1 = 0 ELSE IF N > 255 THEN Lvi1 = 255 ELSE (vi1 =N
LOCATE 20, 29: PRINT Lvl1; » n;
LOCATE 21, 1: PRINT “Enter ending light level: *;
GOSUS numi nput
IF N < LvL1 THEN Lvl2 = tvl1 ELSE IF N > 255 THEN lvl2 = 255 ELSE {lvi2 = N
LOCATE 21, 27: PRINT Lvi2; v w;
LOCATE 22, 1: PRINT (1) frame or (2) frame diff.: V;
GOSUB numimput
IF N =2 THEN frm = 1 ELSE frm = 0
LOCATE 22, 31: PRINT frm + 1; & v,
LOCATE 23, 1: PRINT “Enter time delay (0-10sec): 'r;
GOSUB numinput
IF N < 0 THEN N = 0 ELSE IF N > 10 THEN N = 10
LOCATE 23, 29: PRINT N; * &;
LOCATE 24, 1: PRINT "Ref. to blanking level (Y/¥)? ";
a$ = "M WHILE ((a$ <> "Y") AND (a$ <> "N"))

a$ = UCASES(INKEYS): WEND
PRINT a$;
IF (a$ = "N") THEN drefmod = O ELSE drefmod = 1

flg = 1: GOSUB dark: flg = 0: del = N
getcurvel:

LOCATE 28, 5: PRINT “Acquiring data... L
IF flg THEN PRINT k;
N=(x2-x1+1)*(y2-yl+ 1)
FOR i = 0 70 255

Mean(i) = 0

vari(i) = @
HEXT 1

174



175

Program: MV-EEV.BAS

FOR vl = (vl?1 1O Lvi2

QUT 2H380, vl

cosuB light

GOSUB delay

CALL readframe

FOR i = 0 70 lengthg - 1
dat(l) gain * (dat(i) - dark)

NEXT 1

1F (drefmod) THENW
FOR x = x1 70 x2

& =0
FORy =0 7103
i=x*10+y
dé = d& + dat(i) / gain + dark

FCR y = y1 10 y2
i=x*140+y+ 12
dat(i) = dat(i) + gain * (dark - d& / &)

NEXT y
dk =0
FORYy=0T03

i=x* 140+ y+ lengtha 7 2
d& = d& + dat(i) / gain + dark
NEXT y
FOR v = y1 T0 y2

i=x*140+y+ 12+ lengthd 7 2
dat(i) = dat(i) + gain * (dark - d& / 4}

GOSUB display
suma# = 0: sumb# = 0: sum2# =
FOR x = x1 TO x2: FOR y = y1
Xy = 12+ x * 140 + y: xy1
suma# = suma# + dat{xy)
sunb# = sumb¥ + dat(xyl)
sum# = sum2# + (dat(xy) - frm * dat(xyl)) ~ 2
NEXT y, x
Mean(ivl) = (suma# + frm * sumb¥) / (frm + 1) / N
vari(lvl) = (sum2# - (suma# - frm * sumb#) ~ 2 / H) / (N - 1) / (2 ~ (.5 * frm))
a$ = INKEYS: IF (a$ = CHRS$(27)) THEN Lvl = Lvil2
MEXT vl
GOSUB graph
FOR ¥ = 20 TO 26
LOCATE i, 1z PRINT STRINGS(39, 32);
NEXT i
vt =0
OUT &H330, (vt
GOSUB tight
IF flg THEN RETURN

4]
T0 y2
= xy + lengthd / 2

LOCATE 20, 1: PRINT "Save data (Y/N)?";
a$ = mu: YHILE ((a$ <> "YU) AND (a$ <> "NU))
a$ = UCASES{INKEYS): WEND
1F (a$ = "y») THEN
LOCATE 22, 1: INPUT "Filename"; fl$
CPEN 0", 1, fl$
FOR i = (vl1 70 LvI2
PRINT #1, Mean(i), vari(i)
NEXT i
CLost
END IF
LOCATE 20, 1: PRINT STRINGS(20, 32);
LOCATE 22, 1: PRINT STRING3(39, 32):
¥ = 0: RETURN



Program: MV-EEV.BAS

moveframe: ‘move test frame

LOCATE 20, 1: PRINT "Use arrow keys to move test frame, or';
LCCATE 21, 1: PRINT “<Ctrl>+arrow to change size. Press";
LOCATE 22, 1: PRINT “<Esc> when done.“;
LOCATE 24, 5: PRINT “x1 ="; x1; : LOCATE 24, 20: PRINT ux2 =0; x2;
LOCATE 25, 5: PRINT "yl ="; y1; : LOCATE 25, 20: PRINT #y2 =%; y2;
as = uu
WHILE a%$ <> CHR$(27)
a%$ = INKEYS
IF RIGHTS(aS, 1) <> “% THEN
= ASC(RIGHTS(aS, 1))
IFN=72AND yl > O THEN y1 = y1 - 1: y2 = y2 - 1
+

IF % = 80 AND y2 < 127 THEN yv1 = y1 + 1: y2 = v 1

IF N =77 ARD x2 < 75 THEN x1 = x1 + 1: x2 = x2 + 1

IF K =75 AND x1 > O THEN x1 = x1 - 1: x2 = x2 - 1

IF N = 116 AND y1 > 0 AND x2 < 255 THEN x2 = x2 + 1: yl = y1 - 1
IF N = 115 AND x2 - x1 > 1 THEK x2 = x2 - 1: yl = y1 + 1

GOSUB display
LOCATE 24, 9: PRINT x1; ® %; : LOCATE 24, 24: PRINT x2; " u;
LCCATE 25, 9: PRINT y1; ® %; : LOCATE 25, 24: PRINT y2; " u;
END 1F
WEND
FOR i =20 70 25
LOCATE i, 1: PRINT SPACES(39);
NEXT i
N=0
RETURN

getgain: fget conversion gain

LOCATE 20, 1: PRINT "Enter starting light level: ;

GOSUB numinput

IF N < O THEN Lvl1l = 0 ELSE IF N > 255 THEN LvL1 = 255 ELSE Ivli = N
LOCATE 20, 29: PRINT tvli; v &,

LOCATE 21, 1: PRINT "Enter ending light level: w;

GOSUB numinput

IF N < Lvl1 THEN Lvi2 = LvlY ELSE IF N > 255 THEN Lvi2 = 255 ELSE lvi2 = K

LOCATE 21, 27: PRINT Lvi2; » w;
LOCATE 22, 1: PRINT "(1) frame or (2) frame diff.: ";
GOSUB numinput
IF N = 2 THEN frm = 1 ELSE frm = O
LOCATE 22, 31: PRINT frm + 1; # n.
LOCATE 23, 1: PRINT "Enter time delay (0-10sec): *;
GOSUB numinput
IF N < O THEN deil = O ELSE IF N > 10 THEN del1 = 10 ELSE del1 = N
LOCATE 23, 29: PRINT deli; * »;
LOCATE 24, 1: PRINT "“Enter # of curves (1-500): “;
GOSUB numinput
IF X < 1 THEN icnt = 1 ELSE IF N > 500 THEN icnt = 500 ELSE icnt = N
LOCATE 25, 1: PRINT "Ref. to blanking level (Y/N)? »;
a%$ = "i: WHILE ((2% <> "YY) AND (83 <> "N"))
a$ = UCASES(INKEYS): WEND
PRIMT 3%; : IF (a$ = “Y") THEN drefmod = 1 ELSE drefmod = 0

FCR i = 20 TO 25

LOCATE i, 1: PRINT STRINGS(39, 32);
NEXT 1§
vl = 0: flg = 1: ndp = LvlZ - Lvil + 1

FCR k = 1 T0 icnt
GOSUB dark
del = det1
GGSUB getcurvel

176



Program: MV-EEV.BAS

sumw = 0: sunv# = 0
sume# = 0: sumv# = 0
FOR § = tvl1 TO tvi2
sum# = sum# + CDBL(Mean(j))
sunv¥ = sunv# + CDBL(var!i(j))
sum# = summe# + COBL(Mean(j)) * 2
summv# = surmv# + CDBL(Mean(j)) * CDBL(var!(j))

NEXT j
CGI(k) = (ndp * sumv# - summ# * sumv#) / (ndp * sum# - summE ~ 2)
RNI(k) = SQR((sumv# - CGI(k) * summ#) / ndp)

LOCATE 28, 5: PRINT "Conv. gain = %; USING “&¥.#f###", CGI(Kk);
LCCATE 29, 5: PRINT "Read noise = "; USING "H&.##"; RNI(K);
If (a$ = CHR$(27)) THEN k = icnt

NEXT &

flg=0

LOCATE 28, 5: PRINT * ",
LOCATE 29, 5: PRINT ¥ u,
LOCATE 20, 5: PRINT "Done. Save data (Y/N)?%;
as$ = uu

WHILE a$ <> “YM AND a$ <> "N" AND a$ <> Myt AND a$ <> “np*
as$ = INKEY$: WEKD
IF a$ = ®y® OR a$ = “y¥ THEN
LOCATE 22, 5: INPUT “Filenzmev; fLS
OPEK “O", 1, fl$
PRINT #1, “Conv. gain", “"Read noise®
FOR i = 1 TO ient
PRINT #1, CGE(i), RNI(i)
NEXT i
CLOSE
END IF
LOCATE 20, 1: PRINT STRINGS(39, 32);
LOCATE 22, 1: PRINT STRINGS(39, 32);
N = O: RETURN

nonuni @ 'calculate non-uniformity

LOCATE 20, 1: PRINT "Enter # frames to average: V;
GOSUB numinput
1F N <2 THEN nf = 2 ELSE IF N > 100 THEN nf = 100 ELSE nf = N
nf = INT(nf / 2)
LOCATE 20, 29: PRINT nf * 2; » u,
LOCATE 21, 1: PRINT "Ref. to blanking level (Y/N)? ©;
as$ = " YHILE (Ca$ <> "Y") AND (a$ <> “N"))
a$ = UCASES(INKEYS): WEND
PRINT as$;
IF (a%$ = "N") THEN drefmod = 0 ELSE drefmod = 1

flg = 1: GOSUB dark: flg = 0
LOCATE 26, 5: PRINT "Settling light source...";
CUT &H380, Llvi: GOSUB delay
LOCATE 26, 5: PRINT ¥ ",
1F ((x2 - x1) > 20) THEN x2 = xt + 20
IF ((y2 - y1) > 20) THEN y2 = y1 + 20
FOR x = 0 70 20: FOR y = 0 TO 20

uni&(x, y) = 0
NEXT v, X
FOR j = 1 10 nf

LOCATE 26, 5: PRINT "Frame #“; j;

CALL readframe

FOR i = 0 70 length& - 1

dat(i) = gain * (dat(i) - dark)
NEXT 1
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Program: MV-EEV.BAS

If (drefmod) THEN
FOR x = x1 70 x2

d =0
FORy=0T03

i=x* 40 +y

dé = d& + dat(i) / gain + dark
HEXT y
FCR v = y1 TO y2
i=x*10+y+ 12

dat(i) = dat(i) + gain * (dark - d& / &)
HEXT y
& =0
FORy=0T03

i=x* 140+ y+ length& / 2

d2 = da + dat(i) / gain + dark
NEXT y
FOR v = y1 TO y2

i=x* 140+ y+ 12 + lengthd /7 2

dat(i) = dat(i) + gain * (dark - d& / &)
NEXT y
NEXT x
END IF
FOR x = x1 TO x2: FOR y = y1 T0 y2
xy =12+ x * 140 + y: xyl = xy + lengthd /7 2
uni&(x - x1, y - y1) = uni&(x - x1, y - y1) + dat(xy) + dat{xyl)
NEXT vy, x
NEXT j
LOCATE 25, S: PRINT # "
sun# = 0: sume# = 0
FOR x = 0 TO 20: FOR y = 0 70 20
su# = sun¥ + uni&(x, y)
sum2¥ = sum2# + unid(x, y) *~ 2
NEXT vy, x

mn = sutd / 800 / nf
vl = (sum2# / (2* nfy ~ 2 - (sum# / (2 * nf)) ~ 2 / 400) / 399
LOCATE 25, 1: PRINT “Mean: *; mn; “ ",

LOCATE 26, 1: PRINT “var.: %; vi;
LOCATE 28, 1: PRINT "Press <Enter> to continue.";
WHILE (INKEYS <> CHRS$(13)): WEND
FOR i = 20 7O 28
LOCATE i, 1: PRINT STRINGS(39, 32);
NEXT i
RETURN

numinput: tnumeric input subroutine

as = IIII: Bs = Hun
WHILE a$ <> CHRS(13)
as$ = INKEYS
IF (a$ >= Q" AND a$ <= 9" AND LEN(B%) < 5) OR (a%$ = "-" AND LEN(BS) = Q) THEN
8% = BS + a%
PRINT a%;
END IF
1F a$ = CHRS(B) AND LEN(BS) > O THEN
BS = LEFTS(BS, LEN(BS) - 1)
PRINT CHRS$(29); " “; CHRS$(29);
END IF
WEND
N = VAL(BS)
RETURN



Program: MV-EEV.BAS

display: ‘display frame subroutine

COLOR 14: LOCATE 1, 46: PRINT “frame"; : COLOR 10
LOCATE 1, 70: PRINT USING “##4"; gain * vrange; : PRINT " V p-p*;
VIEW (362, 19)-¢617, 93), , 15
WIKDOW SCREEN (0, 0)-(255, 127)
FOR x = 0 TO 75: FOR y = 0 TO 127
atr = INT(det{x * 140 + y + 12) / 4095 * 14 * 10 / vrange + .5)
IF atr > 14 THEN atr = 14
IF atr < 0 THEN atr = 0
PSET (x, y), atr
KREXT vy, X
LINE (x1, yi)-(x2, ¥2), 15, B
VIEW: WINDOW
RETURN

Light: ‘displtay light level

COLOR 14: LOCATE 8, 46: PRINT "light level®; : COLOR 10
LINE (361, 128)-(618, 141), 15, B

LINE (362, 129)-(362 + Lvl, 140), 8, BF

LINE (362 + tvl, 129)-(617, 140), O, BF

LOCATE 8, 77: PRINT "

LOCATE 8, 71: BRINT “lvl ="; (vi;

LOCATE 10, 46: PRINT "0%; = LOCATE 10, 77: PRINT n2554;
RETURN

graph: 'plot mean-variance data

COLOR 14: LCCATE 12, 46: PRINT “mean-variance ptot"; : COLOR 10
VIEW (360, 199)-(620, 459)
WINDOW (0, 0)-(mmax, vmax)
cLS
LINE (0, 0)-(0, wmax), 15: LINE (0, O)-(mmax, 0), 15
FOR x = mmax / 10 70 mmax STEP mmax / 10
LINE (x, 0)-(x, vmax / 130), 15
LINE (x, vmax / 130)-(x, wmax), 2
NEXT x
FOR y = vmax / 10 1C vmax STEP vmax / 10
LINKE (0, y)-(mmax / 130, y), 15
LINE (mmex / 130, y)-(mmax, y), 2
NEXT y
fl = 0: FCR i = 0 T0 255
IF Mean(i) > O THEN
IF style = 2 THEN
LINE (Mean(i) - mmax / 260, vart(i))-(Mean(i) + mmax / 260, vart(i)), 14
LINE (Mean(i), var!(i) - vmax / 260)-(Mean(i), var!(i) + vmax / 260), 14
END IF
IF style = 3 AND L <> O THEN LINE -(Mean(i), vari(i)), 7, , &H5555
PSET (Mean(i), varti(i)), 14: fl = 1
END IF
NEXT i
VIEW: WINDOW
ex = INT(LCG(mmax) / LOG(10))
LOCATE 30, 77: PRINT USING “¥E#"; mmax / 10 ~ ex; ex;
ex = INTC(LOG(wmax) / LOG(10))
LOCATE 13, 42: PRINT USING “E&"; wvmax / 10 ~ ex; ex;
LOCATE 30, 46: PRINT “Q"; : LOCATE 29, 44: PRINT wQn;
LOCATE 30, 56: PRINT “mean (ADUYM;
FOR i =17108
LOCATE i + 16, 44: PRINT MID$("variance”, i, 1);
NEXT i
RETURN
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Program: MV-EEV.BAS

delay: 'time delay subroutine

sec = VAL(RIGHTS(TIMES, 2)) + del

IF sec > 59 THEN sec = sec - &0

WHILE VAL(RIGHTS(TIMES, 2)) <> sec: WEND
RETURN

quit: 'quit program
CLS : SCREEN 0, O, 0: CLS

CALL termA2000
END



Program: COLAVG.BAS

REM Data Display Program for EEV CCD13
REM written July 1992 by Thorsten Graeve

SCREEN 12: CLS

DEFINT A-2Z

CONST length& = 10640

DiM dat(10700), dark(10700)

DIM col&(140), ¢1%(1700), c2%(1700)

scmax = 4096 'maximum y-scale

offset = 0 ‘data offset

lines = 50 ‘no. of lines to average
maxline = 76 ‘no. of lines in frame
cline = 40 tcurrent line

tline = 1 ‘total lines averaged

mode = 0 tdisplay mode (0=avg,2=cont)
avgmod = 1 taverage mode (O=all,1=tine)
sptmod = 0 ‘sngl pt corr (0=off,1=on)
crsmod = O teursor (0=sngl,1=2v,2=2h)
crscl = 40: crsc2 = 100 ‘column cursor positions
crsvl = 200: crsv2 = 300 'value cursor positions
crsdis = 0 ‘no cursors displayed

LINE (180, 30)-(180, 450), 12 finitialize screen

LINE (620, 30)-(626, 450), 12
LINE €190, 20)-(609, 20), 12
LINE (190, 460)-(6G9, 460), 12
FOR i = 0 T0 16
y = INT(30 + i * 420 7 16%)
LINE (178, y)-(182, y), 12: LINE (618, y)-(622, ), 12
NEXT i
FOR i = 0 10 14
x=188+i*30-3*(i=0
LINE (x, 18)-(x, 22), 12: LINE (x, 458)-(x, 462), 12
MEXT i
LOCATE 30, 24: PRINT "iw;
LOCATE 30, 47: PRINT "colum¢;
LOCATE 30, 75: PRINT "140%;
LOCATE 29, 79: PRINT "Ov;
LOCATE 29, 1: PRINT "(S)ingle-point®;
LOCATE 30, 1: PRINT "correction OFf%;
GOSUB status

LOCATE 2, 6: PRINT “EEV CCD13%; ‘print menu
LOCATE 5, 1: PRINT 1) scale x2%;

LOCATE 6, 1: PRINT "2) scale =2%:

LOCATE 7, 1: PRINT "3) enter offsetV;
LOCATE 8, 1: PRINT "4) enter Line #":
LOCATE 9, 1: PRINT "5) cont. disptay“;
LOCATE 10, 1: PRINT "6) pause display";
LOCATE 11, 1: PRINT “7) N-line average";
LOCATE 12, 1: PRINT "8) enter N';

LOCATE 13, 1: PRINT "9) dark frame";

LOCATE 14, 1: PRINT "0) quitw;

LOCATE 15, 1: PRINT “A) save current data";
LOCATE 16, 1: PRINT “B) all frame mode";
LOCATE 17, 1: PRINT “C) toggle crs. mode";

CALL 1nitAZ000¢length?) 'set up A2000 board
CALL initDMA(dat(0), lengthd) 'set up DMA controller

181



Program: COLAVG.BAS

mains:

ag = um

WHILE (a$ <> uQn)
GOSUB update
a$ = INKEYS
If (88 <> %) THEK

SELECT CASE a$

CASE “1%: IF (scmax <> 4096) THEN scmax =

CASE “2%: IF (semax <> 16) THEM scmax =
CASE «3¢
LOCATE
LOCATE
IF (KN
LCCATE
LOCATE
CASE ll4ll
LOCATE
LOCATE
IF (AN
LOCATE 20, 1: PRINT ®
LOCATE 21, 1: PRINT ©
CASE "5": mocde = 3: tline = 1
CASE "6": mode = 1
CASE Il7ll
mode = 0:; tline = 1
FOR i = 1 70 140: col&(i) = 0: NEXT i
CASE Ilall
LOCATE 20, 1: PRINT “Enter N:%;
LOCATE 21, 3: GOSUB numinput
IF ((N > 0) AND (N < 5000)) THEK lines
LOCATE 20, 1: PRINT » LF
LOCATE 21, 1: PRINT «
CASE "9%: GOSUB dark
CASE "a®, wAY: GOSUB save
CASE Ilbll' IIBII
avgmod = -(avgmod = 0)
LOCATE 16, 1: PRINT ®B) ©;

20, 1: PRINT
21, 3: cosus
> -5000) AND
20, 1: PRINT
21, 1: PRINT ©

BEnter offset:%;
numinput

20, 1: PRINT

“Enter line #:%;
21, 3: Gosus

nmi nput

(LXY
’
e
.

IF (avgmod) THEN PRINT “all frame avg.
IF (mode = 2) THEN mede = 3
IF (mode = Q) THEN
tline = 1
FOR i = 1 70 140: col&(i) = 0: NEXT
END IF
CASE llcll' llcll
crsmod = crsmod + 1
IF (crsmod = 3) THEN c¢rsmod = O

N = 0: GOSUB crsdisplay
CASE (lsu' usu
sptmod = -(sptmod = 0)

LOCATE 30, 12: IF (sptmod) THEN PRINT "GN ©;

CASE ">u: §
CASE ten: |

2: GOSUB crsdisplay
-2: GOSUB crsdisplay

OoH O

CASE ".": N = 1: GOSUB crsdisplay
CASE ",": ¥ = -1: GOSUB crsdisplay
END SELECT

GOSUB status: GOSUB dismode

WHILE (INKEYS <> “v): WEND
END IF
WEND
WHILE (a$ <> "): a$ = INKEYS: WEND

LOCATE 20, 1: PRINT “Quit? (Y/N)

e
.
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‘main program loop

scmax * 2
semax / 2

(N < 5000)) THEN offset = N
"

> 0) AND (N <= maxline)) THEN cline = N

N

", ELSE PRINT “single line avg.";

ELSE PRINT “OFFY;



Program: COLAVG.BAS

WHILE ((2% <> "Y®) AND (a$ <> “N%))
a$ = UCASES(INKEYS)

WEND

PRINT 2$;

[F (a$ = “N") THEN
LOCATE 20, 1: PRINT * LH
GOTO main

END IF

WHILE (8% <> ""): a$ = INKEYS: WEND
LOCATE 21, 1: PRINT “Save data? (Y/H) “;
WHILE ((a$ <> "Y#) AND (a$ <> “N¥))

a$ = UCASES(INKEYS)
WEKD
PRINT a$;
IF (a$ = “Y") THEN GOSUB save

CLS : SCREEN 0, 0, O, O: CLS ‘end program
CALL termA2000
END

REM Subroutine to display status line

status:
s$ = RIGHTS(STRS$(scmax), LEN(STR$(scmax)) - 1)
LOCATE 2, 79: PRINT LEFTS(sS, 1);
LOCATE 3, 79: PRINT MIDS(sS, 2, 1);
LOCATE 4, 79: IF (LEN(sS) > 2) THEN PRINT MIDS$(sS, 3, 1); ELSE PRENT # »;
LOCATE S, 79: IF (LEN(sS) > 3) THEN PRINT RIGHTS(s$, 1); ELSE PRINT # »;
s$ = RIGHTS(STRS(scmax / 16), LEN(STRS(scmax / 163) - 1)
LOCATE 25, 79: PRINT LEFTS(sS, 1);
LOCATE 26, 79: IF (LEN(sS) > 1) THEM PRINT MID$(sS, 2, 1); ELSE PRIKT * *;
LOCATE 27, 79: IF (LEN(sS) > 2) THEN PRINT RIGHTS(sS, 1); ELSE PRINT " ©;
s$ = RIGHTS(STRS(offset), LEN(STR$(offset)) - 1)
I¥ (offset < 0) THEN s$ = - + g§
LOCATE 1, 23: PRINT v“offset = %; s$; v »;
s$ = RIGHTS(STRS(lines), LEN(STRS(lines)) - 1)
LOCATE 1, 40: PRINT "N = u; g§; » .
RETURN

REM Subroutine to update mode disptay

dismode:
IF (mode = Q) THEN
s$ = RIGHTS(STRS(tline), LEN(STRS(tline)) - 1)
LOCATE 1, 60: PRINT STRINGS(5 - LEN(s$), 32); s$; "-line average";
END IF
IF (mode = 1) THEN LOCATE 1, &0: PRINT ¢ paused...";
If (mode = 3) THEN LOCATE 1, 60: PRINT "continuous display";
s$ = RIGHTS(STRS(cline), LEN(STRS(cline)) - 1)
LOCATE 1, 50: PRINT | = u; g$; = w;
RETURN

REM Subroutine to update graph

update:
cline = cline - NOT (-avgmod)
IF ((cline > maxline) OR (avgmod)) THEN
IF (NOT (-avgmod)) THEN cline = 1
CALL readframe
EKD IF
GOSUB dismode
IF (mode = 1) THEN RETURN 'paused
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FOR 1 = 1 TO 140
= (cline - 1) * 140 + § - 1
F (mode = 0) THEN
col&(i) = col&(i) + dat(M) - sptmod * dark(N)
ELSE
col&(i) = dat(N) - sptmed * dark(N)
END IF¥
X =187 + 1 * 3: y& = 450 - (2048 + (cold(i) / tline) + offset) / scmax * 420
IF (y& < 30) THEK vy& = 30
1F (y& > 450) TEEN v& = 450
IF ((mode = 0) OR (mode = 33) THEN LINE (x, 25)-(x + 2, 455), 0, BF
LINE (x, y&)-(x + 2, v&), 7
NEXT 1
crsdis = 0
IF (mode = 3) THEN mode = 2
IF (mode = 2) THEN RETURN
IF (tline = lines) THEN mode = 1 ELSE tline = tline + 1
RETURN

R
N
H

REM Subroutine to save data

save:
LOCATE 25, 1: PRINT “Enter filename:";
LOCATE 26, 1: file$ = "»; (f = 0: b$ = w»
WHILE (b$ <> CHR$(13))
b$ = INKEYS
IF (b$ <> ww) THEN
IF ((ASC(bES) > 32) AND (ASC(bS) < 127) AND (Lf < 20)}) THEN
fileS = fileS + BS: [f = Lf + 1
PRINT bS;
END IF
IF ((bS = CHRS(8)) AND ([f > 0)) THEN

file$ = LEFTS(fileS, Lf - 1)z tf = Lf - 1
PRINT CHR$(29); ™ "; CHRS(29);
END IF
END IF
WEND

IF (Lf > 0) THEN
OPEN "Q", 1, file$
PRINT #1, “Column™, "Data"
FOR i = 1 10 140
PRINT #1, i, col&(i) / tline
NEXT i
PRINT #1, 0 n
PRINT #1, tline; "~ line average"
PRINT #1, "Single point correction ¥;
IF (sptmod) THEM PRINT #1, "on." ELSE PRINT #1, “off.n
CLOSE 1
END IF
LOCATE 25, 1: PRINT STRINGS(21, 32);
LOCATE 26, 1: PRINT STRINGS(21, 32);
RETURN

REM Numerical input subroutine

nuninput:
¢S = " B = nue \p =0
WHILE (c$ <> CHR$(13))
c$ = INKEYS
IF (((c$ >= "Q0") AND (cS <= "g") AND (lb < 5)) OR ((c$ = "-"j AND (lb = 0))) THER
b= 1Lb+1
BS = ES + ¢$
PRINT c$;
EMD IF
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IF ((c$ = CHR$(B)) AND (lb > 0)) THEN
bb=tb-1
bS = LEFTS(bS, (b)
PRINT CHRS(29); * ©; CHR$(29);
END IF
WEND
N = VAL(LS)
RETURK

REM Subroutine to acquire dark frame reference

dark:
LOCATE 20, 1: PRINT "Computing dark";
LOCATE 21, 1: PRINT “frame reference...“;
FCR j = 0 TO length&: dark(j) = 0: NEXT j
FOR i = 1 10 20
LOCATE 23, 5: PRINT u#v; i;
CALL readframe
FOR j = 0 T0 length& - 1
dark(j) = dark(j) + INT(dat(j) / 20 + .5)
NEXT |
NEXT i
LOCATE 20, 1: PRINT ¢
LOCATE 21, 1: PRINT ©
LOCATE 23, 5: PRINT ®
RETURN

REM Subroutine to update curscr display

crsdisplay:
IF (mode <> 1) THEN RETURN
1IF (crsdis) THEN
PUT (cxia, cyla), c1%, PSET
PUT (cx2a, cyla), c2%, PSET
END IF
SELECY CASE N
CASE 1
((crsmod = 2) AND (crsvl > 30)) THEN crsvi

= crsvil - 1
((crsmod <> 2) AND (crsct < 140)) THEN crscl =

IF crscl + 1
CASE 2

IF (Ccrsmod = 2) AND (crsv2 > 30)) THEN crsv2 = crsvd - 1

IF ((crsmod = 1) AND (crsc2 < 140)) THEN crsc2 = crsc2 + 1
CASE -1

IF ((crsmod = 2) AND (crsvi < 450)) THEN crsvl = crsvl + 1

IF ({crsmod <> 2) AND (crsct > 1)) THEN crscl = ¢rscl - 1
CASE -2

IF ((crsmod = 23 AND (crsv2 < 450)) THEN crsv2 = crsvd + 1

1F ((crsmod = 1) AND (crsc2 > 1)) THEN crsc2 = crsc2 -~ 1

END SELECT

GOSUB getcrs

LINE (cx1a, cyla)-(cx1b, cylb), 14
IF (crsmod) THEN LIKE (cx2a, cy2a)-(cx2b, cylb), 14

crsdis = 1
SELECT CASE crsmod
CASE 0
LOCATE 28,
LOCATE 28,
CASE 1
LOCATE 28,
LOCATE 28,
CASE 2
LOCATE 28,
LOCATE 28,
ERD SELECT
RETURN

40:
60:

40:
60:

40:
60:

PRINT USING
PRINT USING

PRINT USING
PRINT USING

PRINT USING
PRINT USING

"eol = ###

“value

"range
"delta

range
"delta

w; crscl;
#H##; col&(erscl) / tline;

BRH-E w. crscl; crsc;
#HE#E": ABS(crsc? - crscl);

BHRERFHE
#HEEY,; ABS(crsv2 - crsvl) / 420 * scmax;

; ersvl / 420 * scmax; crsvZ / 420 * scmax;



Program: COLAVG.BAS

REM Get cursor background

+ crscl * 3: cx1b = cxla

610: cx2b = cx2a

cylb = 445
cy2b = 445
cyla)-(exib + 1, cylb), c1%
cy2a)-(cx2b + 1, cy2b), ¢2%

+ cerscl * 3: cxib = exla

+ crsc2 * 3: cx2b = ex2a
cylb = 445

cy2b = 445

cyta)-(cx1b + 1, cylb), c1%
cy2a)-(cx2b + 1, cy2b), ¢2%

191: cxib = 608
191: cx2b = 608
crsvl: cylb = cyla
crsv2: cy2b = cy2a

cyta)-(cxib, cylb + 1), c1%
cy2a)-(cx2b, cy2b + 1), ¢2%

geters:
SELECT CASE crsmod
CASE O
cxla = 188
cx2a =
cyla = 30:
cy2a = 30:
GET (cxla,
GET (cx2a,
CASE 1
cxia = 188
cx2a = 188
cyla = 30:
cy2a = 30:
GET (cxla,
GET (cx2a,
CASE 2
cxfa =
cx23 =
cyia =
cy2a =
GET (cxia,
GET (cx2a,
END SELECT

RETURN
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Program: ROWAVG.BAS

REM Data Display Program for EEV CCD13
REM written July 1992 by Thorsten Graeve

SCREEN 12: CLS

DEFINT A-Z

CONST length& = 10640

DIM dat(10700), dark(1G6700)

DIK rowa(76), c1%(1700), ¢c2%(1700)

scmax = 4096
offset = 0
cols = S0
maxline = 76
ccol = 40
tcol = 1
mode = 0
avgmod = 1
sptmod = 0
crsmod = 0

crsrl = 30: crsr2 = 50
ersvl = 200: crsv2 = 300
crsdis = 0

LINE (180, 30)-(180, 450), 12
LINE (620, 30)-(620, 450), 12
LINE (210, 20)-(589, 20), 12
LINE (210, 460)-(589, 460), 12
FOR i = 0 TO 16

y = INT(30 + i * 420 /7 16!)

‘maximum y-scale

‘data offset

'no. of colums to average
‘no. of lines in frame
tcurrent column

'total colums averaged
‘display mode (O=avg,2=cont)
faverage mode (O=all,i=col)
'sngl pt corr (O=off,1=on)
teursor (0=sngl,1=2v,2=2h)
‘row cursor positions
'value cursor positions

‘no cursors displayed

'initialize screen

LIKE (178, y)-(182, y), 12: LINE (618, ¥)-(622, y), 12

NEXT i
FOR i =0 10 15
X=207T+i*25-5*%(i=0)

LINE (x, 18)-(x, 22), 12: LINE (x, 458)-(x, 462), 12

NEXT i

LOCATE 30, 27: PRINT 'iw;

LOCATE 30, 48: PRINT "row";

LOCATE 30, 74: PRINT w76,

LOCATE 29, 79: PRINT uQw;

LGCATE 29, 1: PRINT "(S)ingle-point";
LOCATE 30, 1: PRINT “correction OFF";
GOSUB status

LOCATE 2, 6: PRINT “EEV CCO13v;

LOCATE 5, 1: PRIRT 1) scale x2v;
LOCATE 6, 1: PRINT ¥2) scale +2v:
LOCATE 7, 1: PRINT ¥3) enter cffset®;
LOCATE 8, 1: PRINT "4) enter column #;
LOCATE 9, 1: PRINT "S) cont. display";
LOCATE 10, 1: PRINT "6) pause display";
LOCATE 11, 1: PRINT "7) N-column avg";
LOCATE 12, 1: PRINT “8) enter N,
LOCATE 13, 1: PRINT "9) dark frame";
LOCATE 14, 1: PRIKT "0) quitw;

LOCATE 15, 1: PRINT "A) save current data";

LOCCATE 16, 1: PRINT "“B) all frame mode";

LOCATE 17, 1: PRINT "C) toggle crs. mode™;

CALL initA2000(!engthd)
CALL initDMA(dat(0), tength&)

‘print menu

'set up A2000 board
‘set up DMA controller
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Program: ROWAVG.BAS

main:

188

'main program loop

ag = nu

WHILE (a$ <> Q)
GOSUB update
a$ = INKEYS
If (a$ <> ws) THEN

SELECT CASE a3

CASE "iu: IF (scmax <> 4096) THEN scmax = scmax * 2
CASE "2": If (scmax <> 16) THEK scmex = scmax / 2

CASE u3n
LOCATE 20, 1: PRINT “Enter offset:u;
LOCATE 21, 3: GOSUB numinput

IF ((N > -5000) AND (N < 5000)) THEN offset = N

LOCATE 20, 1: PRINT ® "
LOCATE 21, 1: PRINT v "
CASE w4

LOCATE 20, 1: PRINT “Enter column #:;
LOCATE 21, 3: GOSUB numinput
IF ((N > 0) AND (N < 1403) THEN ccol
LOCATE 20, 1: PRINT © "
LOCATE 21, 3: PRINT v "
CASE “5": mode = 3: tcol = 1
CASE “6": mode = 1
CASE w7
mede = 0: teot = 1
FOR i = 1 TO maxline: row&(i) = 0: NEXT i
cAsE ll8ll
LOCATE 20, 1: PRINT “Enter N:“;
LOCATE 21, 3: GOSUB numinput
IF ((N > 0) AND (N < 5000)) THEN cols = K
LOCATE 20, 1: PRINT * "
LOCATE 21, 3: PRINT v v
CASE "9v: GOSUB dark
CASE "a", “A":; GOSUB save
CASE llb‘l. IIBII
avgmod = -(avgmod = 0)
LOCATE 16, 1: PRINT ug) w;
[F (avgmod) THEN PRINT “all frame mede *;

N

.
H

IF (mode = 2) THEN mode = 3
If (mode = 0) THEN
teol = 1

FOR 1 = 1 TO maxline: rowd(i) = 0: NEXT i
END IF
CASE llcll' "Cll
crsmod = crsmod + 1
IF (crsmod = 3) THEN crsmod = O
K = 0: GOSUB crsdisplay
CASE lls!l' Ilsll
sptmod = -(sptmod = 0)

LOCATE 30, 12: IF (sptmod) THEN PRINT “ON “:

CASE ">": N = 2: GOSUB crsdisplay

CASE "<": N = -2: GOSUB crsdisplay

CASE ".": N = 1: GOSUB crsdisplay

CASE ®,": N = -1: GOSUB crsdisplay
END SELECT

GOSUB status: GOSUB dismode
WHILE (INKEYS <> u9): YEND

EMD IF

WERD

WHILE (a3 <> "#): 3% = IMKEYS: WEND
LOCATE 20, 1: PRINT “Quit? (Y/N) »;

ELSE PRINT “single col. mode";

ELSE PRINT ®OFF™;



Program: ROWAVG.BAS

WHILE ((2% <> uy#) AND (a$ <> "N™))
e$ = UCASES(IKKEYS)

WEND

PRINT &$;

IF (a$ = “N") THENW
LOCATE 20, 1: PRINT * L
GOT0 main

END IF

WHILE (a$ <> "#): a$ = INKEYS: WEND
LOCATE 21, 1: PRINT “Save data? (Y/N) ¥;
WHILE ((a$ <> #Y“) AND (a$ <> “N"))

a$ = UCASES(INKEYS)
WEND
PRINT a$;
IF (a$ = “Y®) THEN GOSUB save

CLS : SCREEN 0, O, O, O: CLS ‘end program
CALL termA2000
EKD

REM Subroutine to display status line

status:
s$ = RIGHTS(STRS(scmax), LEN(STRS$(scmax)) - 1)
LOCATE 2, 79: PRINT LEFTS(sS, 1);
LOCATE 3, 79: PRINT MIDS(sS, 2, 1);
LOCATE 4, 79: IF (LEN(SS) > 2) THEN PRINT MIDS(sS, 3, 1); ELSE PRINT v »;
LOCATE 5, 79: IFf (LEN(SS) > 3) THEN PRINT RIGHTS(sS, 1); ELSE PRINT “ »;
s$ = RIGHTS(STRS(scmax / 16), LEN(STR$(scmax / 16)) - 1)
LOCATE 25, 79: PRINT LEFTS(sS, 1);
LOCATE 26, 79: IF (LEN(sS) > 1) THEN PRINT MIDS(s$, 2, 1); ELSE PRINT " «;
LOCATE 27, 79: IF (LEN(SS) > 2) THEN PRINT RIGHTS(sS, 1); ELSE PRINT ® w;
s$ = RIGHTS(STR$(offset), LEN(STRS(offset)) - 1)
IF (offset < 0) THEW s$ = - + S
LOCATE 1, 23: PRINT “offset = "; g; " »;
s$ = RIGHTS(STRS(cols), LEN(STRS(cols)) - 1)
LOCATE 1, 40: PRINT "N = #; s§; o u;
RETURN

REM Subroutine to update mode display

dismode:
1F (mode = 0) THEN
s$ = RIGHTS(STRS(tcol), LEN(STRS(tcol)) - 1)
LOCATE 1, 60: PRINT STRINGS(5 - LEN(sS), 32); s$; "-col. average";
END IF
IF (mode 1) THEM LOCATE 1, 60: PRINT ® paused...";
1F (mode = 3) THEN LOCATE 1, 60: PRINY "continuous display";
s$ = RIGHTS(STRS(ccol), LEN(STRS$(ccol)) - 1)
LOCATE 1, 50: PRINT Yc = »; g%, n u;
RETURN

REM Subroutine to update graph

update:
ccol = ccol - KOT (-avgmed)
IF ((ccol > 140) OR (avgmod)) THEN
IF (NOT (-avgmod)) THEN ccol = 1
CALL readframe
END IF
GOSUB dismode
1F (mode = 1) THEN RETURN 'paused
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FOR i = 1 TO maxline
N=(i-1)* 10 + ccol -1
1f (mode = 0) THEN
rowd&(i) = row&(i) + dat(N) - sptmod * dark(N)
ELSE
row&(i) = dat(N) - sptmod * dark(N)
EKD IF
x =205+ 1 *5S: y& = 450 - (2048 + (rowd(i) / teol) + offset) / scmax * 420
IF (y& < 30) THEN v& = 30
If (y& > 450) THEN y2 = 450
IF ((mode = 0) OR (mode = 3)) THEN LIKE (x, 25)-(x + 4, 455), O, BF
LINE (x, Y&)-(x + &4, y3), 7

NEXT i

crsdis = 0

IF (mode = 3) THEN mode = 2

If (mode = 2) THEN RETURN

[F (tcol = cols) THEN mode = 1 ELSE tcol = tcol + 1
RETURN

REM Subroutine to save data

save:
LOCATE 25, 1: PRINT "Enter filename:¥;
LOCATE 26, 1: file$ = w4 [f = 0: b$ = un
WHILE (B$ <> CHRS(13))
B$ = INKEYS
IF (bS <> "®) THEN
IF ((ASC(bS) > 32) AND (ASC(BS) < 127) AND (Lf < 20)) THEN
file$ = file$ + b$: Lf = [f + 1
PRINT bS;
END IF
IF ((bS = CHRS(8)) AND (Lf > 0)) THEN
file$ = LEFTS(fileS, Lf - 1): Uf = (f - 1
PRINT CHR$(29); " "; CHR$(29);
END IF
END IF
WEND
IF (Lf > 0) THEN
OPEN "O", 1, file$
PRINT #1, "Colum", “Data"
FOR i = 1 TO 140
PRINT #1, i, row&(i) / tcol
NEXT i
PRINT #1, n ©
PRINT #1, tcol; "- colum average"
PRINT #1, “Single point correction ¥;
1F (sptmod) THEN PRINT #1, “on.™ ELSE PRINT #1, "off."
CLOSE 1
END 1F
LOCATE 25, 1: PRINT STRINGS(21, 32);
LOCATE 26, 1: PRINT STRINGS(21, 32);
RETURN

REM Numerical input subroutine

numi nput
c$ = i, Bg = wing ib=20
WHILE (c$ <> CHR$(13))
¢S = INKEYS
IF ({(c$ >= “Q") AND (c$ <= 9"y AND (lb < 5)) OR ((c$ = "-") AND (lb = 0))) THEN
ib=1lb+1
ES = b5 + ¢S
PRINT c$;
END IF



Program: ROWAVG.BAS

IF ((c$ = CHR$(8)) AND (ib > 0)) THEN
tb=1lb- 1
bS = LEFIS(bS, (b)
PRINT CHR$(29); “ “; CHRS(29);
END IF
WEKD
N = VAL(bS)
RETURN

REM Subroutine to acquire dark frame reference

dark:

LOCATE 20, 1: PRINT “Computing dark";
LOCATE 21, 1: PRINT “frame reference...";
FOR j = 0 TO length&: dark(j) = 0: NEXT j
FOR i =170 20

LOCATE 23, 5: PRINT "#%; i;

CALL readframe

FOR j = 0 TO length& - 1

dark(j) = dark(j) + INT(dat(j) / 20 + .5)

NEXT j
NEXT i
LOCATE 20, 1: PRINT ® "e
LOCATE 21, 1: PRINT ¢ LH
LOCATE 23, 5: PRINT " LH
RETURN

REM Update cursor display

crsdisplay:
IF (mode <> 1) THEN RETURN
IF (crsdis) THEN
PUT (cxla, eyla), c¢1%, PSET
PUT (cx2a, cy2a), c2%, PSEY
END IF
SELECT CASE N
CASE 1
IF ((crsmod = 2) AND (crsvl > 30)) THEN crsvl = crsvl - 1
IF ((crsmod <> 2) AND (crsr1 < 76)) THEN crsrl = ersetl + 1
CASE 2
IF ((crsmod = 2) AND (crsv2 > 30)) THEN crsv2 = crsv2 - 1
IF ((crsmod = 1) AND (crsr2 < 76)) THEN crsr2 = crsr2 + 1
CASE -1
IF ({crsmod = 2) AND (crsvl < 450)) THEN crsvl = crsvl + 1
IF ((crsmod <> 2) AND (crsrl > 1)) THEN crsrl = ersrt - 1

CASE -2
IF ((crsmod = 2) AND (crsv2 < 450)) THEN crsv2 = crsv2 + 1
iIF ((crsmod = 1) AND (crsr2 > 1)) THEN crsr2 = crsr2 - 1
END SELECT

GOSUB getcrs

LIKE (cxla, cyla)-(cx1b, cylb), 14

1F (crsmod) THEN LINE (cx2a, cy2a)-(cx2b, cy2b), 14
crsdis = 1

SELECT CASE crsmod

CASE O
LOCATE 28, 38: PRINT USING "line = ### 0 ersel;
LOCATE 28, 58: PRINT USING “value = #&54f4"; row&(crsri) / tcol;
CASE 1

LOCATE 28, 38: PRINT USING “range
LOCATE 28, 58: PRINT USING "delta
CASE 2
LOCATE 28, 38: PRINT USING "range
LOCATE 28, 58: PRINT USING "delta
END SELECT
RETURK

HRAEH ", crsri; crsrg;
#pR#As, A8S(crsr2 - crsril);

H i
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SR v crsvl / 620 * scmax; crsv2 / 420 * scmax;
##sgn, ABS(crsv2 - crsvi) / 420 * scmax;
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REM Get cursor background

geters:
SELECT CASE crsmod
CASE 0
cxla = 207 + crsr1 * 5: cx1b = cxla

cx2a = 600: cx2b = cx2a

cyla = 30: cylb = 450

cy2a = 30: cy2b = 450

GET (cx1a, cyla)-(cxlb + 1, cylb), ci%

GET (cx2a, cy2a)-(cx2b + 1, cyeb), c2%
CASE 1

cxla = 207 + crsr1 * 5: cxib = cxla
cx2a = 207 + crsr2 * 5: ¢x2b = cx2a
cyla = 30: cylb = 450
cy2a = 30: cy2b = 450
GET (exla, cyla)-(cxib + 1, cylb), ¢1%
GET (cx2a, cy2a)-(cx2b + 1, cy2b), c2%

CASE 2
cxia = 218: cxib = 589
cx2a = 210: cx2b = 589
cyla = ersvl: cylb = cyla
cy2a = crsv2: cy2b = cy2a

GET (cxla, cyla)-(exlb, cylb + 1), ¢1%
GET (cx2a, cy2a)-(cx2b, cy2b + 1), ¢2%
END SELECT
RETURN
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REM Data Display Program for EEV CCD13
REM written July 1992 by Thorsten Graeve

SCREEN
DEFINT

12: CLS
A-Z

CONST length& = 10640
DIM dat(10700), dark(10700)
DI¥ histo&(4096), temp&(60), bars(é)

scexp = 1: sc = 1
datmex& = 0

timl =
lim2 =

-2048
2031

res =3

bpb = 204
cline = SO
maxline = 76

ccol =
mode =

50
0

sptmed = 0
FOR 1 = 1 TO 6: READ bars(i): NEXT i
DATA 60,30,20,15,12,10

LINE (180, 30)-(180, 450), 12

LINE (620, 30)-(620, 450), 12

FOR i = 0 TO 10
y=30+i*42
LINE (178, y)-(182, y), 12: LINE (618, y)-(622, y), 12

NEXT i
LOCATE
LOCATE

2, 79: PRINT
3, 79: PRINT

l|1ll‘;

IIE'I;

LOCATE 29, 79: PRINT ®Qu;

LOCATE 29, 1: PRINT *(S)ingle-point";
LOCATE 30, 1: PRINT ®correction OFF";
GOSUB dsp1

LOCATE
LOCATE
LOCATE
LOCATE
LOCATE
LOCATE
LOCATE
LOCATE
LOCATE
LOCATE
LOCATE
LOCATE
LOCATE

2, 6: PRINT
5, 1: PRINT
6, 1: PRINT
7, 1: PRINT
8, 1: PRINT
9, 1: PRINT
10, 1: PRINT
11, 1: PRINT
12, 1: PRINT
13, 1: PRINT
14, 1: PRINT
15, 1: PRINT
16, 1: PRINT

MEEV CCD13¥;

"1) new horiz. scale®;
“2) incr. resolution:
“3) decr. resolution”;
¥4) single line mode”;
"5) single col. mode";
“6) whole frame mode";
"?7) pause display";
“8) new line numbery;
"9) new col. number®;
“A) save current data";
U8) take dark frame";
"0) quit“;

CALL initA2000(length&)
CALL initDMA(dat(0), length)

main:

a$ = uu
WHILE (a$ <> ngm)
GOSUB update

a%$ =

INKEYS

IF (3% <> ") THEN
IF (a$ = "1") THEW

LOCATE 20, 1: PRINT “Lower limit2? *;

LOCATE 21, 3: GOSUB numinput
IF ((N > -2049) AND (N < 2049 - bars{res))) THEN liml = N
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'maximm y-scale

‘maximun data entry
‘minimum x-scale

'maximam x-scale
‘resolution of bars

‘bits per bar

‘current data line

‘no. of lines in frame
‘current data column
'display mode (O=line,1=all)
‘sngl pt corr (O=off,1=zon)
‘number of bars

‘initialize screen

'print menu

'set up A2000 board
'set up DMA controller

‘main program toop



194

Program: HISTO.BAS

LOCATE 23, 1: PRINT “Bits per bar?¥;
LOCATE 24, 3: GCSUB numinput
IF ((K < 1) OR (N > 500)) THEN N = 100
lim2 = tim1 + N * bars(res) - 1
WHILE (lim2 > 2047)
N=N-1
Lim2 = lim1 + N * bars(res) - 1
WEND
bpb = K
GOSUB dsp1
FOR i = 20 70 24
LOCATE i, 1: PRINT STRINGS(20, 32);
NEXT i
END IF
IF ((a$ = "2") AND (res > 1)) THEN
res =res - 1
im = Liml + bpb * bars(res) - 1
WHILE ((lm > lim2) AND (bpb > 1))

bpb = bpb - 1
tm = limi + bpb * bars(res) - 1
WEKD
tim = tm
IF (Lim2 > 2047) THEN Lim2 = 2047: [im1 = 2048 - bars(res)
GOSUB dsp1
END IF

IF ((a$ = "39%) AND (res < 6)) THEN
res = res + 1
lm = Liml + bpb * bars(res) - 1
WHILE (im < (im2)

bpb = bpb + 1
lm = limi + bpb * bars(res) ~ 1
WEND

IF (lm > 2047) THEN bpb = bpb ~ 1
Lim2 = lim1 + bpb * bars(res) - 1

GOsSuB dspt
END IF
IF (2% = "4") THEN mode = O: GOSUB dsp2
IF (a$ = "5") THEN mode = 3: GOSUB dsp2
IF (2% = “6") THEN mode = 1: GOSUB dsp2
If (a$ = "7") THEN
mode = 2
LOCATE 1, 55: PRINT » Paused...";
END IF

IF (3% = "8") THEN
LOCATE 20, 1: PRINT "Line number? ;
LOCATE 21, 3: GOSUB numinput
IF ((N > 0) AND (N <= maxline)) THEN cline = N
1F (mode <> 3) THEN
s$ = RIGHTS(STRS(cline), LEN(STRS(cline)) - 1)
LOCATE 1, 23: PRINT “cline = »; s$; # u;
END 1IF
IF (mode = 0) THEN GOSUB dsp2
LOCATE 20, 1: PRINT ® u,
LOCATE 21, 3: PRINT ",
END IF
IF (a$ = "9") THEN
LOCATE 20, 1: PRINT “Col. number? u;
LOCATE 21, 3: GOSUB numinput
IF ((N > 0) AMD (N <= 140)) THEN ccol = N
IF (mode = 3) THEN
s$ = RIGHTS(STRS(ccol), LEN(STRS(ccol)) - 1)
LOCATE 1, 23: PRINT "ccol = "; s§5; © u.
GQsU3 dsp2
END IF
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LOCATE 20, 1: PRINT ¢ L H
LOCATE 21, 3: PRINT ¥ ",
END IF
IF ((a$ = "A%) OR (a$ = “a")) THEN GOSUB save

IF ((a$ = "B") OR (a$ =
IF ((2$ = “S") OR (a$ = "s%)) THEK
sptmod = -(sptmod = G)

“b'y) THEN GOSUB dark

LOCATE 30, 12: IF (sptmod) THEN PRINT “OM “; ELSE PRINT “OFF“;

END IF
END IF
WEKD

WHILE (a$ <> ®M): a% = INKEYS: WEND

LOCATE 20, 1: PRINT “Quit? (Y/N) *;

WHILE ((3$ <> “Y") AND (a$ <> "N"t))
a$ = UCASES(INKEYS)

WEND

PRINT a$;

IF (a$ = “N") THEN
LOCATE 20, 1: PRINT © "
GOTO main

END [F

WHILE (a$ <> “¥): a$ = INKEYS: WEND
LOCATE 21, 1: PRINT "Save data? (Y/N) “;
WHILE ((a$ <> "YW) AND (a$ <> "N'"))

a$ = UCASES(INKEYS)
WEKD
PRINT a$;
IF (a$ = »y") THEN GOSUB save

CLS : SCREEN 0, 0, O, 0: CLS
CALL termA2000
END

REM Subroutine to display graph frame etc.

dspl:
LINE (185, 0)-(615, 4793, 0, BF
LINE (190, 20)-(610, 20), 12
LINE €190, 460)-(610, 460), 12
FOR i = 1 TO bars(res)
XxX=190 +res * (i *7 - 3.5)

tend program

LINE (x, 18)-(x, 22), 12: LINE (x, 458)-(x, 462), 12

REXT 1

s$ = RIGHTS(STR$(Lim1), LEKR(STRS(lim1)) - 1)

IF (lim1 < 0) THEN s$ = #-n + g3
LOCATE 30, 22: PRINT ¥ LH

LOCATE 30, 26 - INT(LEN(SS) / 2): PRINT s8;

LOCATE 30, 49: PRINT “"level";

sS = RIGHTS(STRS(lim2), LEN(STRSClim2)) - 1)

IF (lim2 < 0) THEN s$ = "1 + 5§
LOCATE 30, 74z PRINT u;

LOCATE 30, 76 - INT(LEN(s$) / 2): PRINT s$;

s$ = RIGHTS(STRS(scexp), 1)
LOCATE 4, 79: PRINT s$;

IF (mode = 3) THEN

s$ = RIGHTS(STRS(ccol), LEN(STRS(ccol)) - 1)

LOCATE 1, 23: PRINT “ccol = ¥; s8; »
ELSE

s$ = RIGHTS(STRS(cline), LEN(STRS(cline)) - 1)

LOCATE 1, 23: PRINT “cline = "; s$; n
EXND IF
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$$ = RIGHTS(STRS(bpb), LEN(STRS(bpb)) - 1)
LOCATE 1, 40: PRINT “bpb = %; s$; 4 #;

LOCATE 1, 55

IF (mede = 0) THEN PRINT “Single line histogram®;
IF (mode = 1) THEN PRINT “Whole frame histogram";
If (mode = 2) THEN PRINT Paused...";
IF (mocde = 3) THEN PRINT "Single col. histogram®;
RETURK

REM Subroutine to update mode display

dspe:
LINE (185, 25)-(615, 455), O, BF
FOR 1 = 0 TO 4096
histod(i) =
NEXT i
sc =1

iF (mode = 3) THEN
s$ = RIGHTS(STRS(ccol), LEN(STRS(ccol)) - 1)
LOCATE 1, 23: PRINT "ccol = %; s§; ® "
ELSE
$$ = RIGHTS(STRS(cline), LEN(STRS(cline)) - 1)
LOCATE 1, 23: PRINT "cline = ®; g$; # «;
END IF

LOCATE 1, 55

1F (mode = 0) THEN PRINT “Single line histogram®;
IF (mode = 1) THEN PRINT “Whole frame histogram®;
IF (mode = 3) THEN PRINT "Single col. histogram";
RETURN

REM Subroutine to update graph

update:
IF (mcde = 2) THEN RETURN 'paused
CALL readframe
IF (dat(0) = 9999) THEK
CLS : SCREEN 0, O, 0, O: CLS
PRINT “Overflow has occurred."
PRINT "Number of samples taken is™; length& - dat(1)
END

END IF
SELECT CASE mode
CASE O:

FOR i = 1 TO 140

1
H =1 + (cline - 1) * 140 - 1
= dat(N) + 2048 - dark(N) * sptmod
lF (j <0) THEN j = O
histo&(j) = histo&(j) + 1
NEXT i

1 10 length&
j = dat{i - 1) + 2048 - dark(i - 1) * sptmod
IF (j <0) THER j =0
histod&(j) = histo&(j) + 1
NEXT 1
CASE 3:
FOR i = 1 TO maxline
N =ccol + (i~ 1)=*10-1
J = dat(N) + 2048 - dark(N} * sptmod
IF (j<0)THEN j =0
histo&(j) = histod(j) + 1
NEXT i
END SELECT

X
([
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IF (sc <> scexp) THEN
LINE (185, 25)-(615, 455), 0, BF
FOR ¥ = 1 TO 60: temp&(i) = 0: NEXT i

scexp = s¢
EKD IF
datmax& = 1

FOR i = 1 TO bars(res)
x1 =190+ (i - 1) *res * 7
x2 =190+ 1 *res*7
y¥& = 450 - INT(temp&(i) / (10 * scexp) * 420)
LINE (x1, y&)-(x2, v&), O

temp(i) = 0
FOR j = 1 T0 bpb
temp&(i) = tempd(i) + histod(liml + (i - 1) * bpb + § + 2047)
NEXT |
IF (datmex& < tempd(i)) THEN datmaxd = tempi(i)
y& = 450 - INT(temp&(i) / (10 * scexp) * 420)
IF (y& < 30) THEN y& = 30
LIKE (x1, 450)-(x2, y&), 7, 8
NEXT i
sc = INT(LOG(datmax&) / LOG(10)) + 1

s$ = RIGHTS(STRS(scexp), 1)
LOCATE 4, 79: PRINT sS$;

IF (scexp = 9) THEN mode = 2
RETURN

REM Subroutine to save data

save:
LOCATE 25, 1: PRINT “Enter filenzme:®
LOCATE 26, 1: file$ = “v: (f = 0: BS
WHILE (B$ <> CHR$(13))
BS = INKEYS
IF (BS <> "") THEK
LF ((ASC(BS) > 32) AND (ASC(BS) < 127) AND (lf < 20)) THEN
file$ = file$ + BS: Lf = [f + 1
PRINT BS;
END IF
IF ((BS = CHR$(8)) AKD (Lf > 0)) THEN
fileS = LEFTS(files, Uf - 1): Lf = Lf - 1
PRINT CHR$(29); " *; CHR$(29);
END IF
END IF
WEKND
IF (Lf > Q) THEN
OPEN “Ov, 1, file$
PRINT #1, “Level", "Occurances"
FCR 1 = 0 TO 4095
PRINT #1, i - 2048, histod(i)
NEXT i
PRINT #1, w ®»
SELECT CASE mode
CASE Q
PRINT #1, "Data from line"; cline; “only."
CASE 1
PRINT #1, “Data from entire frame."
CASE 3
PRINT #1, "Data from colum"; ccol; “only."
END SELECT
PRINT #1, uSingle point correction ¥;
1f (sptmod) THEN PRINT #1, "on.' ELSE PRINT #1, woff.n
CLCSE 1
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END IF
LOCATE 25, 1: PRINT STRINGS(21, 32);
LOCATE 26, 1: PRINT STRINGS(21, 32);
RETURN

REM Numeric input subroutine

nuninput:
a$ = wi: gS =" b =0
WHILE a$ <> CHRS$(13)
3% = INKEYS

IF (((a$ >= “0") AND (a$ <= "§") AND (lb < 5)) OR ((2% = "-') AND (lb = 0))) THEN

BS = BS + a$: b= lb+ 1
PRINT a$;
END IF
IF (Ca$ = CHRS(8)) AND (lb > 0)) THEN
BS = LEFT$(BS, (b - 1): b= tb - 1
PRINT CHR$(29); " *; CHRS(29);
END IF
WEND
K = VAL(BS)
RETURN

REM Subroutine to acquire dark frame reference

dark:
LOCATE 20, 1: PRINT “Computing dark*;
LOCATE 21, 1: PRINT “frame reference...";
FOR j = 0 T0 length&: dark(]j) = 0: NEXT |
FOR i = 1 70 20
LOCATE 23, S: PRINT %&v; i;
CALL readframe
IF (dat(0) = 9999) THEN
CLS : SCREEN 0, 0, 0, O: CLS
PRINT “Overflow has cccurred.®
PRINT “Number of samples taken isY; length& - dat(1)
END
END IF
FOR j = 0 10 lengthg - 1
dark(j) = dark(j) + INT((dat(j) + 2048) / 20 + .5}

NEXT j
NEXT i
LOCATE 20, 1: PRINT © ",
LOCATE 21, 1: PRINT ¥ ",
LOCATE 23, 5: PRINT ® ur

RETURN
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title UEEVDMA .ASM™

ssubroutines for DMA image acquisition
;written Nov. 1991 by Thorsten Graeve

public initA2000, initDMA, termA2000
public readframe

.MODEL medium

.DATA

msg
.CODE
.386

db (ol,lvl,lel'lrl’Ifl‘lll’lol’lul'l |'|$|

;initA2000 - subroutine to initialize and setup A2000 board

initA2000

push
moy

proc

bp

bp, sp

bx, [bp+é}
eax, [bx]
ebx,eax

;initialize board

mov
mov
out
mov
out
mov
out

rpt: mov

mov
out

dx,5C06h
ax,0FFFFh
dx,ax
ax,0FFEFh
dx,ax
ax,0FF17h
dx,ax
dx,5C04h
ax,0F000h
dx,ax

cx,5
dx,5C06h
ax,0FFOCh
ax,cx
dx,ax
dx,5C04h
ax,0
dx,ax
dx,5C06h
ax,0FF08h
ax,cx
dx,ax
dx,5C04h
ax,03h
dx,ax

rpt

dx,5C06h
ax,0FF5Fh
dx,ax

dx,5C10h
ax,0
dx,ax

;get address of length&
;get length&

;AmG513A Command Register
;master reset

:select 16-bit mode
;select Master Mode Register
;AMIS13A Data Register

:load master mode value

;initialize all five counters
;Am3513A Command Register
;select Counter Mode Register

1AMI513A Data Register
;store counter mode value
;Am9513A Command Register

;select Counter Load Register

;AT9513A Data Register
;store inactive count value

;Am9513A Command Register
;lead all counters

;Soft Reset Strobe Register
;reset entire board

;setup Analog/Clock Configuration Register

mov
mav
out

dx,5C20h
ax,23C%h
dx,ax

;set for Channel 0 only, DC coupling
;and external sample clock input
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;setup Trigger Configuration Register

mov
mov
out

dx,5C24h
ax,009¢ch
dx, ax

;setup Am9513A Counters

load:

mov
mov
out
mov
out
mov
mov
out

out

out
mov
mov
out

cmp
jec

mov
out

mov
out

mnov
mov
out

mov
out

mov
out
mov
out

dx,5C06h
ax,0FFC4h
dx,ax
ax,0FFO3h
dx, ax
dx,5C04h
ax,0004h
dx, ax

dx,5C06h
ax,0FFDOR
dx,ax
ax,0fFOSh
dx, ax
dx,5C04h
ax,0502h
dx, ax
dx,S5C06h
ax,0FFEDh
dx, ax
ax,0FFO4h
dx,ax
dx,5C04h
ax,14E1h
dx,ax

ebx,010001h
load

dx,5C06h
ax,OFFOCh
dx,ax
dx,5C04h
ax,0
dx,ax

dx,5C06h
ax,0FF14h
dx,ax
dx,5C04h
ax,bx
dx,ax
dx,5C06h
ax,0FF68h
dx,ax
ax,0FFF4h
dx,ax

ebx,010001h
clear

dx,5C06h
ax,0FF05h
dx,ax
dx,5C04h
ax,1021h
dx,ax
dx,5C06h
ax,0FFODh

;disable trigger; set for falling edge, AC
;coupling, ext trig & single posttrig frame

;AM9513A Command Register
;disarm counter 3

;select Counter 3 Kode Register

;ATS513A Data Register
;put counter 3 output in high-impedance state

;AMIS13A Command Register
;disarm counter S
;select Counter S Mode Register

;AT9513A Data Register
;store counter 5 mode value

;AMPS13A Command Register
;set TC Toggle Flip-Flop for counter 5

;select Counter 4 Mode Register
;Am9513A Data Register

;store counter 4 mode value

;check if # samples > 65536

;AMG513A Command Register

;select Counter 4 Load Register
;AM9513A Data Register

;store 0000 in Counter 4 Load Register
;AmM$513A Command Register

;select Counter 4 Hold Register

;AmG513A Data Register
;store least significant word of count value

;Am9513A Command Register
;load and arm counter 4

;step down counter 4 by cne
;check if # samples > 65536
;Am9513A Command Register

;select Counter 5 Mode Register

;AM9513A Data Register
;store counter 5 mode value

;AMF513A Command Register
rselect Counter 5 Load Register
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out
mov
shr
inc
mov
out
mov
mov
out
mov
out

clear: mov
mov
out

senable DMA
mov
mov
out
mov
mov
out

dx,ax
dx,5C04h
ebx, 16

bx

ax,bx
dx,ax
dx,5C0&h
ax,0FF70h
dx,ax
ax,0FFFSh
dx,ax

dx,5C14h
ax,0
dx,ax

;Am9513A Data Register

;take most significant werd of count value
;add one

;store counter 5 load value

sAmM513A Command Register
;load and arm counter 5

;step down counter 5 by one

;Soft A/D Clear Strobe Register
sclear data acquisition circuitry

operation and associated interrupts

dx,5C28h
ax,0054h
dx,ax
dx,5C2¢Ch
ax,0020h
dx,ax

;return to main program

pop
ret

initA2000

bp
2

endp

;Configuration Register 2

;set for DMA channel S5 on 32+ samples,
;disable RTSI operations and interrupts
;Configuration Register 1

;enable DMA request circuitry

;initDMA - subroutine to initialize DMA controtler

initDMA proc
push bp
mov  bp,sp
push esi

;program DMA channel 5
mov dx,04D6h
mov al 080k
out dx,al
mov dx,0000h
mov al,0
out dx,al
mov dx,0006h
mov at, 15h
out dx,al
mov dx,04D4h
mov at,01h
out dx,al

;program base word count register
mov bx, [bp+6]
mov dx,00D8h
mov al,0
out dx,al
moy eax, [bx]
add eax, [bx]
dec eax
mav dx, 00C6h
out dx,al

;DMA Extended Mode Register (chan 4-7)
;16 bit 170, count by bytes, type C timing,
;7-C configured as output, stop reg disabled

;DOMA Command Register (chan 4-7)
;channels 4-7 enable, fixed priority, DRQ
;assert high, DAK* assert low

;Mode Register (chan 4-7)
;write transfer, auto init, address
;increment, demand transfer mode

;Chaining Mode Register
;generate Int13, disable chaining

;set length& pointer
;Clear Byte Pointer
; (software command)

;set up word count

;times two

;minus one

schan 5 8237 compatible segment
;srite low byte of word count

201



Program: EEVDMA.ASM

shr
out
mov
shr
out

;program base address register

mov
moy
out
xor
mov
xor
mov
shi
add
moy
out
shr
out
mov
shr
out
mov
shr
out

eax,8
dx,at
dx,04C6h
eax,8
dx,al

dx,0008h
at,0
dx,al
eax,eax
ax, [bp+81
esi,esi
si,ds
esi,é
eax,esi
dx,00C4h
dx,al
eax,8
dx,al
dx,0088h
eax,8
dx,al
dx,0488h
eax,8
dx,al

;enable DMA channel 5

mov
mov
out

dx,0004h
al,0th
dx,at

;return to main program

pop
pop
ret

initDMA

;readframe - subroutine to start

readframe

esi
bp
4

endp

proc

;start data acquisition

mov
mov
out

;Wait until done

DMAWt: mov
cycle: nop
loop

mov
in
and
crp
je
mov
in
and

dx,5C24h
ax, 109Ch
dx,ax

cx,0FEFFh
cycle

dx,5C2Ch
ax,dx
ax, 000Ch
ax,000Ch
ovrflw

dx,00pch
al,dx
al,02h
al,?

;write middle byte of word count

:chan 5 high word count segment
;Write high byte of word count

;Clear Byte Pointer

:(software command)

;set up starting address (dat%(0))

;add data segment offset

;chan 5 8237 compatible segment

;write tow byte of 32-bit address
:urite 2nd-lowest byte of 32-bit address

;chan 5 low page segment
;urite 2nd-highest byte of 32-bit address

;chan 5 high page segment
;write highest byte of 32-bit address

:Single Mask Register (chan 4-7)
;clear chan 5 mask bit

and monitor data acquisition

;Trigger Configuration Register
;enable digital trigger

:set timer
;wait approx. 30 ms

;read A2000 Status Register

;clear bits 0,1,4-15
;check if overflow

;DMA Status Register (chan 4-7)
;read status byte

;interested in bit 1 only

;check if terminal count reached
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DMAWE
ext

soverflow routine

ovrflw: mov
tea
int

ah,0%h
dx,msg
21h

;reset A2000 board

ext: mov
mov
out
mov
xor
out

dx,5C24h
ax,005¢ch
dx,ax
dx,5C14h
ax,ax
dx,ax

;return to main program

ret

readframe

;termA2000 -- subroutine to reset

termA2000

mov
mov
out
mov
xor
out
mov
mov
out
ret

termA2000

end

endp

proc

dx,5C24h
ax,009Ch
dx,ax
dx,5C10h
ax,ax
dx,ax
dx,0004h
at,05h
dx,al

endp

;wait some more if not

;set up BOS function 9 (string output)

;disable digital trigger

;Soft A/D Clear Strobe register
;(enables next acquisition cycle)

A2000 board

;disable trigger

;reset board

;disable DMA channel 5
;set channel 5 mask bit
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/******t*tﬁ**t********t*i*i**i!*t*tt*t*1ﬁtt*i‘**itiftft*t**tt*t**ftt*ittt*ti*titt\

RUNSEEV.C - Program to run 8 channel EEV CCD13 camera
written 8/91, 11/91 and 5/92 by Thorsten Graeve
XRAM access routines courtesy of Murray Sargent III

compile: cl /¢ RUNBEEV.C

L I

link: link /st:0x8000 RUNSEEV+D:\HSV\MMAST\EEVSUB,, ,GRAPHICS.LIB AI.LIB

* % % % % %

\iiiii’t’ﬁ*ftt**f**tit’I!Qi*ﬁi’*it**t’t"'*tIt*ttt*'tﬁ*ttt’t'i!"i‘.t**ﬁ”*i**tti"/

#include <stdio.h>
#include <tiga.h>
#include <extend.h>
#include <typedefs.h>

#define XEXT 128
#define YEXT 128
#define DPTCH 8192L
#define SPTCH 128L
#define SIZE 71680L

extern void init_A2000(long); /* initialize A2000 board
extern void init_DMA(long); /* initialize DMA controlier
extern int get_fnum(void); /* get frame # on next trigger
extern void dark_ref(int(]); /* get dark offset values
extern void get_data(void); /* perform 512x512 acquisition
extern int *getXRAM(long); /* get two bytes from XRAM
extern void XRAMrestore(void); /* restore normat real mode
extern void term A2000(void); /* reset A2000 board

struct xinfo ¢
int  xramQ; /* return data from *getXRAM

*/

long xramin; /* absolute address of minimum available XRAM */
long xramax; /* absolute address of maximum availabte XRAM */

char cputyp; /* 0717273 for 8086/80186/80286/803&
char machtyp; /* computer machine type, e.g. Ofch 13r AT
} *Xptr, *XRAMinit();

#define XRAMIN Xptr->xramin
#define XRAMAX Xptr->xramax

short oldmode;

/* Function to terminate TIGA application */
/* -restores previous video mode */
/* -closes TIGA €D */
/* -must be called before returning to DOS */

void term_tiga()
{
text_out(700,751,"Press any key to return to DCS...");
getch();
set_videomode(oldmode, INIT);
tiga_set(CD_CLOSE);

exit(0);
)
/* Function to initialize TIGA envircnment
/* -loads graphics library functions if argument lgi is non-zero
/* -must be called prior to any other TIGA function
void init_tiga(lgl)
short tgl;
{
short v;

long Lv;

*f
*/

*/
*/
*/

204



205

Program: RUNSEEV.C

/* Open TIGA Communications Driver */

if((lv=tiga_set(CD_OPEN))<OL)

(
printf(“TIGA CD error: %d\n*, lv);
exit(0);

>

/* Go into TIGA mode */

oldmede=get_videomode();
if(1(v=set_videomode(TIGA,INIT | CLR_SCREEN)))
{
printf("TIGA GM error: %d\n",v);
tiga_set(CD_CLOSE);
exit(0);
3

/* Load graphics library functions if specified to do so */
if(lgl&&(v=install_primitives(})<0)
{

printf("Graphics Library load error: Zd\n*,v);
term_tiga();
¥
Y

/* Main Program */

main()
<
char far *saddr;
PTR daddr(161;
FILE *fptr;
PALET pl256];
unsigned char frame[163841,c;
int i,j,n, frum, row,col,vatl,chan;
int offset[8],slope(8] ,hpitch[16),vpitch{16];
long cnt,dpt;

/* initialize XRAM */

if ((Xptr = XRAMinit()) == NULL)

{ printf("\n\nXRAM initialization error.\n"%);
exit(1y;

3}

/* set up TIGA environment */

init_tiga(M;
clear_screen(-1);
for (i=0; i<256; i++)
plil.r = plil.g = plil.b = piil.i = i;
set_palet(256,0,p);
set_fcolor(200);

/* read slope multiplier file */
/*fptr = fopen(“slope.dat", ®rt");

for (i=0; i<8; i++) fscanf(fptr,"Chan: %d Gain: %d\n",&7,&slopelil);
fetese(fptry;*/
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/* initiatize daddr pointer, pitch arrays */

hpitch[0] = 1; wvpitch{0] = 1; daddr{0] = 100*DPTCH + 2048;
hpitch{2] = -1; vpitch[2] = 1; daddr(2] = 227*DPTCH + 3072;
hpitch[4l = 1; vpitch[4] = 1; daddr(4] = 100*DPTCH + 4096;
hpitch{6] = -1; vpitch(6] = 1; daddr(6] = 227*DPTCH + 5120;
hpitch{81 = -1; wpitch[8] = -1; daddr(8] = 484*DPTCH + 5120;
hpitch(10} = 1; wvpitch[10] = -1; daddr[10] = 611*DPTCH + 4096;
hpitch(12] = -1; wvpitch{121 = -1; daddr[12] = 484*DPTCH + 3072;
hpitch{14] = 1; wvpitch[141 = -1; daddr[14] = 611*DPTCH + 2048;

for (i=t; i<ib; i+=2)
{ hpitch(il = hpitchli-1];

vpitch(il = vpitch[i-1};
>
daddr[1] = 228*DPTCH + 2048; daddr([3] = 355%DPTCH + 3072;
daddr (5] = 228*DPTCH + 4096; daddr(7] = 355*DPTCH + 5120;
daddr[91 = 356*DPTCH + 5120; daddr{i1] = 483*DPTCH + 4096;

daddr (13} = 356*DPTCH + 3072; daddr({15] = 483*DPTCH + 2048;
/* initialize A2000 board and DMA controller */

init_A2000(S1ZE);

init_DMA(SIZE);

for (i=0; i<8; i++) { offset[i] = -2048; slopelil = 4; >
saddr = &framel(0};

c="*'" fonum = 0;

/* take dark reference frame to get offset values

text_out(10,10,"System initialized. Press <Enter> to take dark frame...");
while (getch() != '\r*);
text_out(10,10,"Taking dark reference - please wait... ")
foun = 1; while (fnum 1= 0) fnum = get_fnum();
text_out(318,10,"triggered...");
dark_ref(offset);
if(offset[0] == OxFFFF) text_out(418,10,"overflow.");

else text_out(418,10,"done."); *7

/* take video data and display */

text_out(10,10,"System configured for 128x64 pixels, 8 channels.");
text_out(10,30,"Running camera...Press <Enter> to quit.");
while(c = '\r!)
{ init_DMA(SIZE);
fnum = 1; while(fnum != 0) fnum = get_fnum();
get_data();
for (i=1; i<lé; i+=2)
{ chan = i/2.0; n = 8192;
if (hpitchii} == -1) n = 819%;
for (j=0; j<16384; j++) framelj] = O;
for (row=0; row<é4; rowr+) for (col=12; col<140; col++)
{ ent = (long)chan * 8960L + (long)row * 140L + (long)col;
val = *getXRAM(cnt*2);
frame[n) = (val-offset(chan])*slcpeichan]/16;
n += hpitch[il;
b
dpt = hpitch{il®*vpitch{11*DPTCH;
host2gspxy(saddr,SPTCH,daddr[i],dpt,0,0,0,0,XEXT,YEXT,8,0);

}

while(kbhit()) ¢ = getch();
2
term_A2000();

term_tiga();
XRAMrestore();
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title  “EEVSUB.ASH"

;subroutines for multiple-frame image acquisition
;written November 1991 by Thorsten Graeve
;XRAM routines and prologue courtesy of Murray Sargent I1i

comment |
XRAM.ASM - a set of routi-.s to access extended RAM (XRAM) using
Yreal big mode" on an 80386/486 processor. The following routines are
implemented:
_GetXRAM returns a real-mode ptr to copies of &4 lengs of XRAM data
_XRAMinit initializes the 80386 for real big mode
_XRAMrestore restores normal real mode

Program written by Murray Sargent II1 |

DOSSEG ;Use Intel-convention segment ordering
ifdef  LARGEMODEL

MODEL LARGE ;Large memory model

LMOOEL =2 ;Extra stack displacement due to far ret
else

.MODEL SMALL ;Small memory model

LMOOEL =0
endif
public gdt

public intdh, intdsv

public _XRAMinit, _XRAMrestore

public _init_A2000, _init_DMA, _term_A2000
public _get_fnum, _dark_ref

public _get_data, getXRAM, putXRAM

intseg segment at 0

org 4*0dh
intd dod ?

org 4*16h
int19  dw ?

intseg ends

bios segment at 0f000h

org Qfffeh

mtype db ?

bios ends

vdskseg segment at O ;Device driver segment given by INT19+2
org 12h

vdisk  dw ? ;"VDISK"
org 2¢ch

xramtop dw ? ;Top of Xtended RAM

vdskseg ends

.DATA
xramd dw ? ;getXRAM return data
xramin dd ? ;Absolute address of minimum available XRAM
xramax dd ? ;Absolute address of maximunm available XRAM
cputyp db ? ;CPU type
machtyp db ? ;Computer machine type, e.g., Ofch for AT
cpunode db ? ;Current cpumode

db ? ;Dummy
oneX dw 1024
intdsv dd ?

;Saved int 13 (Odh) value (invoked on seg ovr)
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rmitbt df Of fffh :Real Mode interrupt vector table limit

frame db ? ;frame counter for _dark_ref routine

sum dd ? ;running sum for _dark_ref routine
even

;Global Descriptor Table for setting up full memory access in real mode

gdt dw 0ffffh ;00 - Null selector descriptor not accessible
dw g,0,0 ;Used to store lgdt fword

gigadsc dw 0ffffh :08 - 4-gigabyte data segment descriptor
dw 0 ;Absolute adr unimportant for Limit change
db 0
db 92h ;Attribute byte for a present data segment
dw 8fh sAtlow access to full 4 gigabytes

txtdsc dw 0ffffh ;10 - Code Descriptor
dw ? :Absolute segment address stored by program
db ?
db 9Ah ;Attribute byte for a present code segment
dw 0 ;Ko need to make big

include return.asm
;Define argument offsets

index equ dword ptr [bp+4+LMODEL]

value equ word ptr {bp+8+LMODEL]
.CO0E
.384p
dgroocp dw dgroup ;dgroup segment (for int-13 handler)

comment |_XRAMinit - initialize "real big mode"!

_XRAMinit proc
sti ;Compensate for strange code
call getcpu
cmp al,3 ;Must have at least 80336 CPU
jne short inité

init2: xor ax,ax
cwd
ret

;Have 80336. Setup GDT to expand segment limit to the max

inité: smsw ax ;Determine operating mode
mov cpumode, al
test at,1 ;Running in protect mode (i.e., V86 mode)?
inz init2 ;Yes, can't use real big mode
push 9alh ;Setup GDT with absclute _text address and
push cs ; present code segment attribute byte
pop eax ;eax = 9a00000h + cs
shl eax,4 ;Convert segment paragraph to absolute address
mov dword ptr txtdsc+Z,eax ;Update GDT code descriptor
xor eax,eax ;Calculate absolute GDT address
mov ax,ds
shil eax,4 ;Shift left one nibble
add eax,offset dgroup:gdt
mov dword ptr gdt+2,eax ;Save absolute address for LGDT
calt gtxlim ;Define xramax and xramin absolute addresses
push es ;Set intd handler to load large segment Limit
push ds
push cs

pop ds s INT-21 3h=25h needs ds = int hdlr cseg
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Xxramrt: mov
mov
ret

_XRAMInit

ax,350ch
21h

;Get es:bx = current int-13 handter address

ah,25h ;Take int 13 over

dx,offset intdh

2ib

ds

word ptr intdsv,bx
word ptr intdsv+2,es
es

ax,offset dgroup:xramd
dx,dgroup

endp

;Save int-13 for restoration on
; quitting MATE

;Return near (and far) ptr to data

comment |_XRAMrestore - restore normat reat mode (actually just restores int13)}

_XRAMrestore

push
lds
mov
int
pop
ret

_XRAMRestore

comment |

proc

ds
dx, intdsv
ax,250ch
2th
ds

endp

;Restore previous int-13 handler

_GETXRAM - return ptr to XRAM data: moves one word starting at
absolute address given by long + start of allocated XRAM. The C calling

sequence is

int *getXRAM(long); |

_GetXRAM
push
mov
push
push
push
push

push
pop
mov
mov
add
xor
mov

adrovr
mMOVSHW

pop
pop
pop
pop
pcp
imp

proc
bp
bp,sp
ds

€es

esi
edi

ds

es

edi,offset dgroup:xramd
esi, index

esi, xramin

ax,ax

ds,ax

edi
esi
es
ds
bp

xramrt

;dest. segment = dgroup

;dest. index = xramd

;source index = XRAM data

;source segment = 0

;move word from XRAM to xram0
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_getXRAM

comment |

endp

210

_PUTXRAM - moves imteger value passed in stack into XRAM address given by
tong + start of allocated XRAM.

void putXRAM(long, int);!

_PUtXRAM
push
mov
push
push
push
push

xor
mov
mov
add
push
Pop
lea

adrovr
movsw

pop
pop
pop
pop

pop
ret

_PUtXRAM

proc
bp
bp, sp
ds

es

esi
edi

esi,esi
es,si

edi -index
edi,xramin
ss

ds
si,value

edi
esi

es
ds

bp

endp

C calling sequence is

;set dest. segment = 0
;set dest. offset = xramin + index
;source segment = stack

;source offset = value

sstore value

comment |GATE20 - IBM BICS code to enable 80285 control of address Lline 20.

Works on AT and on PS/2's.

DSBL20 = Oddh
ENBL20 = Odfh
1BFUL = 2
PORT_A = 60h
STSPRT =  64h
sysctl = 92h
gate20: cmp

jne

in

or

and

jmp

jmo

out

return
gate22: cli

calt

rmz

mov

jmp

™o

AX, €S changed. |

:Disable Address line 20 code
;Enable Address lire 20 code
;8042 input buffer full

18042 port A

;8042 status port
;System Control Port A

machtyp,0fch
short gated2
al,sysctl
at,2

al,not 24h
$+2

342
sysctl,al

empté2

al,0dth
$+2
$+2

;AT compatible?
;Assume PS/2

;Turn on A20 enable bit
;Reserved bits = 0

;8042 command to srite output port



Program: EEVSUB.ASM

empt42:
emptlip:

comment

intdh:

out STSPRT,al ;output to 8042

call empté2

rnz

mov al,ah

out PORT_A,al

xor cx,cx ;wait for 8042 not busy
imp $+2

jmp $+2

in al,STSPRT

and al,IBFUL
loopnz emptlp

return

{INTDH - int-0cdh handler. Set segment limits to & gigabytes.{
push eax

push bx

push (23

push ds ;Save current segment register values
push es

mov ds,dgroop ;¢In case from int-13 interrupt)

mov c¢s:intdhé,cs

mov ah ,ENBL20 ;Enable CPU address line 20

catl gate20 :Works on AT and on PS/2's

Lgdt fword ptr gdt ;Load mini GDT

mov eax,crl ;Get current crQ

or al,1 ;Set PM bit

cli ;No interrupts while in protect mode
Imsw ax ;Works for 80286 and above

db Ceah ;imp far to purge prefetch queue

dw intdh2 ;0ffset

dw offset txtdsc - offset gdt ;Code segment selector

;Turn on ds, es, and fs segment-length granularity bits

intdh2:

intché
intché:

comment

gtxlim:

mov bx,offset gigadsc - offset gdt

mov ds,bx ;Fix segment limits

mov es,bx

mov fs,bx

and al,not 1 ;Turn off PM bit

mov crQ,eax ;Return to real mode

db Ceah ;jmp far to purge prefetch queue
dw intdhé ;Offset

dw ?

pop es ;Restore real mode registers

pop ds ; (granularity bits remain set)
pop cx

pop bx

pop eax

iret

IGTXLIM - Define XRAM Limits xramax and xramin. ax, dx changed.}
mov ah,88h ;Get ax = ¥ of exterded RAM

int 15h

or ax,ax

rz

add ax,400h ;Add in extended RAM base (1624K)
mui onek ;Convert #K into # bytes zbove 1 Meg
sub ax,1 ;1 less

sbb dx,0

mov word ptr xramax,ax ;Store in xramax (subsequent calls
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mov
push
mov
xor
mov
assume
mov
assume
cmp
jnz
cmp
jnz
mov
mov

gtxli2: pop
cmo
jnz
cmp

gtxtié: rnc
mov
mov
return

comment |GETCPU
for 80386, ah =

getcpu: mov
or
mov
shr
jz
push
Pop
cmp
mov
jnz
inc
sgdt
cmp
jz
inc

getcp5: mov
push
mov
assume
mov
pPop
mov
return

word ptr xramax+2,dx

es

dx,10h

ax, ax

es,ax

es: INTSEG
es,int19+2
es:vdskseg
vdisk, "Dv"
short gtxli2
vdisk+#2,#SI®
short gtxii2
ax, xramtop

; get info from xramax)

;Default dxax = 100000H (1MB)

;VDISK?

;Yes. Get current bottom of free XRAM

di,byte ptr xramtopt+2

es

dx,word ptr xramax+2

short gtxli4

;dxax >= xramax

ax,word ptr xramax

word ptr xramin,ax

;Save it for later allocations

word ptr xramin+2,dx

- return al = O for 8088, = 1 for 80186, = 2 for 80286, = 3

machine type.

ax,sp

ax,ax

cl,20h

ax,cl

short getcp5
sp

33

ax,cx

at,1

short getep5
ax

fword ptr gdt
gdt+5,0ffh
short getcp5
ax

cx,BI0S

es

es,cx
es:BI0S
ah,mtype

es

Also stores correct x for 80x87. ax, ¢x changed|

;Determine machine type
sSet NZ

;80x86 shift modulo 20k, i.e., here nop
;8086 shifts 32 positions clearing ax register
;80286 pushes sp value after push

;ax = sp value before push
;At least 80186

;At least 80286
;802867

;At least 80386

;Get machine type

word ptr cputyp,ax

;init_A2000 - subroutine to initialize and setup A2000 board

_init_a2000

push
mov
mov

proc

bp

bp,sp

ebx, [bp+4]

;initialize board

mov
mov
out
mov
out

dx,5C06h
ax,QFFFFh
dx,ax
ax,0FFEFh
dx,ax

;get number of samples

;Am9513A Command Register
;master reset

;select 16-bit mode
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mov ax,0FF17h
out dx,ax

mov dx,5C04h
mov ax,0FG0Ch

out dx,ax
mov cx,5

rpt: mov dx,5C06h
mov ax,0FF0gh
add ax,cx
out dx, ax
mov dx,5C04h
mov ax,0
out dx, ax
mov dx,5C06h
mov ax,0FF08h
add ax,cx
out dx,ax

mov dx,5C04h
mov ax,0003h

out dx,ax
loop rpt

mov dx,5C06h
mov ax,0FF5Fh
out dx,ax

mov dx,5C10h
mov ax,0
out dx,ax

:select Master Mode Register

;Am9513A Data Register
;load master mode value

;initialize atl five counters
;Am9513A Command Register
:select Counter Mode Register

;Am?513A Data Register
;store ccunter mode value
;AM9513A Command Register

rselect Counter Load Register

;Am9513A Data Register
;store inactive count value

;Am9513A Command Register
sload all counters

;Soft Reset Strobe Register
;reset entire board

;setup Analog/Clock Configuration Register

mov dx,5C20h
mov ax,23Coh
out dx, ax

;set for Channel 0 only, DC coupling
;and external sample clock input

;setup Trigger Configuration Register

mov dx,5C24h
mov ax,009¢ch
out dx,ax

;setup Am9513A Counters
mov dx,5C06h

mov ax,0FFC4h
out dx,ax

mov ax,0FF03h
out dx,ax

mov dx,5C04h
mov ax,0004h
out dx,ax

mov dx ,5C06h

mov ax,0FFDCh
out dx,ax

mov ax,OFFOSh
out dx,ax

mov dx,5C04hk
mov ax,0502h
out dx,ax

mov dx,5C06h
mov ax,0FFEDh
out dx,ax

mov ax,0FFO4h
cut dx,ax

mav dx,5C04h

;disable trigger; set for falling edge, AC
scoupling, ext trig & singte posttrig frame

;Am9513A Command Register
;disarm counter 3

;select Counter 3 Mode Register

;AM9513A Data Register

;put counter 3 output in high-impedance state
;AM9513A Command Register

;disarm counter 5

;select Counter 5 Mode Register

;Am9513A Data Register
;store counter 5 mode value

;Am9513A Command Register
;set TC Toggle Flip-Flop for counter 5

:select Counter 4 Mode Register

;A79513A Data Register
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mov
out

cmp
je

mov
mov
out
oV

out
load: mov

out

out
mov
mov
cut
mov
mov
out
mov
shr
inc
mov
out
mov
mov
out
mov
out

clear: mov
mov
out

ax,14E1h
dx,ax

ebx,01000th
load

dx,5C06h
ax,0FFOCh
dy,ax
dx,5C04h
ax,0
dx,ax

dx,5C06h
ax,0FF14h
dx,ax
dx,5C04h
ax,bx
dx,ax
dx,5C06h
ax,0FF68h
dx,ax
ax,0FFF4h
dx, ax

ebx,010001h
clear

dx,5C06h
ax,0FFOSh
dx, ax
dx,5C04h
ax, 102th
dx, ax
dx,5C06h
ax,0FFCCh
dx, ax
dx,5C04h
ebx, 16
bx

ax, bx

dx, ax
dx,5C06h
ax,0FF70h
dx,ax
ax,0FFF5h
dx,ax

dx,5C14h
ax,0
dx,ax

;store counter 4 mode value

;check if # samples > 65536

;Am9513A Command Register

;select Counter & Load Register
:Am5513A Data Register

:store 0000 in Counter &4 Load Register
;AM9513A Command Register

;select Counter 4 Hold Register

;AMP513A Data Register
;store least significant word of count value

;AM9513A Command Register
;load and arm counter 4

;step down counter & by one
;check if # samples > 65536
;Am9513A Conmand Register

sselect Counter 5 Mode Register

;Am9513A Data Register
;store counter 5 mode value

;Am9513A Command Register
;select Counter 5 Load Register

;:Am9513A Data Register

;take most significant word of count value
;add one

;store counter 5 load value

;Am9513A Command Register
;load and arm counter 5

;step down counter 5 by one

;Soft A/D Clear Strobe Register
;clear data acquisition circuitry

;enable DMA operation and associated interrupts

mov
out

dx,5C28h
ax,0054h
dx,ax
dx,5C2¢Ch
ax,0020h
dx,ax

;Configuration Register 2

;set for DMA channel 5 on 32+ samples,
;disable RTSI operations and interrupts
;Configuration Register 1

;enable DMA request circuitry

;set up port 384H for frame # input

v
mov
out

dx,386h
ax,0
dx,ax
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;return to main program

pop
ret

_init_A2000

bp

endp

;init_DMA - subroutine to initialize DMA controller

_init_DHA

push

mov
mov

proc

bp

bp,sp

ebx, [bp+4]

:program DMA channel 5

;program base word count register

mov
mov
out
mov
add
dec
mov
out
shr
out
mov
shr
out

dx,04D6h
al,08bh
dx,al

dx,0000h
al,0
dx,at

dx,0006h
al,05h
dx,al

dx,0404h
al,01h
dx,al

dx,0008h
at,o0
dx,al
eax,ebx
eax,ebx
eax
dx,00C6h
dx,al
eax,8
dx,al
dx,04C6h
eax,8
dx,al

;program base address register

mov
mov
out
mov
mov
out
shr
out
mov
shr
out
mov
shr
out

dx,0008h
at, 0
dx,al
eax,xramin
dx,00C4h
dx,al
eax,8
dx,al
dx,0088h
eax,8
dx,al
dx,0488h
eax,8
dx,al

;get number of samples

:DMA Extended Mode Register (chan 4-7)
;16 bit 1/0, count by bytes, type C timing,
:T-C configured as output, stop reg disabled

:DMA Command Register (chan 4-7)
;channels 4-7 enable, fixed priority, DRQ
;assert high, DAK* assert low

;Mode Register (chan 4-7)
:write transfer, no auto init, address
;increment, demand transfer mode

;Chaining Mode Register
:generate Int13, disable chaining

:Clear Byte Pointer
;(software command)

;set up word count

:times two

;minus one

;chan 5 8237 compatible segment
;write low byte of word count
;write middle byte of word count

;chan 5 high word count segment
;write high byte of word count

;Clear Byte Pointer
s (software command)

;set up starting address

;chan 5 8237 compatible segment

;write tow byte of 32-bit address

;write 2nd-lowest byte of 32-bit address

;chan 5 low page segment
;write 2nd-highest byte of 32-bit address

;chan 5 high page segment
;write highest byte of 32-bit address
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;enable DMA channel 5

mov dx,0004h :Single Mask Register (chan 4-7)
mov al,01th ;clear chan 5 mask bit
out dx,at
;return to main program
Pop
ret
_init _DMA endp

;get_data - subroutine to start and monitor data acquisition

_get_data prec

;start data acquisition
mov dx,5C24h :Trigger Configuration Register
mov ax,109Ch ;enable digital trigger
out dx,ax

swait until done

DMAWt: mov cx,0FFFFh 1set timer

cycle: nop ;wait approx. 30 ms
toop cycle
mov dx,0000h ;OMA Status Register (chan 4-7)
in al,dx ;read status byte
and al,02h ;interested in bit 1 only
cmp al,2 scheck if terminal count reached
jne DMAWL ;wait some more if not

;reset A2000 board
mov dx,5C24h :disabte digital trigger
mov ax,009Ch
out dx,ax
mov dx,5C14h ;Soft A/D Clear Strobe register
xor ax,ax :(enables next acquisition cycle)
out dx,ax

;return to main program
ret

_get_data endp

;get_fnum -- routine to obtain frame # from port 384h, returns integer

_get_tnum proc

mov dx,384h ;get value from port 384h
gfn: in ax,dx

and ax,8 ;look at bit 3 only

cmp ax,0

je gfn ;keep locking if not high

in ax,dx ;get frame #

and ax,7

ret

_get_fnum endp
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;term A2000 -- subroutine to reset A2000 board

_term_A2000

oV
mov
out
mov
xor
out
mov
oV
out
ret

_term_A2000

end

proc

dx,5C24h
ax,009Ch
dx,ax
dx,5C10h
ax,ax
dx,ax
dx,00D4h
al,05h
dx,al

endp

;disable trigger

;reset board

;disable DMA channel 5
;set chanrnel 5 mask bit
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