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ABSTRACT 

This study intends to develop a useful tool for the 

investigation of the behavior of three-dimensional elastic frame 

structures undergoing large deformations and large rotations, 

using a mini-computer with an attached array processor. An 

updated Lagrangian finite element formulation is established by 

employing conventional two node-twelve degree of freedom beam 

elements. In order to trace the pre- and post-buckling equili­

brium path, an improved nonlinear solution procedure is pro­

posed. The software is designed to make it possible to solve 

large-scale problems on a mini-computer by adopting a hyper­

matrix scheme and the segmentation into a number of processors 

which are independent programs. The software is simulated to 

estimate the performance of the software on a combined mini­

computer/array processor system. By using the simulator time 

measurements are performed for three different cases of large­

scale three-dimensional frame structure models, which verify 

the usefulness of the array processor in the solution of non­

linear finite element structural problems. With the use of 

the hypermatrix scheme, an alternative solution algorithm for 

system of linear equations is proposed. The accuracy of the 

finite element formulation and the effectiveness of the solution 

algorithms implemented are demonstrated by carefully selected 

two- and three-dimensional frame examples. Finally, directions 

for further research are discussed. 
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CHAPTER I 

INTRODuC'rION 

Over the last two decades the rapid advances in computer 

technology and a better understanding of the physical princi­

ples involved have resulted in significant improvements in 

the development and application of theory in solving difficult 

structural problems involving complicated geometry, large 

deflections and inelastic material behavior. In spite of 

these improvements, and because of the complex nature of 

nonlinear structural analysis, it is still desirable to develop 

more efficient formulations and solution procedures in order 

to reduce computational cost and to analyze more complicated 

structural models in a more complex environment. 

The persisting architectural need to cover larger spans 

without intermediate supports and the development and use of 

more economical structural materials have made the buckling 

problem of spatial structure more important. Even though it 

is not allowed in practical structural design to have a design 

load larger than the buckling load, the tracing of the post­

buckling behavior provides useful insighG and helps to 

locate buckling modes and to predict the response of the struc-

ture under unexpect.edly large accidental loads. This study 

is concerned with the postbuckling analysis of elastic space 

frames under static loading. 

I 
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In the past many researchers have engaged in the non­

linear analysis of frame structures. In surveying the litera­

ture, it is noted that the methods which have been adopted 

in deriving the governing nonlinear equations are either 

based on the finite ele@ent concept (40, 46, 47, 48, 50, 51, 

52, 53, 60, 64) or on the use of the so-called beam-column 

approach, or direct consideration of forces (49, 54, 55, 65, 

66, 68). Recently the rapidly increasing advances in finite 

element research have made the method the most powerful tool 

in developing general purpose nonlinear structural analysis 

programs (56). Most finite element techniques for post­

buckling analysis are based on using either the asymptotic 

(perturbation) method or the incremental/iterative (step-by-

step) approach. The former method is an adaptation of Koit­

er's perturbation procedure for the study of the immediate 

postbuckling response and the sensitivity 'of the structure 

to initial imperfections (31, 33, 34, 39). Although many 

papers have been devoted to this method (32, 39-45), very 

few papers (32, 40) have addressed the application of the 

method to framed structures. At this time the conventional 

incremental/iterative method appears to be computationally 

more effective, and it will be employed in this study. 

While many publications have treated nonlinear finite 

element analysis of plane or space frames, relatively few of 

them have included postbuckling analysis. The large number 

of publications on nonlinear analysis of framed structures 
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is, at least partially, due to the fact that various kinematic 

nonlinear formulations can be employed, and that at this time 

it is not clear which formulation is most effective (47). 

For plane frame problems, Wood and Zienkiwicz (51) used the 

total Lagrangian formulation and employed a paralinear iso­

parametric element associated with straight and curved beams. 

A study of nonlinear static, pre- and postbuckling response 

of elastic plane frame using the updated Lagrangian formula­

tion and curved beam elements was presented by Karamanlidis 

et al (52). Bagci (53) used a planar flexural finite element 

for determining the buckling load and the corresponding mode 

vectors. Problems of material nonlinearity for plane frame 

were presented by Bagchi (37) using a beam element with four 

degrees of freedom and allowing transverse shear, while 

Banovec (36) used a mixed type element with three degrees of 

freedom at each end and with n ( n = 1, 2, 3, ... ) internal 

degrees of freedom along the element. For space frames 

Remseth (50) presented a geometrically nonlinear static and 

dynamic analysis employing the total Lagrangian formulation 

and curved beam elements. Bathe and Bolourchi (47) presented 

a large displacement analysis of three dimensional beam struc­

tures using straight beam elements and conventional beam dis­

placement functions. For the postbuckling analysis Papadra­

kakis (60) applied two vector iteration methods, dynamic 

relaxation and first order conjugate gradient, to the investi­

gation of the large deflection behavior of elastic spatial 



structures. While most: authors have dealt with geometric 

nonlinearities for space frames, Uzgider (38) analyzed the 

inelastic response of space frames to dynamic loads under 

the assumption of small displacements. Argyris et al (64) 

proposed a finite element analysis procedure for large 

deformations in arbitrary three-dimensional elasto-plastic 

frames by employing the: so-called natural formulation (30) 

which seems to be effe(.!tive in the provision of numerical 

solutions for a broad c~ass of nonlinear problems. 

4 

Because of the complex nature of nonlinear structural 

problems, various simplifying assumptions are imposed on the 

magnitude of deformations, rotations and strains, the ~aterial 

properties, the type ofl loadings, etc., which limits the prac­

tical usage of the solution method developed. Also the limi­

tations on computer harpware resources restrict the size of 

the problem and the effectiveness of the solution schemes 

implemented. This research aims to develop a nonlinear finite 

element program compatible with a mini-computer/array proces­

sor system and applicable to a large variety of spatial frame 

structures with few res~rictionson geometry and problem sizes, 

and to investigate the postbuckling behavior of these struc­

tures. 

By considering large displacements, large rotations, and 

small strains, only geometric nonlinearities are taken into 

account. However, provided with proper constitutive material 

laws and time integration schemes, it may be extended to 
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include material nonlinearities and dynamic loadings. The 

beam element and the finite element formulation employed here 

are rather conventional, but special emphasis is placed on 

the selection of efficient linear and nonlinear solution 

techniques to trace out the complete solution path, including 

the postbuckling range, and the design of software to handle 

large problems efficiently by introducing a hypermatrix 

scheme, vectorization, and potential use of an array proces­

sor attached to a host mini-computer. Accordingly, this 

study should constitute a solid basis for the investigation 

of the postbuckling behavior of various structures and for 

the development of a general purpose nonlinear finite element 

package. 



CHAPTER 2 

FINITE ELEMENT FORr.1ULATIONS 

For a large displacement formulation of describing the 

motion of a structural body, essentially two distinct approach-

es exist, namely the Lagrangian material) description in 

which the initial configuration is taken as the reference 

state, and the Eulerian ( spatial) description, in which 

the final deformed configuration is taken as a moving refer­

ence state. Computationally an Eulerian formulation is 

strictly an updated Lagrangian approach where the initial 

position becomes the current equilibrium state prior to some 

incremental change (51). Therefore, the formulations are 

termed total Lagrangian and updated Lagrangian formulations. 

Under consistent material laws, both formulations are theore­

tically equivalent because they use the same equilibrium 

principles. Therefore the choice between the formulations 

depends on the relative ease of application and efficiency 

of the formulations. 

Even though the total Lagrangian formulation has success­

fully been used for both geometrical and material nonlineari­

ties while the updated Lagrangian formulation has been less 

successful until recent years, it is now recognized that the 

updated formulation often presents more simplicity than the 

total formulation, especially for large displacement-small 

6 
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strain problems (3, 47, 52, 67). In this study convected 

(or moving) coordinates attached to beam elements are employed 

and all of the static and kinematic variables are referred to 

an updated configuration in each load step. 

(1) Incremental Equilibrium Equation of Continua 

Let us consider the motion of a body in a moving Carte-

sian co-ordinate system, as shown in Figure 2.1. Now, we 

want to evaluate the equilibrium positions of the body at the 

discrete time points to' tl' t2' .... Assume that the solution 

for the kinematic and static variables for time steps in the 

range of time to to time t have been reached. It is now 

required to solve for the unknown variables in the configura-

tion at time t + .:\ t. The static equilibrium and incremental 

equations at time t + A t can be derived from the principle 

of virtual work (1, 3, 50, 68, 69). Corresponding to the 

virtual variation 6uk in the current displacement components 

t+4
t Uk , the total external virtual work expression due to the 

-t: +.ot 1:: 
body forces with components rk and surface tractions with 

tt<ltr components k is 

(2.1) 

where V, f and A .are the volume, mass density and surface 

area respectively, and the left superscript t+.A t indicates 



Figure 2.1. 

( t I, J i::r2 J !:X~) 
( tol, J to12. tol~) 

:1 1 1 
(.tI, , :tXt, ±1~) 

(tI" tl~, tI~) 

t+4i11 = toll + t+.1tUi 

~---I~1, 

Motion of a body 

8 
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the quantities in the configuration at the current time t+ At. 

The internal virtual work expression is 

= (2.2) 

where 'ij is the Cartesian components of the Cauchy (true or 

Euler) stress tensor referred to the current configuration 

and Seij is the variations in the Cartesian components of 

Cauchy's infinitesimal strain tensor referred to the current 

configuration (3, 67). Combined with Equations (2.1) and 

(2.2), the requirement of SWi = SWe yields the incremental 

equilibrium equation 

(2.3) 

In the preceding equations and the equations to follow the 

Einstein's summation convention of tensor notation (72) is 

adopted. 

To solve Equation (2.3) for the current unknown configu-

ration at time t+ At, all of the variables referred to the 

current configuration should be changed to the variables re-

ferred to a previously known configuration. In the updated 

Lagrangian formulation, all of the variables are referred to 

the configuration at time t. Then Equation (2.3) is trans-

formed to 
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(2.4) 

where i: +4t r .. 
t;:)'J = Cartesian components of the 2nd Piola-Kirch-

hoff stress tensor corresponding to the configuration at time 

C" t.'T4t C 
t+ ~ t but measured in the configuration at time t, and 0 t. c.;j 

= variations in the Cartesian components of the Green strain 

tensor in the configuration at time t+ ~ t and referred to the 

configuration at time t. The left superscript t denotes the 

quantitites in the configuration at time t, and the left sub-

script t denotes the quantities measured in the coordinate 

axes at time t. The stress and strain tensors are defined as 

and 

i+.At S .. = 
t 'J (2.5) 

(2.6) 

tut U.. t+" / t 
t 1,1 = a "'~Ui a Xj • 

and the displacements u. are measured from the configuration 
l 

at time t (5,68). 



Since the stresses tt4ts .. 
t 'J and strains i-t4t c .. 

t. c....J 
are 

unknown, for solution the following incremental decomposi-

tions are employed. 

and 

t+,At c .. 
t Col) = 

By noting that 

and (2.8) become 

and 

t TAtC .. 

telJ 

= 

= 

(2.7) 

(2. 8) 

and tE -
'to ij = 0 , Equations (2.7) 

+ tSij (2.9) 

(2.10 ) 

11 

Since the displacements at time t and referred to the coordi-

nate axes at time t, tUj ,are zero, the displacements at 

time t+ 4t, t+AtUi , are reduced to 
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(2.11 ) 

Therefore, Equations (2.6), (2.10) and (2.11) yield 

(2.12 ) 

Equivalently 

::. (2. 13) 

where 

= .L ( U.. + .' ) 2 t "J t U).I (2.14 ) 

and 

= (2.15 ) 

With the constitutive tensor tC~~s ,the incremental 

2nd Piola-Kirchhoff stresses and the incremental Green strains 

are related as 

= (2.16 ) 



13 

From Equation (2.10), 

C" t+.st ~ = r c: 
o t'-ij Otc;.ij (2.17) 

substituting Equations (2.9), (2.13), (2.16), and (2.]7) 

into Equation (2.4) gives 

where 

tv t Cijrs tCrs Stf. ij +'dv + ~tv trij 6 t "Iij t dV 

= ~We - f +'7iJ· S teij tdv 
tv 

(2.18) 

(2.19 ) 

This Equation (2.19) is nonlinear in the incremental 

displacements Uj , and can be linearized by using the approx-

imations 

(2.20) 

and 

~1: e·· I) 
(2.21) 

Now, the approximate linear incremental equilibrium equation 
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to be solved is 

f'tv tCijrS ters dtei/dv + L.
v 
tZij ~tll i/~V 

=. 6"We - ( -t I .. ot.e.·:t dv 
)tv IJ ') 

(2.22) 

(2) Beam Element 

As shown in Figure 2.2, a conventional three-dimensional 

prismatic beam element which has two nodes with 6 degrees of 

freedom per node is used in this study. The element is 

assumed to be straight and of constant rectangular cross-

section in the undeformed state. The element can transmit 

an axial force, two shear forces, two bending moments, and a 

torque. 

It is assumed that plane cross-sections of the beam ele-

ment remain plane during deformation, and perpendicular to 

the centroidal axis. Thus the effect of shear is neglected. 

The element can undergo large deflections and large rotations, 

but small strains are assumed. Therefore changes in the 

cross-sectional area and the length of the beam element dur-

ing deformation are negligibly small. 

The three principal moment of inertia axes of the beam 

element define the local co-ordinate system, p, q, r as in 

Figure 2.2. The two end nodes of the beam element and a 

reference node in the p-q plane are used in these local axes. 

In the development that follows, a bar over a character indi-

cates that the corresponding quantity is defined locally. 
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L 

1:2----

Figure 2.2. Three-dimensional beam element 
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(3) Interpolation Functions 

In finite element analys~.s the equilibrium equations in 

incremental displacements are discretized by employing appro­

priate displacement interpolatio~ functions. For a beam of 

constant cross-section in sma~l displabement analysis it is 

conventional to use cubic Her~itian in~erpolation functions 

for the transverse bending di~placemen~s, and linear inter­

polation functions for the to~sional and longitudinal dis­

placements (47). By introduc~.ng the moving convected co-or­

dinate system and referring tbe interpblation functions to 

the coordinate axes, we can en,lploy thel same functions for our 

case, namely large displacements. 

Figure 2.3 shows the lin~ar ~nd cubic Hermitian inter­

polation functions. In the l~near interpolation 

f()() = N,(X)f(X,) + N~(x)f()(,J (-2.23) 

N d X) = ( X). - X ) / (X,2 ""I' X , ) 

and 

N.4 (x) -::. (X - X I ) / (X~ "'I" X I ) 

The cubic Hermitian interpola4ion function is expressed as 

4,70). 

(2.24) 
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Figure 2.3. 

17 

fell = NI (Ilf ell) T Nzu:)f'(XI) + N5 cllf Clt)+N4ClJf'c12) 

'L 

CUBIc.. HERMITIAN 

Linear and cubic Hermitian interpolation 

functions 



where 

N,(lC) = 

Nl.(x) = 

Na (x) = 

and 

( I + 1. x ·-x ) ( x. - X )l 
X.l. -x'. X .. -X. 

(X -X,) (X. .. -x)~ 

( I 

(X.a. - X.)~ 

+ 1. X~ - X ) ( X - X! r 
X.-x. X.I.-X, 

(X-XI)~(X~-X) 

(X~ _X.).l. 

Now, the incremental displacement field in the beam 

element are interpolated as a function of the incremental 

nodal point displacement components, i.e., 

(2.25) 

where the N~ are the interpolation functions corresponding 

to the local axes Xi at time t, and the Uk are the nodal 

point displacement increments measured in the local axes at 

tir:le t. The interpolation functions are 

N' == 1. 
I L 

N~ ::: 
6p9 - 6p""l 

L.1, L3 

N~ = 6pr- 6~r --L.I. L3 

N~ = 0 

N~ = r- 4pt" + 
3 p~r 

L L.l, 

18 



::: -'1 + 4 PC\ _ 
L 

= 1. 
L 
_ 6 P'1 + 6p~q 

L~ La = 

.€l!: + 6p"'r 
L~ L3 

:: 

:. 0 
= £.e! + 3 p"r 

L L· 

= ~ P't 3 p:L'I 
L L.l. 

= 0 N~ 
N~ = \- ~ 2p~ 

L.1. + L3 

= 

= 

= 

= 

= 

0 

-r + pr 
L 

o 
_ .lp" 

P L 

o 
3p'" ~ 

L.1. - L3 

N
~ 

'I =. 0 
::: _ Pr 

T 
N~ ::; 0 

- - p~ p~ 
L 

+­L.l. 

\' ~ 3 ,V I - N~ = 0 

N 
s .2. D~ 
i" - -p + -y-

19 

(2.26) 
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N~ = N~ = N~ = 0 

N~ ::. .2L ~ 
<! L~ L3 

:I P9 N,o :: 
L 

N~ ::. 
p:l. 

- p:l 
L L~ 

N~ ::. 0 

where L is the length of the beam element, and the coordinates 

p, q, and r are defined as in Figure 2.2. 

(4) Strain-displacement Transformation Matrix 

From Equation (2.25), we get 

Ui,j ::. 
I, '-k 
L N~. U 

'J J = I, 2, 3 (2.27) 

where Ui,j = () iIi / ax; By using Equation 

(2.12), for a beam element referred to the local coordinate 

axes at time t, we get the following expressions for the 

incremental strains. 

Ell ::. UI,I 
I [ - ~ (- l. + 2: (U.,.) + UJ.,') + ( U3,If" 1 (2.28) 

E.2. = 1 [ - - J "2 U',l t U1,I + ~ [ U.,. U •. .l. + U3•1 U3,J.] (2.29) 

E'3 ::. '[- -] 2: U,,~ + U;l,1 + ~ [ lC;. UI" t U 1,' "lL .. :)] (2.30) 



Thus, the linear portion of the strains decomposed as 

in Equation (2.13) becomes 

(2.31) 

(2.32) 

(2.33) 

By taking the strain vector {12 J defined as 

(2.34) 

we have the equation 

(2.35) 

where [BL] is the 3 x 12 linear strain-displacement trans­

formation matrix and {li} is the incremental nodal point 

displacement vector. From Equation (2.27) with Equatj.ons 

(2.31) to (2.34), we get 

N.:, • Nl .• 
I 

Nil,' 

[ BL.J :: (N,~3. ? N~,) (N~,l + N~,,) (N.~,l + N~) (2.36) 

( N':3 + NI~l) ( N;/~ + N~.) ..... (N,~,3 + N'~'l) 

21 
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The evaluation of the linear strain-displacement transforma-

tion matrix is performed by using Equation (2.26), and is 

listed in Table 2.1. 

As presented in (71), from Equations (2.13), (2.28), 

(2.29) and (2.30) we can express the nonlinear portion of the 

incremental strains as 

= 

or 
= 

o 
o 

o 
o 

[A] ld} 

o UI,I 

o 0 

o 0 

UI,I 

U ... ,I 
Ua,l 

Ul,l. 

U:l,l. 
UI,~ 
Ul.,~ 

(2.37) 

(2.38) 

where J;;; IT:: [;nIl ] 
1. "l f "' 2 ~11. 2 ~13 Again, by using Equation (2.27) 

the vector !~l can be related to the nodal incremental dis~ 

placements as 

(2.39) 

where we have for the nonlinear strain-displacement trans-

formation matrix BN. 

N,I,I N~" 
I 

N3" 

, 
N,~,. 

N~, 
l. 

N~" N7J.,1 N"". . ...... 

N:'. N~,. N~" 
., . . . . . NIJ.,. (2.40) 

[BN] ::: N;,~ N~'4 
, N: .. ,:l. N},::J. . .. ... 

NL. N~,J. N!,~ ...... N~",/:L 

N:,3 N~.3 N~Ja ......... NI'l.,3 

N~'3 N~'3 N~,3 ........ N~/a 



1 
-E 

[Sr.] = 0 

0 

Table 2.1. Linear strain-displacement transformation matrix 

(~-~) (~_li~r) 0 (_ 4r +~) (~-~) 1 (-~+~) (- ~ + lirr) 0 (_ 2r +~) (~-%l) 
D L L D L I; E D D L D L IJ 

0 0 r 
0 0 0 0 0 

r 
0 0 E -E 

0 0 _9. 0 0 0 0 0 9. 0 0 L L 

N 
W 



The elements in the nonlinear strain-displacement transfor-

mation matrix are listed in Table 2.2. 

From Equation (2.13) the variations of the incremental 

strains a:!:"e 

= ce .. + 6n .. o IJ (oJ 
(2.41) 

For the beam element Equation (2.35) gives 

(2.42) 

where ISu} is the variation of the incremental nodal point 

displacement vector. From Equation (2.38) we have 

:::: [ & A] { eX J + [A] { SeX J (2.43) 

Here, an interesting property of the matrix (A] and the 

vector {~} is observed, i.e., 

ZOU", 

[

1(,,-

[SAHe<} = ~ o 
o 

~ S G~" 0 0 0 0] 
o SU.,I aUa,1 0 0 

o 0 0 OU,.I OUZ.I 

I - I - 1-
'2 UI" '2 UZ,I 2 UaJI o 0 

= u .. ~ 0 U3,2. o 0 

U"l U.l,l 0 o 0 

ii 1,1 

U.1" 
U3.1 
UI,.1. 

Ui .... 
QI.~ 
U.1..:l 

SU, .• 
Si:L .. , 
SU3,I 
S Lt •• :&. 

80",.1 
o til,3 
8 Ul,3 

(2.44) 

24 



Table 2.2. Nonlinear strain-displacement transformation matrix 

N 
Ul 
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or 

CoAl {oC} = [H ] {Sc<} (2.45) 

where 

I-
2'U.,1 

I - 1-
2. U",I i U3,I 0 0 0 0 

[H) =: [10,2 0 Ua,.). 0 0 o 0 
(2.46) 

U,.~ Ul,3 0 0 0 0 0 

Thus, Equation (2.43) becomes 

{S~} :: ( [ H J + [A]) {be<} (2.47) 

or 

{bit :: [ G J { Oe<} (2.48) 

where 

[G] = [H1 + [A J 

U.,. U1,1 U~" 0 0 0 0 

1 = U.,.l. 0 U3,1 U.,I U3,. 0 0 
(2.49) 

U,,3 U~,3 0 0 0 U.,. U2.,. 

From Equation (2.39), we have 

f 80d :: [ BN ] {S u I (2.50) 

Finally, substituting Equation (2.50) into Equation (2.48) 

gives 

(2.51) 
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(5) Stresses and Stress-strain Relationship 

For the beam element considered, three stress components, 

an axial stress (o-p ) and two shear stresses (7rq and 7pr ), 

exist. The Cauchy stress vector at time t is defined as 

{ 7f -= [ III (,:I. Zl3 ] :. ( o-p C:p~ trr ] (2.52 ) 

and the Cauchy stress matrix at time t (derived later) is 

7 .. 0 0 7,,, 0 :Z,~ 0 

0 III 0 0 0 0 :Z:I~ 

0 0 'I" 0 ?I:I. 0 0 
[~] = 1'1J. 0 0 0 a 0 0 

0 0 T,l. a 0 0 0 (2.53) 

Zii 0 0 0 0 0 0 

0 7.a 0 0 0 0 0 

Applying the generalized Hooke's law to the beam element 

we have the relationship between the incremental stresses 

and the incremental strains, referred to the coordinate axes 

a t time t, i. e . 

Is1 = [C] {E} (2.54) 

where Is} and fE} are the incremental stress and strain vec-

tors, and [C] is the incremental stress-strain material pro-

perty matrix. The [ CJ is expressed as 

[ 
E 0 0 

1 
[C] = 0 (1 0 (2.55) 

0 0 G 
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or 

E 0 0 

[C] = 0 
E 

0 2(1+))) 

E (2.56) 
0 0 2(1+») 

where E = Young's modulus, 

G = shear modulus, 

and = Poisson's ratio. 

(6) Incremental Equilibrium Equations of Beam Element 

Now we have to construct the finite element formulation 

equivalent to the incremental equilibrium equation, Equation 

(2.22) , 

(2.57) 

where 

(2.58) 

For a beam element, with the notations defined before, 

the first and last terms of Equation (2.57) are transformed 

easily as 

.f. -to Cjrs te ... s & t eij t dv 
tv = t~uf(~)Bl.f[C][BL1dv){Q} , (2.59) 
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and 

(2.60) 

By using Equation (2.51) I the second term of Equation 

(2.57) becomes 

(2.61) 

From Equations (2.49) and (2.52) , 

U"I U"l. U,/~ 

Ul." 0 U ... ,? 

Ui " ai, 1- 0 r'} [qfl9:} = 0 ii.,. 0 (I:l. 

0 U3" 0 7'3 
0 0 EL" 
0 0 U~/I 

71\ 0 0 til. 0 i'i 0 U." 

0 =til 0 0 0 0 ria UJ.,I 

0 0 ::ell 0 =t,~ 0 0 U~'I 

= !':I. 0 0 0 0 0 0 u,,~ (2.67) 

0 0 !'l. 0 0 0 0 Ch,lo 

'Z,i 0 0 0 0 0 0 u.,,3 

0 1.l 0 0 0 0 0 Uloo ,,, 

or 

[Gff7} = [t] {o(} 
(2.68) 
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substituting Equations (2.68) and (2.39) into Equation (2.61) 

yields 

(2.69) 

The external virtual work expression is transformed in 

the usual way (71) as 

(2.70) 

where {Rl is the vector of externally applied element nodal 

loads at time t+ 4 t. 

Thus, Equation (2.57) becomes 

{OUr (L[BLt[C] [BL] dv){ a 1 + t buf( rJB,l[t) [BNl dv) til} 

= {8urtR} - {8u(Sv[BL.f{1:} dv 
(2.80) 

Now, Equation (2.80) yields the incremental force equilibrium 

equations 

(}v [B~f[ C] [BL] dv +)v [BNfr.iJ [BN] dV) {u} 

= t R J - J [ BL f { I t d V v 
(2.81) 

Equivalently Equation (2.81) can be expressed as 

(2.82) 
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where 
( KL] L (Bl-f[C] [81-] dv (2.83) = 

( KN J :. 5" [BNJ' [ =t] [B ~a cl V (2.84) , 

and if} -= L [B L f { :Z} (2.85) 

Furthermore, by denoting 

(2.86) 

and {~R} = {R} - {F} (2.87) 

Equation (2.82) is reduced to 

(2.88) 

where [K] is termed as the incremental (tangential) stiffness 

matrix, and {AR} is termed as the residual (out-of-balance) 

force vector. The matrices and [KIIJ are 

called the linear and nonlinear strain incremental stiff-

ness matrices. 

(7) Incremental Stiffness Matrices 

The use of Table 2.1 and Equation (2.56) and the 

integration over the beam element in Equation (2.83) gives 



Table 2.3. Linear strain incremental stiffness matrix of beam element 

AE 
0 0 L 0 0 0 AE 

0 0 -L 0 0 0 

0 
12El, 

0 0 0 6El, 
0 12El, 

0 0 0 
6El, r;r- L" - r;r- 1:4 

0 0 12El .. 
0 6El~ 

0 0 0 12Eh 
0 tEl. 0 r;r - -v - r:.- -IT 

0 0 0 
G(l, + h) G(ll+l,) 

L 0 0 0 0 0 L 0 0 

0 0 6El~ 
0 4E1:.. 

0 0 0 6El .. 
0 2El, 

0 - -v r:- -v r:-

0 
6El, 

0 0 0 4El. 
0 

6El, 
0 0 0 ~ 1:4 r:- -~ L 

[Kd = 1_ AE 
0 0 0 0 0 AE 

0 0 0 0 0 L L 

0 
12El, 

0 0 0 6El. 
0 

12El, 
0 0 0 

6El, - r;-r --V r:-a --g 

0 0 12El. 
6El .. 12El. ~ - r;r- 0 0 0 0 0 0 LX" r;r L 

0 0 0 
G(l, + I,) 

G(ll+ l~) L 0 0 0 0 0 
L 

0 0 

0 0 6El, 
0 2El& 0 0 0 6Eh ·0 4El. 0 - IT r:- L" L 

6El, 2El, 6El, 4El, 
0 L'I' 0 0 0 L 0 -I;i" 0 0 0 L 

where I, 
BH3 

Iz. = 
rfu 

E 12 12 , = Young's modulus, G shear modulus, and A, B, H and 

L are defined as shown in Figure 2.2. 
w 
IV 



the evaluation of the linear strain incremental stiffness 

matrix in closed form as listed in Table 2.3. 

By using Table 2.2 and Equation (2.53), the nonlinear 

strain incremental stiffness matrix expression in Equation 

(2.84) is simplified as the following: 

KN ( I, I) = Iv (SUI) (0',)( BLlI) clv 

KN ( I, 2.) = LCBLlI) {(O'.) (BLl2.) -((t)(BN21)} dv 

Ku ( 1,3) - L ( BLlI)fCO\) (BLl3) -(0'3) (BN2.1')} dv 

K» ( I, 4) - 0 

KN ( I, S') - {v (SUI) {e 0'.) (BUS') ;- (0';)(BN2.6)} dv 

KH ( I, 6) = L (BUI) 1(0'.) (BLl6) -((J'4)(BN2.6)} &1/ 

KN( I, 7) = -L (BLI \) ((t, ) ( B L/l) cl V 

~( I,~)-= -L (BLlI) ~(~) (BLll.) -(h)(BN22)} dv 

KH ( \,9) = - fv (BLlI) {(O';) (BLl3) -(~)(Bl\\22)} dv 

KN ( 1,10) - 0 

33 
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KN ( I,ll) = f/BLID U~.)( BUll) +(~)(BN'2.I'2.)} dv 

KN ( 1.12) - ((BUI) [CO,)(BlIl2.) -( ~)(BN2.12)} ~V -

KN( l, Z) = rv~ BLlZH (cr,) ( BLI 1.) - 2 (0';) (BN ??.)} 

+ (BN2Z.)(~)(BN22')] dv 

K/II(2.,3) - fv (Bl.I2.) {C<r.)(BLl3) - (G'3)(BN22.)} 

- (BN2.2) (0l)(BLl3)] dv 

KN((.,4) -= L (BN22.) {«rl )( BL24) - (03) (BN5"4) 1 dv 

Ri2.,5) - }v((BL\.l.)i(~)(BLI') + (~)(BN?'6)} 

- (BN22) (0:,) (BUS)] dv 

KN (l, 6) - ) v [c BL 12.) 1 (0'. ) ( BLl6) - (a:) (BN 26) } 

+ (BN22) Ul,) ( BN2.6) - (BN22.)(~) (BLI6) ] dv 

KN(Z,7) - - \v(BLlI) iC(J,) ( BLll) -(0".l.)(BN22)} clv 

KN ('2., ca) = - 5 v (( BLl2) 1 ( (1'-1 ) (BLl2) - 2 ((t ) ( BN 22.) } 

-+ (BN22)(a;) (BN2'2.)] dv 
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KN(l,q) = -)V [( BlIlH (0; )(BU3) - (a; )(BNZI)} 

+ (BNl2)((J.1)(BLl3)] clv 

KN (Z,ID) = -fvCBN22.) {UJ,)(SL2.4-) + (~)(BNS"IO)}dV 

KN( " II) = fv [(BLll) ieer.) (BLlII) + CGa)(BN2.I2.)} 

- ( BN 22,) (a:) ( BUll)] d V 

Kw(2,12) = lv [( BLlZ) l ca~ )cBLI l2) - (It) (BN212)} 

+ (SN22.) i (~)( BN212.) -((J1.)(BL\12)}] dv 

Ki3,3) = fv [( BLl3) icO",) (BLl3) - 2( U'?)(BN2.2)} 

+ (BN22)((J.)(BN22.)] dv 

KtI (3,4) :. ~v (BN22.) {C(h)(SL34) +((t)(BN~4)~ clv 

K./3, ,) = f v (( B L 13) ~ ((J/) ( B LI S) + (03 ) ( BN 2. 6 ) J 

- (sIVu)l (0';)(BNl6) +(~)(BLl5)J] dv 

KN(3,6) = fv [(BLl3) i Or. ) (BLl6) - ((t) (BN26)} 

- (BN22) ((Jo)(BLl6)] dv 



KN( 3, 7) = ~y (BLlI) {«(J~)(BN2.2) -(~)(8L13)} clv 

KN(3,8) - fv [CBLl3) {CO'.J(BNaZ) -C~)(BLl2J} 

+ (BN22.) COa)(BLl2») dV 

KN(3, 9) - f v [CBL 13) f ((t)(BNL2) - (O'i) (8113)} 

- (BN22) {OJ: )(BN22) - Co;)(BLl3)}] dv 

KNO,IO) =: -.fv (BN22.) {C(J,HBL34) - C<t)(BN510)} dv 

KN (3,1I) - fv[(BLl3){(~)(BLlII) ;-(~)(BN2.I2.)} 

- CBN2.2.) tC(J. )(BN2.l2.) + ((h.)(BLI\\)}] dv 

KN(3,IZ) =- fv [CBLl3){CG;-)(BLlI2) -(h)(B~2.12)} 

- (SN2Z)( ~)( BLlI2)] dv 

KN(4,4) = ) v [cBL24) { (cr.) (BL2£\.) - 2. (03)( BN54)} 

+ C BL3L\.) ~ (J. )( BL34) + 2(0;) C BN ,4)} ] dv 

KN(4,;) = -fv (BN26) {((J.)(BL34.) + (~)(BN"4)} dv 

KN C4,6) = )v (BN2.6) {(~) (BL2.4) - (0"3)( BNS"4)} dV 
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KN(4,7) = 0 

KN (4} 8) ::. - lv (BN22) {CO'j)(BL24) -(0'3)(BN?4)}dV 

KN(4,9) :: -)v (BN2Z) {C(}I) (BL34) + (O':I.)(BN,4)} dv 

KN(4}1O) = -Jv [(BL24) lCO';HBL2.4.) + (Q;)(SN,IO) -((]':,)(BN54)} 

+ (BL34) {CO; )(BL34) - (O'J(B~5"IO) -t (t)( BN 54)}] dv 

Ktl(4,/1) = -)v(B~212') \CO'I)(BL34) - CQ:)CBN54)} dv 

KN(4,IZ) = }v (BN212.) i(O'j)(BL2.4) - (o;)(BNS"4)} dv 

Kw(",) - fv [CBLI,)lCQ;)(BLl5) -ZC(3)(BN26)} 

+ (BN26)(~)( BN26) J dv 

KN(5,6) = }v(CBLl5){(a;)(BLlG)-((t)(BN2.6)} 

+ (BN26)(0;) (BLl6)] dv 

KN( ,,7) :: - lv CBllI) {(~)(BLl5) + C<l3)(BN26)} dv 

KN(5,8) = -Sv[(BLI')lc~)(BLl2.) -(0':J(BN2.2J} 

+ (BN26) (03) CBU2)] dv 

37 
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KN( ~ ,9) = - jv[(BLl5,)\C~)(BLl3) - ((J?)(BN22')} 

+ (BN26) Uo-3)(BLl3) - (0".)( BN22)}] dv 

KNC"IO) :: Sv C BN2 6) { (0",) (BL34) - (0;. )(BN510)} dv 

KH( 5", \I) = )v [(BLI~) t (0', )(BLlII) + ((h)(BN2\Z)} 

+ CBN26) {(OJ )(BN2IZ) -I- C(fa)(BLlII)} J dv 

RII ( ,,12) = )v [CBLlS") i«(J.)(BLlI2) - (~)(BN2.I'2)} 

;- (BN26)(0'~)(BLlI2.)J dv 

KN(6,6) :: fv (CBLl6) (cO',)(BLl6) - 2(0;.)(SN2.6)} 

+ (BN26) CO;) (BN26)] dv 

KN( 6,7) = -)v (BLI /) lc 0', )( BL I 6) - (0'.1.) ( BN 2. 6)} d V 

KN ( 6,8) == - fv [(BLl6) i Ur, ) (BLl2) - (~)( BN22.) } 

+ CBN26) {COiHBN2.2) - (G;.)(BLl2.)}) dv 

KN( 6,9) = -)v [CBU6) (CO',) (BLl3) -(03)(BN2Z) t 

- (BN26)(G;,)(BLl3)] dv 
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Ku( 6,10) = -)y (BN2.6) (c(f.)(BL2.4) + CQ3HBNS"IO)} dv 

KN(6,1I) = )v [(BLl6)l(0:i)CBLlII) -t ((J3)(BNLll)} 

- (B N 26 ) (O"J (B Llil ) J d V 

KN( 6,12) = L [cBLl6) 1 (O;)(BLlIZ) - (0;)C'SN?12.)} 

+ (BN 2.6) i U1".)( BN2.12) - ((t)(BLlI2.) r ] dv 

Kt/(7,7) = \v (SUI) COi) (BUI) dv 

KN (7,8) = fv (BLlI) lco-.) (BLll) - (().l.HBN22.)} clv 

KN( 7,9) = ) v ( 8L II) { (0-.) C BL 13) - (0"3) ( BN Z 2. )} d V 

KN ( 7,10) = 0 

KN( 1 f II) = -~vCBLlI) !Ca;)(BLlII) + (0'3) (BN212J} dv 

KN (7,12) :: -~v(BLlI) tCCJ;)(BLlI2.)- (0-:1) (BN2.I?J ! dv 

KN ( 8,8) = )v[CBLll) ((O-;)(BLlZ) - Z(Cf;l.)(BN22)} 

+ (BN2Z) ((J.) (BN22) J dv 



KN (8.9) - L (( BLl2) {(~)( BLI~) - (03) (BN22)} 

- (SN22) (CJ;.)(BLl3)] dv 

KN(8.IO) = L (BN22.) Ic(};) (BL24) +(~)(BN5"IO)} dv 

KIJ( 8,11) = -)v [CBLlZ) t(<r.)(BlIll) - (Q'a)(BN2.12)} 

- (BN22) ((t) (BLlII) ] dv 

KN(8 J I2.) = -rv[(BLl2)H~)(BLlI2) +«h)(BN212J} 

+ (BN22.) {(OI ) (BN2.1Z.) - (~)(BLlI2.)}] dv 

K
N
(9,9) ::: fv ((BLI~) {(O';) (B113) - (Q3)(BN2.'2)} 

+ (BN2.2.) \ (0;) (BN22.) - (03)( BLl3)1] clV 

K14 ( 9,10) = } v (BN22.) 1 (O'i) (8L34) - «(j,J( BN5"IO)} dv 

K
N
(9,11) ~ -fv [cBLl3)i CQ.-)(BLlII) - C(3)(BN2.lzJ} 

-(BN22)!COJ)(BN2IZ) +(<l3)CBLIII)!j dv 

40 
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KN ( 9, \2) ::: -JvLCB1I3) l((f.)(BLlI2) - ((h)(BN2.I2.)~ 

-(BN2.2.)(G;)( BLlI2.)] dv 

KilO ,10) ::: ~ V [( BL24){ ((1.)( BL2A) + 2 (~)(BN,IO)} 

+ CBL34)icO';)(BL34) - 2.((t)(BN'IO)r] dv 

KN ( 10, II) - }v (BN212) tCO';)(BL34) - ((t)(BN,IOH dv 

KN( \0 ,12) = -\v (BNlll) ~(<1I)(BL(4) + CQ3)(BN,IO)} clv 

KN(II,II) = L[CBLlII) l(CI,)CBLlII) + 2.(<fa)(BN2.12J} 

+ (BN212.)(~)(BNlI2)1 dv 

KN(II,12) = LCCBLlI') i Co;)(BLlI2) -(Ch)(BN2.12)} 

+(BN212)(~)(BLIC.)] dv 

KN (I2.,12J = ~v [(BUI2) t (~)(BLlI2.) - 2.CG:)(BNll2.)} 

+ ( BN 212. ) (), ) ( B N 2.12 )] d V 



where BL 11 I 
L 

BL 12 = -~ - E.f.i. 
LlI La I 

BL 13 = ~ _ '2p~ 
La La 

I 

BL 15 = _ ...1.r. + 6pr 
L L4 , 

BL 16 = 4'1 6pq 
L 7 I 

BLlll ~ _ 2r + 6py 
L ? 

BL112 = 

BL 24 = 

.£.i 
L 

r 
L , 

-

BL 34 = - .9-
L, 

BN 22 _.€E 
L,). 

6 PC! --r::- , 
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L3 , 

BN 26 1_ 4P +~ 
L La I 

BN212 = - f.e + 
3 p.l. 

L L:!. I 

BN 54 P = 1- -L 

BN510 P 
L 

-
0'. :::. 711 = O'p / 

(/"" = ~f3 = =t P't I 
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(2.89) 
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The nonlinear strain incremental stiffness matrix is symmetric, 

and only the diagonal and upper off-diagonal components are 

listed above. The final evaluation of the nonlinear strain 

incremental stiffness matrix is performed by using an 

appropriate numerical integration scheme which will be 

described later. 

(8 ) Internal Force Vector 

The internal force vector F of Equation (2.85) is 

evaluated by using Table 2.1 and Equation (2.53). The 

simplified form is 

F (1 ) = f v (BL 11) ( err) cl V 

"if (2) = Iv (BL 12) ((r.) dv 

F (3) = ~v(BL 13) (cr.) dv 

F (4 ) = ~ {(BL 24)(0;.)+ (BL 34)(O"a)} dv 
v 

F (5) L (BL 15) ( 0', ) d V 

F (6 ) = fv (BL l6)((Ti)dV 

F (7 ) = - }v (BL 11)(O',)dV 

F (8 ) -l
v

(BL 12) Uri) clv 



F (9) = - f (BL 13) (0".) cl v 
v 

if (11)= ~v (BLlll) ( OJ ) dv 

-F (12)= ~v (BLl12) (0'.) clv 
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where the variables are the same as defined in Equation (2.89). 

The final evaluation is performed by using a numerical inte-

gration scheme. 

(9) Computation of Stresses 

Under the assumption that the stress components correspond 

to the beam element configuration at time t, we get the nodal 

point displacement increments by solving the incremental 

equation, Equation (2.88). Then we compute the corresponding 

strain increments, which yield the stress increments by using 

Equation (2.54). The addition of these stress increments to 

the stress components at time t yields the stress components 

corresponding to the configuration at time t+ ~ t. 

For large displacement analysis, in order to evaluate 

the stress increments accurately the contribution to the 

extension of the beam element due to transverse deflection 

must be taken into account in evaluation of the normal strain 

increment (47). Thus, the strain increments are evaluated by 

using 
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2 ~ B ( - j ( t - -t -.st - ) (" 
C,li = L- I. i,j) U + ell - ell ali (2.90) 

j=2 
jJkI 

where the BL (i,j) are the components of the linear strain­

displacement matrix given in Table 2.1, 8~ is the 

Kronecker delta, and 

= (2.91) 

in which DL is the original length of the beam element, 

and -tL is the length at time t. 

By using Table 2.1 and Equation (2.54) we have the 

following expressions for the stress increments 

(2.92) 

where E = Young's modulus, G = Shear modules, and other 

variables are the same as defined in Equations (2.89) and (2.91). 
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(10) Transformation to Global Coordinates 

To solve for entire structure, the incremental stiffness 

matrix and the internal force vector of each beam element 

evaluated in the moving coor6inate system of the element at 

the current time t should be transformed to a fixed global 

coordinate system. The transformation can be accomplished in 

two steps, transformation from current to initial beam co-

ordinate axes and transformation from initial beam coordinate 

axes to global coordinate axes. 

The global to initial beam element coordinate trans­

formation matrix, denoted by [OT] , is constructed from the 

direction cosines of the beam element coordinate axes with 

respect to the global coordinate axes. With the three global 

coordinates corresponding to two nodal points of the beam 

element and a reference point as shown in Figure 2.2, the 

direction cosines are easily computed. 

The initial to current beam element coordinate transfor-

mation matrix, denoted by [fJ, is evaluated using Euler angles 

which define the rotations of the beam. (47). These angles 

are shown in Figure 2.4. In the figure 

0( = rotation of coordinate axes about t)~ axis 

( t.,X. I t};r. , t.><3 ) to (D. I taX;!. I r ) 

fJ = rotation of coordinate axes about r axis 

to 
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Figure 2.4. Rotation of beam element coordinate axes 



Y = rotation of coordinate axes about p axis, 

and the plane PI is perpendicular to the plane P2 while the 

plane P3 is perpendicular to p axis. 

First, the relative translational displacements of node 

1 and 2 (I and J in Figure 2.4) measured in the initial beam 

coordinate system are evaluated as 

= (i=1,2,3, sum on j=1,2,3) 

where the tu k are the element nodal point displacements 

measured in the global coordinate system, and the .oTU are 

components of the matrix LOT] which transfo:rms the global 
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nodal point displacements to the element local axes at time to. 

Then the components of the matrix [Xl are derived from the 

direction cosines of the axes tXj (i=1,2,3) with respect to 

(i=l,2,3). We begin with evaluating the 

-d transformation matrix (!] due to the relative displacements 

of nodes J and I whose components are the direction cosines 

of the axes p, q,r wi th respect to toXj (i=l,2,3). These 

components are 

= 
[

COS 0( cosp 

-cosO( sin~ 

- SIn 0( 

sin ~ 

cos ~ 

o 

sin 0< cos(3 ] 

-slt\~ siY\~ 

c.os ()( 
(2.93) 

where the angle 0( represents the rotation about the negative 

~x~ axis, and the angle p represents the rotation about 
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,... 
the positive r direction. With the initial length of the 

beam element °L, 

°L 
-I 

cos 0{ = + to Un (2.94) 
r J, 

and 
-~ 

sin (3 = to Un 
tL 

(2.95) 

where I J I = {eL + -I" -3. I/a 
to Un) + (t. Un) J (2.96) 

and the length of the beam element at time t 

= { 
- 1. (_.l.).1 } I/a 

( Il,) + to Un (2.97) 

Next, consider the transformation matrix [!Q] that takes 

into account the axial rotation of the beam element. The 

components of the matrix [ TQ] are the direction cosines between --
t Xi (i = 1,2,3) and the '" 

,., ,.. 
They are evaluated as p, q, r axes. 

[ 0 

si~Y ] [jQ] = 0 cos r (2.98) 

0 -sin r COSY 

where Y is the rigid body rotation of the beam element about 

p - axis at time t. This angle is calculated using the 

increment 

il, = ~ f U 4 + U 10 } 
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(2.99) 

where are the current incremental nodal point dis-

placements measured in the initial beam element coordinate 

axes. 

Wl.' th h ' l- d 1 t e matrl.ces I 

current beam element coordinate transformation matrix is 

evaluated by using 

(2.100) 

Finally the matrix [T] which transforms the global 
N 

coordinate axes to the current beam element axes becomes 

l:E] = (2.101) 

For the beam element having twelve degrees of freedom 

as shown in Figure 2.2, the transformation matrix [T] that 

relates displacements measured in the global coordinate system 

to displacements measured in current beam element coordinate 

system can be constructed in the form 

t!l [Q] [91 [Ql 
( T ) [Q J [1:J [2] [91 

[ Q1 [ Q 1 [!J (9] (2.102) 

[9] [9] [Q] ['£] 
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where [I] is the 3 x 3 matrix defined above, and [Ql is 

the 3 x 3 matrix whose components are zeros. The matrix [T ] 

is symmetric and orthogonal, which gives the property 

(2.103) 

Now the incremental equation for a beam element ex­

pressed in the beam element coordinate system at time t, 

Equation(2.88) can be expressed in the global coordinate 

system as 

(2.104) 

where [K] = [Tf (Rl [T] (2.105) 

(2.106) 

(2.107) 

The contributions of each beam element for the [Kl, lui 

and i~R}are assembled in the usual manner (71, 73, 74) to 

yield the incremental equation for the entire structural 

model 

(2.108) 



The subscript T indicates the expression is for the entire 

structural model. Now our task is to solve Equation (2.108) 

by employing appropriate solution techniques. From now on, 

for simplicity the expressions in Equation (2.108) will be 

used without the subscript T. Thus Equation (2.108) will be 

equivalent to 
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(2.109) 

however, Equation (2.109) is different from Equation (2.104). 



CHAPTER 3 

SOLUTION SCHEMES 

Most solution procedures for nonlinear finite element 

equations can be classified as either step-by-step or iterative. 

Both procedures have been widely used and frequently they are 

employed at the same time. Even though many different kinds 

of nonlinear solution techniques such as Newton-like, con­

jugate gradient (21, 60), static perturbation (41, 45), 

dynamic relaxation (58, 60) methods have been used success­

fully for many different structural problems, Newton-like 

methods seem to be most popular (9). 

In geometrically nonlinear analysis, Newton-Raphson 

method has proved itself as one of the best methods of solution 

available, particularly for large displacement and stability 

analysis (1). To reduce the amount of computational effort, 

many analysts use a modified Newton-Raphson procedure wherein 

the coefficient matrix is held constant for several iterations 

and is updated only when the rate of convergence begins to 

deteriorate. Also to accelerate the convergence rate of the 

modified Newton-Raphson method, various iterative schemes 

have been introduced (2, 15, 16, 17, 19, 24). Furthermore, 

to replace the costly evaluation of the effective stiffness 

matrix by some economically obtained approximations, various 

quasi-Newton and secant Newton methods (6, 11, 12, 13, 14, 

26, 57) have been developed. Recently an application of the 
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Lanczos algorithm to the Newton-Raphsop method:has been 

presented (63). In addition, various schemes t:hat introduce 

constraint equations in load-displacement space at each in­

cremental step have been developed mainly in order to 

effectively pass the limit points of the solution path 

(10, 25, 52, 59, 61, 62). 

In postbuckling'analysis it is required t~ find a 

solution technique which is not only efficient! but also 

effective in passing the limit points. 

(1) Incremental/Iterative Solution Prpcedure 
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In general, a nonlinear finite e~ement an~lysis is 

accomplished most effectively by using' an incr~mental formula­

~ion as described in Chapter 2. The relevant variables are 

updated incrementally at successive lqad or time steps in 

order to trace out the complete soluti,.on path. I 

By introducing the new notation (AD} for {u} in 

order to indicate that they are incremental quantities, the 

governing incremental equations of th~ discret~zed model, 

Equation (2.109), can be expressed in the form 

(3.1) 

or 

(K J (ADj = i R ~ - {S J (3.2) 

where [Kl is the incremental or tange~t stiffness matrix 

corresponding to the configuration of the system at the current 
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load level; {AD} is the vector of nodal point incremental 

displacements; {R} is the vector of externally applied nodal 

point loads; and {S} is the vector of nodal point forces 

equivalent to the internal stresses at the given load level. 

For nodal equilibrium the residual forces lAR\ must vanish. 

However, since an approximate solution is used, the tAR) 

vector is nonzero. Therefore, in most cases, to ensure 

sufficiently accurate solutions, equilibrium iterations are 

performed for each load step. 

By employing the well known Newton-Raphson method as a 

representative solution scheme, the iterative solution procedure 

(Steps 4, 5, 6 and 7 in Figure 3.1) may be more accurately 

described by the equations: 

[ K J. {AD}. 
I .t-' = {R ~ ( 3 • 3) 

(3.4) 

where(K]i and{S}i are based on the current displacements tD~i 

and (KJi, {S); and {D.li are updated after each cycle. Therefore, 

each iterative cycle involves the assembly and factorization 

of the tangent stiffness matrix, the computation of the 

residual forces, and the solution of a system of linear 

algebraic equations to find the displacement increments. 

After convergence at a given load level, external loads are 

estimated again to find the new equilibrium configuration. 
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1 DATA INPUT 
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2 NODAL LOADS 
calculate equivalent nodal loads 
due to representative loading 
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No 
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Figure 3.1. General flow-chart of nonlinear finite element 

structural analysis 
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Figure 3.1 is a general flow-chart that illustrates the basic 

computational scheme. 

(2) Solution Schemes for tracing Postbuckling Path 

While the Newton-Raphson method is a powerful iterative 

solution technique, it has two important short-comings. 

a) inefficiencies associated with update requirements; 

and 

b) convergence difficulties or failures in the 

neighborhood of limit points. 

To improve the first problem many schemes, including 

quasi-Newton methods, have been developed. 

In the past, several schemes have been suggested to over-

come the second problem. The most popular procedures can be 

categorized as 

a) introduction of fictious springs to make the tangent 

stiffness matrix positive definite (76), 

b) use of displacement increments (75), 

c) suppression of equilibrium iterations in the neighbor-

hood of the critical point (15, 16, 17), and 

d) use of constraints to control successive dependent 

iteration excursions (10, 25, 52, 59, 61, 62). 

A possible load-displacement curve in postbuckling 

analysis is shown in Figure 3.2. It includes "snap-through" 

and "snap-back" , and two horizontal limit points A and D and 

two vertical limit points Band C. The load incrementation 

at point A will yield a jump to point AT while the displace-
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ment incrementation at point B will produce a jump to point B' . 

In solution of practical problem, an algorithm for tracing the 

complete deformation pa~h shpuld satisfy the following require­

ments (52). 

a) The method should not fail in the case of load­

displacement curves having vertical tangents, 

b) The method should bel capable of detecting a bifurcation 

point to trace the secon,d equilibrium path, 

c) The symmetry and, banped nature of the tangent stiff­

ness matrix should be preserNed, and 

d) The load steps should be varied automatically according 

to the local curvature af the load-deflection curve. 

The most important disadvantages of the fictious spring 

scheme are the trial an~ errbr often involved in the selection 

of the appropriate sprin,gs and the inadequateness in appli­

cation to structures with local buckling or bifurcation 

problems. The displace~ent bontrol method fails at the 

points of vertical tangents,1 and without some knowledge of the 

failure mode it is hard to select the appropriate displace­

ment variables. The met.hod of suppressing equilibrium 

iterations is mainly due to ~ergan et al. They use the so 

called "current stiffness pa~ameter" to monitor the local 

curvature and predict th.e position of the local maximum and 

minimum. In the neighborhoop of the limit point, the 

iterations are suppressed and pure incrementation is used. 

The major setback of this scheme is that it requires very 
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Figure 3.2. Load-displacement curve including snap-

through and snap-back phenomena 
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small load increments to avoid drifting away from the 

equilibrium path near the limit points. On the other hand, 

the methods using constraints to control the increment step 

sizes and the iteration excursions appear to be most promising 

to be implemented for a general purpose nonlinear finite 

element code. 

Riks (25) proposed a technique using the arc-length 

of the equilibrium path as control parameter. However, the 

addition of a constraint equation to the system of equilibrium 

equations destroys the property of symmetry and banded nature 

of the system of equations. Crisfield (10) and Ramm (61) 

modified this method respectively to make it easy to use with 

the finite element method. In computing the load increment 

~t each iteration step, both authors use a technique similar 

to that suggested by Batoz and Dhatt (75) for standard dis­

placement control. While Crisfield uses the Euclidean norm of 

displacement vector as the arc-length of the equilibrium path, 

Ramm includes load parameter in computing the arc-length. In 

the arc-length methods which can be associated with the 

Newton-Raphson, modified Newton-Raphson, or quasi-Newton 

methods, both displacements and loads vary during the iterations. 

This is achieved by constraining the iterative solutions to 

lie either: 

a) on a plane normal to the tangent vector through the 

last converged point on the equilibrium path ( (2) in Fig. 3.3), 



b) on a plane normal to the arc vector radiating from the 

last converged solution point on the equilibrium path to t~e 

last iterative solution point ( (3) in Figure 3.3), or 

c) on a sphere having a radius given by the ~angent 

vector in a) (4) in Figure 3.3). In each load step, 

Karamanlidis et al (52) use external work increm~nts rather 

than load or displacements. In (61) Bergan sugge~ts a 

technique that allows for incrementation of eithe~ loads or 

suitable displacement pattern, but constrains the load 

intensity and the displacements to minimize the re,sidual 

force during the equilibrium iterations. Recently, Padovap 

and Tovichakchaikul proposed a predictor-correcto~ algorithm. 

In the predictor phase they use what they call a warpable 

hyper-elliptic constraint surface during the equi~ibrium 

iterations. The second corrector phase lies in the use ofl 

an energy constraint to scale the generation of the succes~ 

sive iterations so as to maintain the appropriate form of 

convergence behavior associated with the type of ~urvaturel 

of the zone of solution space. 

While all of the constraining techniques hav~ been uSled 

wi th success in tracing the postbuckling paths, i~he Rarnrn I,S 

method seems to be easiest to be implemented and ~till morle, 

or at least equally , effective compared with the ~)ther tech­

niques. In this study some improvements to the R~rnrnls meth­

od are made in order to make it more efficient an~l easier Ito 

be implemented by general users. 
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Figure 3.3 Constraints on iterative solution path 
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Let us assume that we have an equilibrium configuration 

at point m of the load-displacement path as shown in Figure 
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3.4. live have the total displacement vector m {DJ' the load vector 

mlR}, the internal force vector M{Sl, and the residual force vector 

mlAR~. For proportional loading, the loads can be expressed 

by one load factor m~ using 

where {Ro} is a vector of reference loads. Within one incre­

ment from configuration m to m + 1, consider the position i 

corresponding to the ith iterative cycle. The total of the 

increments between positions m and i are denoted by tADJi , 

{ARJj and bAi' and the changes in increments from i to j 

(j = i + 1) are denoted by t b D j j' H R~ j and b1\y respectively. 

Now we have 

(3. 6) 

(3. 7) 

(3. 8) 

In the constant-arc-length method, the load step ~~1 is 

controlled by the constraint equation: 

( 3 • 9) 



Figure 3.4. 
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where ml is the generalized narc-lengthn of the tangent at 

m, and should be prescribed. With the vector notation 

(3.10) 

the arc-length can be written as 

(3.11) 

Of the several different kinds of constraint schemes 

during iteration, the normal plane method (Figure 3.3, (2)) 

appears to be simplest and still effective. In this study 

only the normal plane method is considered. The iteration 

path is constrained to follow a plane normal to the tangent 

(see Figure 3.4). The dot (scalar) product of the tangent 

VE~ctor tl and the vector t f>D},. containing the unknown incre­

mE~ntal load factor ~A.l. and displacements t6Dh should vanish: 

-t •. { SD} z. = 0 (3.12) 

o:r 

(3.13) 

Generally, for the jth iteration Equation (3.13) can be 

expressed as 



(3.14) 

or 

(3.15 ) 

The unknown vector t~ 'Q}j is deicomposed into two parts: 

(3.16 ) 

or 

(3.17) 

where I OD~ j' and is DO}j are o~tained by the equations using 

either the residual f9rce vector {~Rli or the reference load 

vector lR~ as right-~and sides. Namely, 

(3. 18) 

(3.19) 

substituting Equ~tion (3~17) into Equation (3.15) yields 

(3.20) 

With the S~} known, t~e corresponding displacement increments 

l5Dlj are computed by using Equation (3.17). Then the itera-
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tive solution point j is obtained by 

(3.21) 

(3.22) 

The above iteration procedure is repeated until the 

point on the iteration path converges to the point m + 1 

on the equilibrium path. 

(3) Modified Constant-are-length Method 
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In Equation (3.9), two different kinds of variables, 

which have different dimensions, are employed in the compu­

tation of the "arc-length". For the problem where the incre­

mental load factor is large compared to the displacement 

increments, the incremental step sizes around the limit points 

may be too large, which makes it difficult to locate the 

limit points. On the other hand, if the displacement incre­

ments are large compared to the incremental load factor, an 

excessively large number of incremental steps may be required 

in a region of severe nonlinearity, which results in unneces­

sarily high computing costs and sometimes even in failure to 

pass the limit points. Even for identical problems having 

the same geometry, loading conditions and initial incremental 

loads, the size of each incremental step will be different 

for different reference load levels. The user selecting a 



specific reference load level and an initial load increment 

can predict neither the total number of incremental steps 

for the complete solution path nor the density of the incre­

mental steps in specific regions, even though the character­

istic of the solution path may be known from the results 

obtained by other investigators. Therefore, to have favor­

able incremental step sizes throughout the complete solution 

path, it is essential to have a balance between the dis­

placement increments and the incremental load factor. 
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An experienced user may solve this problem by adjusting 

the reference load level. However, without knowing the dis­

placement increments corresponding to the load increments in 

advance, it is impossible to select the right reference load 

level. An idea qeveloped in this study is to scale the dis­

placement vector to achieve a balance between the displace­

ment increments and the incremental load factors. In this 

method, a user can choose the reference load level arbitrar­

ily and take the initial load increment to define the initial 

incremental load factor. From the linear solution correspond­

ing to the initial load increment, a scaling factor and a 

scaled "arc-length" are computed. Then the successive incre­

mental step sizes are determined automatically. 

In this scheme, Equation (3.9) is changed to 

(3.23) 

or (3.24) . 



where s is the factor scaling the displacement vector, and 

Mls is the scaled arc-length at incremental step m. 
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For the initial incremental step, Equation (3.24) becomes 

(3.25) 

where tAD~1 and bA, are known, and sand 015 are unknown. 

Here, we need to compute the scale factor s which produces 

the desired balance between the initial incremental load 

factor A~I and the scaled incremental displacement vector 

S{ADJ,. NOw, we definea"balance factor" was: 

w~ = 57. {ADlT fAD}, 
( AA\ )2-

or VI = S {lAD ~ ~ fAt>} I 

AAI 
(3.26) 

The balance factor w may be given by the user. Some prelim-

inary experiments show that if w is smaller than 0.1 the 

incremental step sizes near the critical points become too 

large ~igure 3.5, (1» while if w is larger than 1.0 the 

incremental step sizes become extremely small in a region of 

severe nonlinearity (Figure 3.5, (2». Therefore, the 

generally favorable range of w appears to be between 0.1 to 

1.0. The user should select a larger w value for problems 

having sharp turning points and smaller w values for problems 

having smooth turning points. If the user has no information 

on the characteristics of the solution path of the structural 
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Figure 3.5. Effect of balance factor on increment steps 
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problem, w = 0.3 will be an adequate trial value. Even though 

s, w, and mls are kept constant through the entire set of 

incremental steps, the step size at each incremental step 

will vary because the contribution of the displacement incre-

ments in computing the scaled arc length varies according to 

the nonlinearity of the solution path in the region. 

For a given wand a known {AD!" which is the linear 

solution corresponding to the initial load factor increment 

A A.. \ , we compute the scale factor s by 

5 :: WA~, 
(3.27) 

Next we compute the initial scaled arc-length 015 by using 

either Equation (3.25) or 

(3.28) 

The scaled arc-length may be kept constant for all incre-

mental steps or may be varied according to 

where 

(3.29) 

scaled arc-length at the previous increment 

step 

No = desired maximum number of iterations 

NM~I = number of iterations required at previous 

increment step. 
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Numerical experiments performed in this study show that 

if we use the modified constant-are-length method with the 

Newton-Raphson method, the number of iterations needed for 

each increment step is almost the same throughout the solu-

tion path. It excludes the need to update the scaled arc-

length. However, for the modified constant-arc-length 

method associated with the modified Newton-Raphson method, 

the use of variable scaled arc-length is recommended. 

For subsequent increments, we have 

-1 
= l K] (~>"t f 1<0)) ::: (3.30) 

where [Kl is the tangent stiffness matrix corresponding to 

the current load level, and {ADol l is computed by 

(3.31) 

substituting Equation (3.30) into (3.24) yields 

(3.32) 

Equation (3.32) can be rewritten to give the equation for the 

load factor increment: 

(3.33) 



If a limit point is reached the determinant of lK) will 

change sign and a reversal of the sign of the load factor 

increment should be followed. 

The constraints on the iteration path within an incre-

ment step are modified as shown in Figure 3.6. Now, Equation 

(3.15) is changed to 

(3.34) 

Accordingly, Equation (3.20) is also changed to 

SA' = J 
s2. { ~DJ~ { SD} i' (3.35) 

where (3.36) 

and (3.37) 

If we use this method with the modified Newton-Raphson 

method which uses the tangent stiffness matrix [K] at the 

beginning of the increment step throughout the entire itera-

tion steps, Equ~tions (3.36) and (3.37) are replaced respec-

tively by 

{ SO].I 
J 

-I 
=> t K) 1 toR) i (3.38) 

and 
-I 

= ( K 1 { 1<..j (3.39) 
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By using Equation (3.30), now Equation (3.35) becomes 

= (3.40) 

or (3.41) 

In this modified constant-arc-length method, compared 

with the Newton-Raphson method, the additional storage for 

the vectors {AD], are required if the tangent 

stiffness matrix is updated every iteration cycle. If the 

tangent stiffness matrix is updated only once at the begin-

ning of each increment step, only additional storage for the 

vector (ADo), is required. The performance of this algorithm 

is shown in Chapter 5. 

(4) Solutions of Systems of Linear Equations 

In every incremental or iterative step, we have to solve 

a system of linear equations to find the displacement incre-

ments corresponding to the load increments. In solving the 

system of linear equations, various schemes have been devel-

oped (77, 85). Of these the Gauss-Seidel procedure is a 

typical iterative solution method, and the Gauss Elimination 

and the Crout or Cholesky factorization procedures are repre-

sentative of direct solution methods. 

In solving a large-scale system of linear equations 

generated by the finite element solution procedure, many 



algorithms including the banded, active column (profile or 

skyline) and frontal methods have been implemented in order 

to reduce both the time spent in performing the arithmetical 

operations as well as the required number of data transfers 

between core and external storage (18, 22, 23, 35, 85, 87). 

Also, with the use of powerful vector computers and multi­

processing systems significant efforts have been devoted to 

vectorize the solution schemes in conjunction with parallel 

algorithms (88-92). In this study, the application of the 

direct solution procedure associated with the well-known LDLt 

decomposition procedure to the solution of very large system 

of equations using a hyper matrix scheme is employed. 
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To overcome the limitation of the core space of the given 

computer hardware, the tangent stiffness matrix is partitioned 

into smaller submatrices fitting the core restrictions. The 

details of the hypermatrix scheme employed are presented in 

Chapter 4. 

The linearized system of equations to be solved is 

(3.42) 

where the l K), {AD) and tAR) are the same as defined pre-

viously. The hypermatrix (K) is symmetric and divided into 

N partitions in each direction as shown in Figure 3.7. The 

submatrices have the relation 

= l K I1 ] 
T 

(3.43) 
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where I, J = 1, 2, ... , N. 

A regular, symmetric, non-hyper matrix (kl can be 

expressed in product form as: 

[ k 1 
,. 

:a (t] (dJ[t1 (3.44) 

where (tl is an upper triangular matrix which has unit entries 

on the diagonals, and [d] is a diagonal matrix. The above 

decomposition procedure can be effectively performed in the 

following way (77). 

With dll = kll , for the t .. in the jth column (j = 2, ... ,n), 
OJ 

we have 

tM.J ,') ... "m. j. / dmo tt\. 
J' J' J 

(3.45) 

.tor :, '" If.· 1- I .-' J'-, r J I ~ • 

(3.46) 

where mj is the smallest row number of the non-zero elements 

in the j th column, and mm = max l mi' mj 1 And 

d·· JJ (3.47 ) 

To get the displacement vector {Ad] in the equation 

(3.48 ) 



we have an intermediate vector lv~ which is obtained by 

VI = A r l 

Vi:: A r· - ~ t . y 
, r:$j r, r 

for i ':: '2, ... , r\ 

(3.49 ) 

(3.50) 

where Ari and vi are the ith elements of tAr} and ~vj . 

The back-substitution is performed by first having tV) , 

where 

(3.51) 
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J v- t~") Then using 1. J t v J , we have A.d n = For i = n, ... , 2, 

= -y (i-I) 
i-I 

r :: rYlj I ••• I i -1 (3.52 ) 

(3.53) 

where the superscript (i - 1) indicates that the element is 

calculated in the evaluation of Ad i _, . 

It is usual to apply the above direct solution procedure 

to the solution or Equation (3.42) which has the hypermatrix 

in the following fashion (78). 

The hypermatrix LKl is decomposed into 

(3.54) 



where the upper triangular hypermatrix (TJ has unit diagonal 

submatrices, and the diagonal hypermatrix (D) has full sub-

matrices on the diagonals. 

With (011) = (K,,1, for J 2, ... , N 

-I 

[TMJ.:r) r: [OMJ.M:r1 [Kj;\r.J1 (3.55) 

[T tJ 1 (3.56) 

for I ::: r1 + 1, ••• I J-l, 

(3.57) 
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where HJ is the smallest row partition number of the nonzero 

submatrices in the Jth column partition, and Mm = max {M~, MrJ. 

Using the (T 1 and t. 01 , we have the following reduced 

load vector tv} : 

(3.58) 

for !.= 2, .... N (3.59) 

where the subscript I of the vector indicates that the vector 

is a subvector corresponding to the Ith row partition of the 

hypervector lv]. The back-substitution is performed by first 

having 
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\ \It} = ( Dnf'{ V1.~ for I = 1, , N (3.60) 

Then using l- }CN) t - ) V = V ,we have 

{ ADN } = f Vt-J(M) (3.61) 

For I = N, ... , 2 

~ = M3: ... !-I 
} } 

(3.62) 

(3.63) 

where the superscript (I-l) indicates that the vector is cal-

culated in the evaluation of {~D~,l . 

An alternative solution procedure for the system of lin-

ear equations involving the hypermatrix concept is developed 

in this study. The main idea is to decompose the hypermatrix 

(K] into the diagonal and triangular hypermatrices which are 

identical to the diagonal and triangular matrices obtained 

by decomposing the matrix tKl without partitions. Namely, 

(3.64) 

where the upper triangular hypermatrix (T] has diagonal sub-

matrices having unit diagonal elements and non-zero upper 

off-diagonal elements, and the diagonal submatrices of the 



diagonal hypermatrix [B] consist of non-zero diagonal ele-

ments and all zero off-diagonal elements. Therefore, the 

diagonal hyper~atrix can be considered as a vector quantity 

and stored in the form of a vector. 

In the solution procedure, the following recursive for-

mula are utilized. To get [Tn1 of the Jth column partition, 

with 

[ Gil J (3.65) 

for J = 2, ••• I N, we have 

1-' 
[G%J] = [Klll - L [TRtfU)RRl (T Rr] ; 1= HJ+l,····· I J-\ . (3.66) 

R:l1m 
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This intermediate matrix [G1.J 1 is reduced to yield lT1.11 whose 

size is m by n. For j= l, .... n, the components of [T:z:11 are 

computed by using 

(3.67) 

for 1=2 .... m , , (3.68) 

where tij , gij , trj and drr are the components of the subma­

trices [TI1] , (GX1 ] , (Tn] and [Blt ] respectively. The 

diagonal submatrices are computed from 

(3.69) 



and with d~ = g~ , for j 2, ••• , n, 

·t 1j = 9lj/dll (3.70) 

; -I 

tiS = (3 ~ - L lri drr trj)/ dii for i :: I, ... ,j-I 
r"'l 

(3.71) 

d .. 
j-, 

trj drrt rj = 3jj L JJ 
r=\ 

(3.72) 

t·· = JJ 
(3.73) 

where tij ,gij and d rr are the components of the submatrices 

[Tn] , [G)"J' 1 and (D RR ] respectively. 

The forward reduction of the load vector is done by 

{ V, I = { A R.} (3.74) 

I.-I 

[T Rlf i VR ~ { VII = { A R1.} - 2: for I=2.,···.N , (3.75) 
K"H1 

-and "V, = V, (3.76) 

~-I tr• Ur lh = 1); - L for i :; 2. ••• m 
, I 

r=1 
(3.77) 
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where Vi , Vi and t,.j are the components of {VI ~ , {VI ~ and [ T ttl . 
The back substitution is initiated by 

(3.78) 



or u. = V-./d .. 
~ ~ I; 

i = 1, .... , (size of load vector) (3.79) 

where ui' vi and d ii are the components of I U!, \ V} and [0]. 

With 
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1 U } (N) = { U} and tAON r = \ UN (4) , for I=N, ... ,2 

{u R}(IO" = \Up,(l - l T RI] {.o D~} (3.80) 

R=M , ... , I-l 

f401-'} = I tCI -\) U1-, (3.81) 

The subvector [~DI_'} whose size is m is reduced to yield the 

subvector {.dDto,} { - tl7ll ) 
for displacements. With A D1-c) 

and ~d~ = .od m, for i = m, ..• , 2 

d (\ -I) - (il 

A r :: .a d r - tri ad i r = I, .... , i -I 

..1 cl ,_, 
-li-I) 

:: Ad . , -, 

where .0 d i , odd; and tyoi are the components of i.6 D'I-'} 

t4 0I-'} and [i\l-tl,(Z-I)] respectively. 

(3.82) 

(3.83) 

A comparison of the two solution procedures is shown in 

Table 3.1. In decomposition, the alternative solution pro-

cedure takes less than half of the total number of matrix-

matrix multiplications needed for the conventional procedure. 

with additional efforts for Equations (3.67) and (3.68), the 

alternative procedure excludes the need to compute and store 

the inverses of the diagonal submatrices. In computing the 



Table 3.1. Comparison of two solution procedures for system of linear equations 

Formula 

conventional Algorithm Alternative Algorithm 

X-I 

[Tal(D.~[T"l] [TIJ] "[Ou]"'( [KI1] - [GIJl = [KIl1 - [ 
it·to' .... 

E [T,llDu l[TR]l) 
DecaIposition It-Ii. 

tij =(9,j- 1: tridrrtrj)/dii ra, 

for I "(MJtl) .....• <1-1) fOr" I a(M1'U), ····.(J-I) 

J. I.~. ····.N J" 1,1. "", ~ 

(1)n1 '" [Kn] - [q1]] ;: (I<u] - I:' [-ral1T(D",,) lT~] 
•• M.J 

1: (TIlJf[DIl/I.](TIJ] bj "(9'i -r:trtdrrtrj)/d" 
"oK,- .... , 

Compute (Dnf' djj .. 9ij - E: trj drr trj 
rOI 

for J= I.Z.. ····.N fo; J .. l.l.····.N 

Forward reduction {'ld - j.lR1 } - E [T,uYiV.l {vII" \ARll- E [Tuf!vll\ 
of load vector 

._K, .-ti, 
for I &1.2. ····.N - .. , - -

, foY 'IIi • lIi - 1:: t r• '\)r 1'" I.Z;-,H r-. 
{VII -[Dur'ivll Uj " vi/d'i. 

Back-substi tution 
For i. • N. "".2 For I" N, ····.2 

\V.r~ I VRlcll-{TIl1l{4DlJ {U1t X
-
Il

,. tuJII-ltu1l4Dl\ 
; R '" H: •....• (1 - I ) ; R" MI •••••• (1-1) 

{ADI"l " I V1_.(-U 
_ { u .. ·., 

{4 Dl .• \:; u1-.1 
For i. n, ..... Z. 

Adr,,-·j. Adr
CiI

- triAdi 
; r a \,l, ....• (i-I) 

- (;-.) 
4di-. -4di_. 

- --- ----

Number of major operations 

Conventional Algorithm 

2 ll'atrix-rratrix nultiplications 
for each R 

1 matrix-rratrix nultiplication 
for each I 

2 rl'atrix-rratrix nultiplications 
for each R 

1 matrix inverse for each J 

1 matrix-vector nultiplication 
for each R 

1 matrix-vector nultiplication 
for each I 

1 matrix-vector nultiplication 
for each R 

- --- --- '-

Alternative Algorithm 

1 matrix-rratrix nultiplication 
for each R 

1 operation equivalent to 
matrix-vector nultiplication 
for each R 

1 forward reduction of [G u) 
for each I 

1 matrix-rratrix nultiplication 
and 1 operation equivalent to 
matrix-vector nultiplication 
for each R 

1 forward reduction of [GJJ] 
for each J 

1 matrix-vector nultiplication 
for each R 

1 forward reduction of \~} 
for each I 

1 vector division through 
whole solution procedure 

1 matrix-vector nultiplication 
for each R 

1 back-substitution of { .. Ol} 
for each I 

- - --

co 
Ul 

-



displacement vector, inverse matrix-vector multiplications 

are not required for the alternative solution procedure. 

Instead, additional efforts are required for Equations 

( 3 . 77), ( 3 . 82 ) and ( 3 . 8 3) . 
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Counting the n~~er of major operations and the storage 

requirements makes us believe that the alternative solution 

procedure is nearly two times faster than the conventional 

solution procedure in decomposition. However, it is believed 

that the times for computing the displacement vector after 

decomposition are almost the same for both procedures. 

Therefore, the benefit from the use of the alternative pro­

cedure with an ordinary digital computer should be high. 

On the other hand, when an attached array processor is used 

for the solution, the conventional algorighm is preferred 

unless we develop software implementing the operations spe­

cially needed for the alternative procedure to be suitable 

for computation on the array processor. 

Another important advantage of using the alternative 

algorithm is in computing the determinant of the tangent 

stiffness matrix. The determinant of the tangent stiffness 

matrix is easily computed in the alternative procedure as 

the product of diagonal elements of the diagonal hypermatrix 

stored in a vector form, while it is computed as the product 

of the determinants of the diagonal submatrices of the diago­

nal hypermatrix in the conventional procedure. 
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(5) Numerical Integration 

In evaluating the nonlinear strain incremental stiffness 

matrices and the internal force vectors of the beam element, 

the Newton-Cotes numerical integration scheme (70,77) is 

employed with the selection of four integration points in 

each direction. Therefore, sixty-four integration points 

are needed for each beam element. 

The Newton-Cotes integration formula for a one-dimen-

sional problem is given by 

I = f: fex) dx 

~ ~ ( f 0(0) + 3 f ()( \ ) + 3 f ( X J + f ( ;< 3) ] (3.84) 

where L= b - a, and the four integration points are evenly 

spaced. The application of Equation (3.84) to our three-

dimensional beam problem yields 

I = )~ ).: ~~ F(rJ S,t) drdsdt 
J, ~ 

SDL ({t"".(O _D -.5?)+F(L. _Q -§.)+FC o .Q.-!2) 
SI2 r, 2.' 2 , 2 I 2 12/2 

-to F ( L. 1 ~ I - ~) + F ( 0 I - ~ I ~ ) -r F ( L. I - ~ 1 ~ ) 

+F(O/¥,~) +-F(L,¥/~)}+3{F(~/-~/-~) 

+ F (~L 1 - ¥- 1 - ~) + F t 0 I - ~ I - ~ ) + F (L I -~ 1 - ~) 
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( \). B) ( 1) B (i) 8 i) B + F 0 - 2: --6 + F L - - - -) + F 0 .- - -) + f (L - - -) " ,2,6 ,2,6 IJ-/ 6 

+,..('- _D B) -r F(3L -~ ~)+F(O-~ &) +f(L -l? §.) .r 3, 'i,I 3,2..,1. ' 6,2 ,6,:2. 

t F ( 0 I ~ ,!) + F ( Lit, t) + F (~ I ~ , ~) 1" F ( ~ L , ~, ~ ) J 

T ~ {F( b _.2. -~) + F(3:L -2 _ft) t f(h .!2. -~) + Fe ~L Q -f2.) 3, 6, J. 3 , 6, :2. 3, 6, 1. ~ , 6 I ~ 

1" FCL DB) + FC L Q.~) +F(~L Q.~) 
,6,6 3,2.,6 3 '2.,6 

t 2.1 f F ( ] ,-~. - ~) + f (%L ,- t -~ ) + F ( ~ I ~ , - ~ ) + F ( ~ L I ~ , - ~ ) 

+F(~,-~,~) + F(~L,-%,!) +F(~ ,~,~) +F(~L/~,~)rJ. 



CHAPTER 4 

SOFTWARE DESIGN 

In this study, computer software was designed in FORTRAN 

77 (86) for the 32 bit SEL minicomputer. The potential use 

of an attached 64-bit array processor is considered in the 

design of the software. The details of the computer 

configurations are given in (79) and (82). 

In order to make it possible to handle large-scale prob­

lems, special techniques are employed. Major features of the 

special techniques are the use of a hypermatrix scheme, the 

construction of a data base, and the segmentation of the soft­

ware package into a number of processors which are independent 

programs. On the other hand, to solve small problems effi­

ciently, a single program is separately designed by combining 

all processors. This single program can handle problems with 

up to 1,000 degrees of freedom. 

(1) The Hypermatrix Scheme 

The use of the finite element method in solving structural 

problems frequently yields large matrices which may easily 

exceed the main memory capacity of typical computer hardware, 

which makes completely in-core operations impossible. As a 

solution for this problem, the large-scale matrices are par-
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titioned into smaller submatrices, and out-of-core operations 

are allowed. 

Due to the core limitation on the given hardware system, 

the maximum allowable submatrix size and the maximum number 

of non-zero submatrices are limited to 50 by 50 and 3,000 

respectively. The system allows a maximum of 200 partitions, 

which permits hypermatrices of the order of 10,000 by 10,000. 

Each hypermatrix is identified by a unique name consist­

ing of four characters and is stored on two disk files: 

a sequential file for directory information and a random 

access file for storing non-zero submatrices. The directory 

information includes the hypermatrix name, the number of 

row and column partitions, the total number of rows and 

columns, and a list of the number of rows/columns per row/ 

column partition, the number of the first row/column within 

a row/column partition relative to the complete matrix, and 

the number of non-zero submatrices per row partition. Also, 

information on the location of each non-zero submatrix within 

the matrix and the record number where it is stored in the 

random access file are provided in the sequential file. 

(2) Processors 
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According to the major steps of the finite element 

solution procedure employed in this study, eleven processors 

(programs) were developed. The processors share common library 



subroutines and the common data through a central data base. 

A brief description of each processor is given below: 
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DATA - Reads data including geometry, boundary conditions, 

material properties and loads, creates disk files, 

and initializes the data base. 

LOAD - Updates the current external nodal point load 

vector and adjusts the residual force vector 

corresponding to the load increment. 

STIFF- Computes the tangent stiffness matrices for beam 

elements and assembles them into a global tangent 

stiffness hypermatrix. 

DECOM- Decomposes the tangent stiffness hypermatrix 

into a triangular hypermatrix and a diagonal 

hypermatrix and computes the determinant of the 

tangent stiffness hypermatrix. 

FRDBST-By using the triangular hypermatrix and diagonal 

hypermatrix obtained in DECOM, solves for the 

displacement vector corresponding to the known 

load vector. 

STRESS-Updates the nodal coordinates, displacement 

vectors, coordinate transformation matrices 

corresponding to the current deformed configura­

tion and computes the stresses, internal forces 

and residual forces. 

CONV - Checks convergence by computing maximum norm. 



OUTPUT - Prints out the job data and the nodal point 

displacements. 

PRINTM - Prints out directory information and sub­

matrices of a hypermatrix. 

PRINTMD- Prints out the directory information for a 

hypermatrix. 

PRINTV - Prints out a vector. 

(3) Data Base 
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A data base was designed with many things in mind, 

amongst which are considerations of data types and the 

efficiency in data handling and file management. Each data 

group is stored in a disk file and can be accessed by each 

process.or. In every processor using specific data stored in 

a specific disk file, a standard cor~10N block is provided for 

the storage of the data. Whenever the data are needed during 

execution, they are transferred into core and the updated 

data are written back on the disk file after modification. 

Each data file has a unique eight character name: 

four characters for the job name, one ".", and three for 

extension. Therefore for the same job name, each file is 

identified by its unique three-character extension. The 

descriptions of the files are given below: 

.JOB - Sequential file containing the job name, number 

of points, number of elements, number of degrees 

of freedom, solution algorithm number, number 



.DIV 

.IDV 

of increments, number of iterations, current 

load parameter, and the reference norms for 

convergence check. 

- Sequential file containing the total displace­

ment vector. 

- Sequential file containing the incremental 

displacement vector corresponding to the 

residual force vector . 

. IDO - Sequential file containing the incremental 

displacement vector corresponding to the 

incremental loads at each increment step. 

This is needed for the constant-arc-length 

method . 

. ID2 - Sequential file containing the displacement 

.CLV 

.~V 

.~V 

.DIR 

vector corresponding to the reference load 

at each iteration step. This information is 

needed for the constant-arc-length method. 

- Sequential file containing the current load 

vector. 

- Sequential file containing the residual 

force vector. 

- Sequential file containing the reference 

load vector. 

- Sequential file containing the directory 

information of the tangent stiffness hyper­

matrix. 
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• PTS 

.ELT 

• LDS 

.STR 

• BNL 

• TRN 

• NUN 

- Random access file containing the initial 

and current coordinates and freedom pattern 

of each nodal point. 

- Random access file containing two nodal point 

numbers, reference point number, area, width, 

depth, Young's modulus, Poisson's ratio, 

initial length, current length, length in­

crement, and incremental displacements 

corresponding to the nodal degrees of freedom 

of each element. 

- Random access file containing the discretized 

nodal point )o~u~, 

- Random access file containing the stresses at 

64 ~oints of each beam element. 

- Random access file containing the strain­

displacement transformation matrix evaluated 

at 64 points of each beam element. 

- Random access file containing the coordinate 

transformation matrices for global to initial 

local, initial local to current local, and 

global to current local coordinate systems for 

each beam element. 
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- Random access file containing the nonzero 

submatrices of the tangent stiffness hypermatrix. 
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(4) Implementation of Solution Algorithms 

In this study four nonlinear solution algorithms were 

implemented. They are the Newton-Raphson (NR) method, the 

modified Newton-Raphson (MNR) method and the modified constant­

arc-length methods associated with the NR and MNR procedures 

respectively. 

The flow chart in Figure 3.1 shows the typical NR and 

MNR procedures, and is employed in this study. To accelerate 

the convergence of the MNR method, the tangent stiffness 

matrix is updated twice within each increment step: at the 

beginning of the increment step and at the time of the first 

iteration step. 

The modified constant-arc-length methods are implemented 

as shown in Figure 4.1. The scaled arc-length is kept constant 

through the entire solution when it is used with NR pro-

cedure while it varies according to Equation (3.29) with the 

MNR procedure. 

The useful convergence criteria for the iterative 

solution procedures in nonlinear structural procedures can 

be classified in one of the following groups: force criteria, 

displacement criteria, and stress criteria. Bergan and Clough 

(80) advocates that in many cases it is most efficient and 

accurate to base the convergence criterion merely on dis­

placement quantities. In this study, the following so called 

maximum norm of the displacement increments is implemented: 
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II Ell = (4.1 ) 

where tAd; is the change in displacement component i 

during the iteration cycle, and di,ref is a reference dis-

placement quantity for the component i. The maximum trans-

lational displacement and the maximum rotational displace-

ment taken from the linear solution for the reference loads 

are used for the reference displacement quantities for 

translational displacement components and rotational dis-

placement components respectively. To stop the iterations, 

the norm should satisfy 

II E 1\ < 0< (4.2) 

= 0.001 is used for this study 

(5) Performance of Array Processor 

Even though we have software designed to overcome the 

core limitation problem of the given system, the use of the 

soft~are for large-scale problems with the minicomputer alone 

can still be impractical because of the extra-ordinary 

computer time needed for the execution. 

Recent studies (81, 82, 83, 84) show that the use of an 

array processor for the solution of nonlinear finite element 

structural problems can be very effective. The array pro-



cessor is a special purpose digital computer attached to a 

minicomputer. It is relatively inexpensive, and can perform 

the arithmetic operations involving large-scale arrays 

considerably faster than the minicomputer. In this study 

a 64-bit array processor attached to a 32-bit minicomputer 

is considered. 

To measure the performance of the array processor on 

98 

the current 3-D frame structural analysis program, simulators 

are designed for the use of the minicomputer alone and the 

use of the array processor with the minicomputer. The simu­

lators are constructed by measuring the CPU and elapsed times 

for basic arithmetic operations for vectors and matrices, I/O 

operations, and other time consuming parts in each program. 

In executing the simulators, the I/O or computational operations 

are not executed unless they are indispensably needed to 

correctly simulate the actual executions. 

For the time measurements, a basic 3-D frame model as 

shown in Figure 4.2 was selected. Three different configurations 

of that model, described in Table 4.1, are considered, and the 

relative performance of the software for each case is listed 

in Tables 4.2, 4.3 and 4.4. In the tables, HC32 and HC32 + 

AP 64 represent the 32-bit minicomputer and the combination of 

the 32-bit minicomputer and the 64-bit minicomputer respectively. 

The tables indicate that one can best benefit from using the 

array processor in the decomposition procedures. A speed-up 

factor of 15 to 23 is obtained for decomposition by using the 
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Table 4.1. Description of structural model 

for three cases 

CASE 1 CASE 2 CASE 3 

Number of nodes 315 642 1436 

Number of elements 378 783 1800 

Number of degrees 1890 3852 8736 
of freedom 

Half-bandwith 240 336 432 
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Figure 4.2. 3-D frame structural model 
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Table 4.2. Relative performance of Case 1 

time: secs 

CPU time Elapsed time 
Processors 

HC32 HC32 + Speed-up HC32 HC32 + Speed-up 
AP64 factor AP64 factor 

DATA 158 158 1.0 224 224 1.0 

LOAD 2 2 1.0 6 6 1.0 

STIFF 283 283 1.0 357 357 1.0 

DECOM 3145 150 21.0 3202 205 15.6 

FRDBST 556 81 6.9 606 131 4.6 

STRESS 128 128 1.0 240 240 1.0 

CONV 1 1 1.0 2 2 1.0 

OUTPUT 1 1 1.0 5 5 1.0 



102 

Table 4.3. Relative performance of Case 2 

time: secs 

CPU time Elapsed time 
Processors 

HC32 HC32 + Speed-up HC32 HC32 + speed-up 
AP64 factor AP64 factor 

DATA 324 324 1.0 453 453 1.0 

LOAD 3 3 1.0 8 8 1.0 

STIFF 584 584 1.0 733 733 1.0 

DECOM 10041 418 24.0 10162 537 18.9 

FRDBST 1182 207 5.7 1305 330 4.0 

STRESS 265 265 1.0 493 493 1.0 

CONV 1 1 1.0 3 3 1.0 
. 

OUTPUT 2 2 1.0 10 10 1.0 
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Table 4.4. Relative performance of Case 3 

time· secs . 

CPU time Elapsed time 
Processors 

HC32 HC32 + speed-up HC32 HC32 + speed-up 
AP64 factor AP64 factor 

DATA 741 741 1.0 1031 1031 1.0 

LOAD 7 6 1.2 15 13 1.2 

STIFF 1317 1317 1.0 1642 1642 1.0 

DECOM 34879 1273 27.4 35161 1558 22.6 

FRDBST 2804 579 4.8 3139 913 3.4 

STRESS 608 608 1.0 1127 1127 1.0 

CONV 2 2 1.0 5 5 1.0 

OUTPUT 5 5 1.0 20 20 1.0 



array processor, and the factor increases with the size of 

the problem. On the other hand, the speed-up factor for 

the forward and back substitution procedures to get the 

displacement vector, decreases with the problem size, from 

4.6 to 3.4. 

104 

The estimated CPU times needed for the execution of one 

load increment step in the NR.procedure and one equilibrium 

step in the MNR procedure are listed in Table 4.5 for each 

case. The speed-up factors for the increment loop are.6.4, 

8.2, and 10.5 for the cases 1, 2, and 3 respectively. One 

iteration loop is speeded up by 3.3, 3.1, and 2.9 respectively 

for the corresponding cases. 

If we breakdown the operations within the decomposition 

processor as shown in Table 4.6, we realize that a sub­

stantial speed up of the I/O operations may cause a significant 

additional speed-up. While the time for I/O operations is 

2 to 4 percent of the total time on the minicomputer alone, 

it increases to 47 to 62 percent of the total time with the 

attached processor. 

Therefore, in order to increase the benefit from using 

the attached array processor, improvements in the solution 

algorithms and the software design, as well as an optimization 

of the I/O transfer speed should be performed. More detailed 

investigations are presented in (79). 
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Table 4.5. Speed-up factors in CPU time gained by using 

an array processor 

(1) Load increment loop of Newton Raphson procedure 

time: secs 

Case 1 Case 2 Case 3 
Processors 

HC32 HC32+ Spd-up HC32 HC32+ Spd-up HC32 HC32+ Spd-up 
AP64 factor AP64 factor AP64 factor 

LOAD 2 2 1.0 3 3 1.0 7 6 1.2 

STIFF 283 I 283 1.0 584 584 1.0 1317 1317 1.0 

DECOM 3145 150 21.0 10041 418 24.0 34879 1273 27.4 

FRDBST 556 81 6.9 1182 207 5.7 2804 579 4.8 

STRESS 128 128 1.0 265 265 1.0 608 608 1.0 

CONV 1 1 1.0 1 1 1.0 2 2 1.0 

Total 4115 645 6.4 12076 1478 8.2 39617 3785 10.5 

(2) Equilibrium iteration loop of modified Newton-Raphson 

procedure 

time: secs 

Case 1 Case 2 Case 3 
Pl:ocessors 

HC32 HC32+ Spd-up HC32 HC32+ Spd-up HC32 HC32+ Spd-up 
AP64 factor AP64 factor AP64 factor 

FRDBST 556 81 6.9 1182 207 5.7 2804 579 4.8 

STRESS 128 128 1.0 265 265 1.0 608 608 1.0 

CONV 1 1 1.0 1 1 1.0 2 2 1.0 

Total 685 210 3.3 1448 473 3.1 3414 1189 2.9 



Table 4.6. 

Type of 

operations 

Matrix reads 

Matrix writes 

Matrix-matrix 
multiplications 

Matrix inversions 

Others 

Total 

Distribution of elapsed time in decomposition 

time: sees 

Time per Number of Total time 
operation operations 

Case 1 Case 2 Case 3 

HC32 HC32+ Case Case Case HC32 HC32+ HC32 HC32+ HC32 HC32+ 
AP64 1 2 3 AP64 AP64 AP64 

0.470 0.470 130 271 551 61 61 127 127 259 259 

0.470 0.470 143 364 1008 67 67 171 171 474 474 

S.173 0.125 S05 1725 6246 2612 63 8923 215 32311 781 

11.491 0.141 39 80 181 448 5 919 11 2080 26 

14 9 22 13 37 18 

3202 20S 10162 537 3S161 1558 

I-' 
o 
O"l 



CHAPTER 5 

NUMERICAL EXANPLES 

In order to verify the performance of the finite element 

formulations and the solution algorithms employed in this 

study, several numerical experiments were performed. Even 

for small problems, tracing the complete nonlinear solution 

path is a very time-consuming and costly task. Due to the 

lack of proper array processor software, the array pro­

cessor cannot be utilized at this time, which makes it im­

practical to solve a large problem even though the program 

has been designed to handle large models. Therefore, in this 

study only relatively small and well-known two-and three­

dimensional frame problems are selected. 

To reduce computing costs, relatively large step sizes 

are taken in tracing the solution path. In this case, the 

modified constant-arc~length method associated with the NR 

procedure is preferred to the method with the MNR procedure 

because of its faster convergence rate. 

(1) A Cantilever Beam 

To evaluate the performance of the NR and MNR solution 

procedure, the cantilever beam shown in Figure 5.1 was con­

sidered. Only four beam elements were used. Figure 5.1 shows 

the load-deflection curves for horizontal and vertical dis­

placements. Also the results are compared to the linear 
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solution and an analytical solution. Table 5.1 shows the load 

increment steps and number of iterations taken for each in­

crement step. The time measurements for both procedures give 

almost identical values. 

(2) A Toggle Frame 

The toggle frame shown in Figure 5.2 was analyzed by 

employing five beam elements for half of the structure. The 

problem was initially investigated by Williams (8) experimentally 

and analytically. 

In tracing the solution path nine increment steps were 

taken, and two to five iterations are required for each in­

crement step. The results obtained in this study are in very 

good agreement with the results of Williams' experiment and 

the finite element solutions by Wood and Zienkiewicz (51) and 

Papadrakakis (60). 

(3) A Shallow Arch 

A shallow arch under a concentrated load as shown in 

Figure 5.3 was investigated by taking half of the structure 

and using six beam elements. A total of 19 increment steps 

were taken, and the number of iterations needed for each 

increment was 2 to 4. 

Mallet and Berke (29) also solved the same problem up 

to the limit point by using four "equilibrium-based" elements. 

Good agreement between the two solutions is observed. 
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Table 5.1. Perfo:rmance of NR and MNR solution 
procedures for a cantilever beam. 

L = 12" 

E = 1.0 x 107 
psi 

A = 1 in
2 

No. of 
k itera- Horizontal Load 

I PL2. tions Displacement 
Level \: EI j at 5 

NR ~ (h) 

1 
(linear) .432 0 0 0 

1 .432 3 4 0.139 

2 .864 3 20 0.508 

3 1.296 3 18 1.007 

4 1. 728 3 14 1.548 

5 2.160 3 10 2.080 

6 2.592 3 8 2.577 

7 3.024 3 6 3.031 

8 3.456 3 5 3.442 

10 4.320 3 10 4.145 

12 5.184 3 6 4.720 

14 6.048 3 4 5.197 

16 6.912 3 3 5.598 

18 7.776 3 3 5.939 

20 8.640 3 3 6.234 

25 10.800 3 4 6.823 

30 12.960 3 3 7.266 

CPU time: NR 592.5 sees 

Elapsed time: NR 1292 sees 

L-h 
r:-

1.0 

0.988 

0.958 

0.916 

0.871 

0.827 

0.785 

0.747 

0.713 

0.655 

0.607 

0.567 

0.534 

0.505 

0.481 

0.431 

0.395 

I = 0.0833 in4 

P = 2500 lbs. 

Vertical Displacements 

at 5 at 2 at 3 at 4 ( 0 ) 

0.148 0.540 1.093 1. 728 

0.146 0.529 1.065 1.676 

0.283 1.014 2.029 3.178 

0.403 1.433 2.840 4.422 

0.508 1. 784 3.500 5.411 

0.599 2.076 4.032 6.190 

0.677 2.321 4.463 6.804 

0.747 2.529 4.815 7.295 

0.809 2.707 5.108 7.692 

0.915 2.997 5.563 8.292 

1.004 3.224 5.902 8.721 

1.081 3.409 6.165 9.042 

1.149 3.564 6.377 9.292 

1.210 3.696 6.551 9.493 

1.265 3.811 6.697 9.660 

1.385 4.044 6.984 9.976 

1.485 4.225 7.196 10.204 

MNR 593.5 secs 

MNR 1333 secs 

~ 
L 

0.144 

0.140 

0.265 

0.369 

0.451 

0.516 

0.567 

0.608 

0.641 

0.691 

0.727 

0.754 

0.774 

0.791 

0.805 

0.831 

0.850 
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(4) A Deep Arch 

A two-hinged deep arch whose geometry and loading con-

ditions are shown in Figure 5.4 was analyzed. This problem 

had been solved by Huddleston (20) and DaDeppo and Schmidt 

(27) analytically and by Wood and Ziernkiewicz (51) using 

paralinear isoparametric elements. It is known that the 

lowest buckling load occurs in an asymmetric mode char-

acterized by a bifurcation in the load-deflection curve. 

First, the symmetric deformations were investigated by 

analyzing half of the arch with six beam elements. The 

symmetric buckling load of 15.86 EI/R2 compares well with 

the value of the 15.23 EI/R2 obtained by Huddleston (20). 

The asymmetric buckling is usually initiated by intro-

ducing a small perturbation on either geometry or loads. 

Here, to the half of the arch the following perturbation on 

the radius is applied: 

R = Ro + -L sin (~ ) 
1000 e (5.1) 

where the variables are the same as defined in Figure 5.4. 

Therefore, the maximum radius is greater than the original 

radius by only 1/1000 times the thickness. The asymmetric 

buckling load of 13.36 EI/R2 is close to 13.0 EI/R2 obtained 

by Huddleston (20) and DaDeppo and Schmidt (27). 
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(5) A Two-Member Frame 

A large deflection analysis of a two-member frame as 

shown in Figure 5.5 has been performed analytically by Lee 

~t al (55). The postbuckling path is characterized by its 

snap-back phenomenon. In this study, two trials with different 

initial load increments were made. The increment steps and 

the number of iterations taken for each step are shown for 

both cases in Figure 5.5. It is observed that to pass the 

vertical limit points a large number of iterations are needed. 

The buckling load of 19.4 EI/L2 compares well with 18.55 

EI/L2 obtained by Lee (55). The deflected shapes corresponding 

to five different equilibrium configurations are shown in 

Figure 5.6. 

(6) A l2-Member Space Frame 

Half of the structure is modeled to analyze the 12-

member space frame shown in Figure 5.7. Four beam elements 

are employed for each member. The central load-deflection 

curve constructed from 30 load increment steps is shown with 

the finite element solution by Papadrakakis (60) in Figure 5.7. 

The buckling load 60.7 pounds is identical to that of the 

analytical solution by Chu et al and compared well with the 

experimental value of 56.5 pounds obtained by Griggs (28). 
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CHAPTER 6 

CONCLUSION 

An updated Lagrangian finite element formulation for 

the analysis of large deformation problem of three-dimensional 

elastic frame structures has been developed in this study by 

employing conventional two node-twelve degree of freedom beam 

elements. In order to trace out the postbuckling path, a 

modified constant-arc-length method has been proposed. The 

accuracy of the formulation and the effectiveness of the non­

linear solution algorithm have been demonstrated in application 

to selected two- and three-dimensional structural examples. 

The numerical experiments have shown that by using the solution 

scheme the limit points and befurcation points of the equili­

brium path can be passed. However, to make the solution 

scheme more reliable, additional research should be done for 

improvements in tracing the bifurcation type buckling path 

and in passing the vertical limit points without an excessively 

large number of iterations. The efficiency of the solution 

algorithm may be increased by using it with other nonlinear 

solution procedures such as an accelerated modified Newton­

Raphson method or a quasi-Newton method. 

Software has been designed to make it possible to solve 

large-scale problems on a minicomputer by adopting the hyper­

matrix scheme and the segmentation of the code into a number 

of processors which are independent programs. A study of the 
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performance of the software using a combined minicomputer/ 

array processor system has shown that large-scale problems 

can be practically solved by using the system. Also it has 

been observed that in order to further reduce the execution 

time on the system, improvements on solution algorithms, task 

distribution, and the optimization of input/output transfer 

speeds are very important. 

With the use of the hypermatrix scheme, an alternative 

solution algorithm for the system of linear equations has 

been proposed. It is believed that for most of finite 

element structural problems the algorithm can reduce the time 

needed by the conventional algorithm to nearly half on a 

minicomputer. However, to achieve the similar improvement 

with an array processor we should develop additional array 

processor software for some special arithmetic operations 

needed for the alternative solution procedure. 

Extensions of this study should include the implementation 

of structural element of various cross-sectional types, the 

consideration of material nonlinearity, and the introduction 

of non-proportional and dynamic loadings. Further extension 

of the study includes the implementation of other types of 

finite elements and may lead to the completion of a general 

purpose nonlinear structural analysis program. 
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