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ABSTRACT

This dissertation is an application of the framekvoi Distributed Morphology to the
morphosyntax of Chemehuevi, an endangered Soukhamic language of the Uto-
Aztecan family. Following one of the central claiofsDM, | argue that word formation
in Chemehuevi happens in the syntax and providgeece for this claim from the
formation of lexical categories, as well as frora thorphosyntax of the Chemehuevi
causative verbs. | frame my discussion of lexieaégories around the Root Hypothesis
(Marantz 1997, Arad 2005), a notion that thererer@inderived nouns, verbs, or
adjectives in the grammar, but roots that receterpretation and assignment to a ‘part
of speech’ depending on their functional environmeshow that Chemehuevi nouns
and verbs are formed when roots are incorporatediominal or verbal functional
heads, many of which are overtly represented inahguage. | also demonstrate that
there is no distinct class of adjectives in Cheneehwand that roots with adjectival
meanings are derived into stative verbs or nonzatbns, depending on their function.

My discussion of predication in Chemehuevi cengeoaind the previously
unexplained distribution of the enclitic copulg-which under my analysis is viewed as
an overt realization of a functional helaced (based on Baker 2003), which is obligatory
in the formation of nominal and adjectival, but metbal predicates.

Another major theme of the dissertation is theorothat word-formation from
roots differs from word-formation from derived wardknown as the Low vs. High
Attachment Hypothesis (Marantz 2000, Travis 200€,) €This approach explains the

differences between compositional and non-compusitiword formation by the
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distance between the root and functional headi@glad to it. On the basis of
Chemehuevi causatives, | show that causative retatshed directly to the root derive
words that exhibit morphophonological and semadtwsyncrasies, such as allomorphy
and availability of idiomatic meanings, while higttachment heads derive words that are
fully compositional. This locality constraint ont@mpretation of roots is explained in
terms of phase theory, and | present evidence €bemehuevi showing that what
constitutes a phase may be subject to paramettigtioa.

Each chapter of the dissertation contains a se@dionon-linguistic audience
where | provide a summary of the main points in-tieeoretical terms and connect them

to practical applications for the purposes of laaggilearning and revitalization.
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CHAPTER ONE

INTRODUCTION

1.1 What is this dissertation about?

| believe that our understanding of human mind landuage cannot be complete without
a study of every existing language. The imminemithief an estimated half of the world
languages gives linguists a sense of urgency, sinasdocumented language is lost
forever with the death of its last speaker. Suel is catastrophic for the native
community for whom a traditional language is as mpart of identity as their land,
ancestry, and religion. It is also an irreplacedds for linguists, for whom language is a
window into the human mind.

This dissertation is devoted to the study of ther@&huevi language, a highly
endangered Southern Numic language, currently spbke handful of people in
Arizona and California. | had the opportunity tondact fieldwork with one of the last
speakers of the Chemehuevi language, Johnny Hikhdwell as work directly with all
existing Chemehuevi materials. | was also privedebip meet several Chemehuevi
elders and language activists, and their dedicatidhe Chemehuevi language and
culture became an inspiration for me. To a theoaétinguist, conducting research in the
field is an incredible opportunity. So often thearal linguistics is removed from actual
language speakers and focuses mainly on the lapgioagpetence of an idealized

speaker, purposefully abstracted from the socidlctural aspects of language use. As
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speakers of mainstream languages, we often loBedidnow central language is to our
identity, and how completely and mutually dependeiston the culture of its speakers.
In the case of endangered languages, there iscau agnse of responsibility to preserve
the precious linguistic material and aid the nateenmunity in their language
preservation efforts. While the focus of this wakmainly theoretical, | would like to
emphasize that in its core this work is about tlag words and sentences are built in
Chemehuevi, and it is my hope that the descrig@ations and especially examples of
Chemehuevi sentences will be useful to anyoneasted in the Chemehuevi language.
Also at the end of each theoretical chapter, thezenotes for community use, where |
summarize the main points in non-theoretical teamd connect them to practical
applications.

From the theoretical standpoint, the main goaht tissertation is to
demonstrate using the example of the Chemehuegu&ye, that all basic language units,
such as words, phrases and sentences are constioycesingle generative mechanism --
syntax. Traditionally, it has been assumed thatiw@nd sentences are formed
separately, by two distinct modules of the humaglege faculty. In that view, words
are built in the lexicon, a mental storage wheweed's meaning and pronunciation are
listed, and where some word formation takes pl&eatences, on the other hand, are
built in syntax. In recent years, a framework knagrDistributed Morphology has been
developed to bring word and sentence formationttegggHalle & Marantz 1993; Harley
& Noyer 1998, 1999; Marantz 1997, 2000, 2001; Erlaied Noyer 1999). | apply this

framework to the Chemehuevi data and aim to dematesthat Distributed Morphology
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provides an accurate explanation of the complexphmmsyntactic processes in this
language, and the data points toward answering thegpetical questions about the
nature of word formation and interaction betweencepts on the one hand and lexical
categories on the other.

One of the central themes of this work is a hypsghthat word morphology
should be viewed in terms of roots on one sidefandtional elements on the other
(known as the Root Hypothesis (Arad 2005)), wheesformer carry lexical meaning,
and the latter provide grammatical information &dlitate interaction between words
in sentential contexts. Chemehuevi word formatimviges solid support for the Root
Hypothesis, and as | show in Part | of this disgem, the dichotomy between roots and
functional elements provides a uniform and strdayisard account for the formation of
lexical categories in the language and the exidtindity between them. In chapters 2, 3
and 4 we will take a close look at how nouns, verd adjectives are derived from roots
in the Chemehuevi language, how lexical categatikbsr from each other and what they
have in common

| also show that the Chemehuevi lexical categatiffer in principled ways in the
formation of predicates. Chapter 5 addresses dgwezales related to predicate
formation in the language by nominals/adjectivesh@none hand and verbs on the other.
| provide support to Baker’s (2003) proposal thatnmal and adjectival predicates are
formed with the help of a functional heBded whereas verbs form predicates

independently.
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Part Il of this dissertation applies an approacbvkmas the Low vs. High
Attachment Hypothesis to the study of the Chemeheeysative verbs. Chemehuevi has
productive causatives that belong to two groups:afies in which the causative element
is added to a verbal stem and the ones in whishaittached directly to the root. The two
kinds of Chemehuevi causative verbs differ systeraly and these differences are
reflected in all components of the grammar -- ionunciation, meaning and structure.
Traditionally, the two groups were viewed as lekia syntactic causatives, their
differences stemming from the place of their ori@ia., lexicon vs. syntax). | argue that
these features can be naturally accounted fomimnalLexicalist framework, showing that
both types are built by syntax and the differeram@ae from the distance of the causative
functional head from the root. Following Marant®@®) and Arad (2005), | explain this
locality constraint on interpretation of roots @rrhs of Phase Theory. However, contrary
to their conclusions about the definition of phasehe first functional head attached to
the root, | show that at least in Chemehuevi plmdefined by the Voice head and is
thus subject to crosslinguistic variation.

In the sections below, | provide background infatioraon the Chemehuevi
Indian Tribe and an overview of the Chemehuevi legg, including a brief language

description, as well as a survey of previous warkelon this language.
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1.2 The Chemehuevi Indian Tribe

1.2.1 Background information

The Chemehuevi language is a Southern Numic larggabhthe Shoshonean branch of
the Uto-Aztecan family, traditionally spoken by tGaemehuevi Indians. Currently the
Chemehuevi reside primarily on the Colorado Indiabes Reservation (CRIT) in
Parker, Arizona, and on the Chemehuevi Reservdtioated in the eastern parts of San
Bernardino and Riverside Counties in Californiahwiventy-five miles of its boundary
along the shores of Lake Havasu. There are sobed triembers also living on the Agua
Caliente, Cabazon, and Morongo reservations.

According to the registration of the Chemehuew @&wlorado River Indian
Tribes Reservations, the tribe currently has abmuthundred members. In 1994, there
were three fluent speakers of Chemehuevi on then€haevi Reservation and ten in
CRIT (Ethnologue 2006). Today there are only three fully fluen¢akers of the
Chemehuevi language in CRIT (Penfield, p.c.), dhdfahem are over fifty years old.
This makes Chemehuevi a moribund language, whidsfaxtinction within one

generation of speakers.
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Figure 1. Chemehuevi Indian Reservation and Cototadian Tribes Reservation
(from www.expedia.com2006)
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1.2.2 Brief history of the tribe

The Chemehuevi, whose name possibly comes fromlaaioterm dealing with fish,
call themselves thtwtor ‘people’. Their traditional lands were situatddng the
Colorado River between Nevada and Yuma, ArizonaAArona historian Thomas
Edwin Farish (1918) writes that Chemehuevis traddily lived on the east bank of the

Colorado River, from Bill Williams Fork to Needlesnd west towards Providence
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mountains, California, their main place of reside®being Chemehuevi Valley, which
stretches along the Colorado River. He mentionsitigunclear how they came to live
on this formerly Yuman territory. The first mentiohthe Chemehuevi is by Francisco
Garces, who passed through their country, travéiimg the Yuma to the Mohave in
1775-76. He found the Chemehuevis in the desetha@st, west and northwest of the

Mohave. Here are his recollections of the tribe:

They wore Apache moccasins, antelope skin shint$ aawhite headdress like a
cap, ornamented with the crest feathers of a pmabhably the roadrunner. They
were very swift of foot, were friends of the Uteawapai Tejua, and Mohave, and
when the latter “break their weapons,” (keep thacpg, so do they also. It is said
that they occupied at this time the country betwberBefiemé (Panamint and
Serrano) and the Colorado “on the north side” as$ahe Ute, and extending to
another river North of the Colorado, where they trear fields. They made
baskets, and... all carried a crook besides theipomes,” which was used for

pulling gophers, rabbits, etc., from their burrows.

(Ferish 1918:315)

Naturally, the Chemehuevi language was notedsigdi from that of the other
Colorado River tribes, because it was a Uto-Aztdaaguage surrounded by Yuman
languages. Farish describes Chemehuevis as a “waggeople, traveling great

distances on hunting and predatory excursions, athéugh they lived mainly on the
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natural products of the desert, they also farmedre/possible. Like the other Colorado
River tribes they had no canoes, but used raftermatundles of reeds (Farish 1918).
They mostly hunted small game such as rabbit,dezand other reptiles; plants such as
wild grass, chia, and pine nuts also provided atrtal balance in their diet.
Chemehuevis were also known for their basket wepskills.

Gronski (2004) states that in the period from 1#lf@857 the Chemehuevi
Indians begin to migrate from Nevada, Utah, anaddua to California because of a
complication with the Yuman tribes, who were livimgthe area next to theirs. In 1857,
Lieutenant Joseph C. Ives conducted an expeditidmated that the Chemehuevi
Indians were neighbors of the Mohave Indians. Bobies were living on Cottonwood
Island as well as in the Chemehuevi Valley. In 1830d late 1880s, the Chemehuevi
were forced into Indian reservations, particuladyhe Oasis at Twenty Nine Palms. The
CRIT reservation was established on March 3, 186%he Indians who lived on the
Colorado River. The Mohave have inhabited the &oeaenturies, while members of the
Chemehuevi, Hopi, and Navajo tribes were reloctidtie reservation later.

Access Geneology Indian Tribg004) offers the following census information.
The number of Chemehuevis was estimated by Lerbaxtal853 at 1,500, probably an
excessive estimate for the whole tribe; in 1866ras estimated their population at 750.
Kroeber (1967) estimates the Chemehuevi popul&igdore the European contact only
between 500 and 800. He states that the fedanaliseof 1920 reported 320

Chemehuevi, 260 of them in California (Kroeber 186%5).
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1.3  The Chemehuevi language

As noted above, the Chemehuevi language is a Southenic language of the
Shoshonean branch of the Uto-Aztecan family. Theeadt relatives are three other
Southern Numic languages: Southern Paiute, UteKamaiiisu.

The dialectal differences within the Chemehuevglaage are an interesting
subject and require attention in future work. Lgt@76:277) identifies at least three
dialects of Chemehuevi, Northern, Desert, and Soathrhere were also some
differences between the Chemehuevi dialects spokétie Chemehuevi Valley and at
the Oasis at Twenty-Nine Palms. Another sourceagftion is its closeness to Southern
Paiute, and the fact that in the past many Chemweshuesre fluent in both languages. In
fact, Kroeber (1967) considers Southern PaiuteGmemehuevi to be “dialects of
remarkable uniformity” (593)). However, since thibes identify themselves as two
distinct entities, and there are many differenasvben the two languages, today
Southern Paiute and Chemehuevi are treated asasefammnguages, not dialects of the

same language.

1.3.1 Previous work on the Chemehuevi language

The linguistic work on the Chemehuevi languageuisegsparse and falls mainly

into two types: collections of lexical items andtte recordings by anthropological

linguists and analytical work done in 1970s.
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In the first group of materials, the most extensive the unpublished field notes
of John Peabody Harrington, collected at the Nafidfuseum of Natural History, by the
Smithsonian Institution. In fact most of thesenseriptions were done by Harrington’s
assistant and wife at that time Carobeth Tuckerikigion, who later married her
Chemehuevi consultant George Laird. Carobeth stémee Chemehuevi interviews on
the Colorado River Indian Tribes reservation in9;9ater both she and George Laird
moved first to Santa Fe and later to Washingtont@®@ork under Harrington’s
supervision. He proofread and edited Carobeth’'ssnand later submitted them to the
Bureau of American Ethnology. As they appear totlagse field notes contain sixteen
microfilm reels of Chemehuevi vocabulary, grammaa awventy-eight texts from
traditional Chemehuevi mythology. Carobeth Lairthoncontinued collecting
Chemehuevi myths until George Laird’s death in194@yr published some of these
stories and brief notes on the Chemehuevi langimlger booksThe Chemehuevis
(1976)andMirror and Pattern: George Laird's World of ChemeiwvuMythology(1984).

Another source of Chemehuevi documentation is Rayos (1969) and Guy
Tylor's (1972) collections of recordings of oraktory with several Chemehuevi
speakers. Both collected word lists, personal tiges, songs and traditional stories in
both English and the native language. Major’s @bida is currently archived at the
Arizona State Museum, as well as at the CRIT Ljardylor’s recordings are also
archived at the CRIT library.

The next group of published materials on the Chereehlanguage originated in

the 1970s. In 1979 Margaret Press published a geamofitChemehueviChemehuevi: A
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Grammar and Lexicann which she provides a sketch of Chemehuevi plogy and
syntax presented within the framework of early gatige grammar. This book also
contains a Chemehuevi-English and English-ChemeHhusxicon, and is based on
Press’s fieldwork with a Chemehuevi consultant Mdanks Molino.

In 1978, Pamela Munro published two theoreticatkes, one on aspects of
Chemehuevi quotatives (1978a) and their place artogAztecan quotatives, and the
other on Chemehuevi passives, imperatives and fegieres (1978b).

Press’s grammar and the works of Carobeth Laivé lh@come the basis for an
XML basedOnline Chemehuevi Dictionatiat is currently being compiled by Dirk
Elzinga fittp://linguistics.byu.edu/faculty/elzingad/chemewudictionary/).The
Dictionary has over 3000 entries, and a part obtigoing project is addition of sound
files and ethnographic information to each |lexeatry.

Another invaluable source of information on Southidumic languages in
general is Edward Sapir’'s (1930) grammar of SoutlRaiute, a close relative of
Chemehuevi. The two languages are mutually iniblikgand differ with respect to
several phonological rules, some aspects of tesetamorphology, shifts in their
pronominal systems, and some vocabulary (Press. 2R ®hapir's grammar is a great
reference source for all Southern Numic languagesshelpful in understanding the
underlying grammatical processes.

In this dissertation, | use all of the above sosiifoe the linguistic data, as well as

materials | collected in 2005-2006, during intewsewith one of the remaining fluent
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Chemehuevi speakers Johnny Hifl. Mr. Hill is the youngest known speaker and is
fully fluent, having learned Chemehuevi from hismabngual grandmother. He is one of
the advocates for documentation and revitalizadiothne Chemehuevi language, and a
vital member of the CRIT language documentationgato | used two methods of
obtaining data from my consultant: elicitation ardmmaticality judgments of
constructed sentences. All interviews are audiond= and transcribed in the practical

orthography approved by the Chemehuevi Indian Tribe

1.3.2 Brief language description

This section is a brief introduction on the Chenehigsound system and word formation.
It is designed to provide background linguisticomhation on the language, and is
purposely limited in scope (see Press 1979 for rdetailed information on the
language).

1.3.2.1 Sound inventory
The sound system of Chemehuevi is quite complexpemed to other related languages.
According to Press (1979), Chemehuevi consonantsde: stops /, /p/, It/, and /k/
(with allophones [K], [q] and palatalized]R); fricatives /v/, Is/, | | (spelledy), and /h/;

affricates /ts/ or /, depending on the speaker; nasals /m/, /nard their glottalized

1| use the following abbreviations for the souroésata throughout the dissertation: JHJ (Johnrilydi),
JPH&CL (J.P. Harrington and C. Laird), OCD (Onli@eemehuevi Dictionary).
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counterparts /1, In/ , /| [; approximants /w/ and /j/ and their glottalizexlinterparts
/w [ and /j /; the trill /r/, and labialized velars‘/k / “/and / /.

Vowels can be either short (/i/, /U/, /ul, [al) kr long (/ii/, /ad/, luu/, laal, /00/),
and there is a number of diphthongs (/Ui/, /ui/, lai/, lia/, /tal, lual, loal, lall, /aul,
however it is unclear whether these are just valedters or true diphthongs.

One of the key features of Chemehuevi vowelsas a@li word final vowels are
either voiceless or completely omitted, dependingh@ dialect. Press (1979:13) states
that final voiceless vowels were widely attestetiarrington-Laird’s materials, as well
as in Southern Paiute, but never surfaced in thiectishe documented. In the speech of
my consultant, the word final vowels are omittegdamples in (1) illustrate this process:
(1) a. /aipa-tci-@ / => [aipa

boy-NPN-nom

‘boy (nom.)’

b. /aipa-tci-a/  => [aip@

boy-NPN-obl

‘boy (obl.)

Primary stress is assigned to the second moraviora (oungkin'my dog’). For
the purpose of stress assignment, long vowelsarsidered bimoraic since the stress
falls on the second mora (tfut‘arrow’). Secondary stress is assigned to all even
numbered vowels starting with the fourth vowel segtn

1 2 2
(2) /na-ravasu- tu’i-vii/ => [na-ravasu’i-vi]

self-dry-caus-past
‘dried oneself’ (Press 1979:28)
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There are several writing systems used by lingunstiseir work on Chemehuevi. The

orthography in Harrington’s field notes differsiincdhat of Press anthe Online

Chemehuevi DictionaryNeedless to say, this inconsistency can causspalt problems

for both community members and linguists. In thgsdrtation | use the writing system

approved by the Chemehuevi tribal community asoffieial orthography. It is the same
system used by Dr. ElzingaThe Online Chemehuevi Dictionary

Table #1 summarizes writing systems used to des@hemehuevi sounds, with

the emphasis on the correspondences between esteimsy

(3) Table #1. Chemehuevi orthography (based om&#z(p.c))

Chemehuevi Harrington, Laird Press (1979) Corresponding

orthography (unpublished field sounds (IPA)
notes)

a a a a

aa aa a

C not attested not attested S

g g g

gw gw, ¢’ gw, ¢" w

h h h h

[ [ [ [

i i i:

k k k Kk

kw kw, K" kw, K" kw

m m m m

n n n n

ng ng

0 0 0 0

00 00 0:

p p P p

r r r r

S S S S

t t t t

ts ts c ts
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tc ts Cc

u u u u
uu uu u:
V \) \) \)
W W W w
y | , j

In this dissertation, any examples taken from Higton, Laird, Press, etc., are

converted into the official orthography for the sak uniformity.

1.3.2.3 Word formation: nouns
Common nouns in Chemehuevi are formed from a noanwith or without affixes.
Some nouns, likpaa ‘water’, kani ‘house’ andua ‘son’, consist of just the nominal
stem; nothing is added to them in the nominativaecae., there is a zero nominative
morpheme), and nothing is deleted when they argpoomded or possessed. Most nouns,
however, consist of a root and a non-possessed mauker (henceforth, NPN marker),
traditionally referred to as an “absolutive” markBress 1979) Press states that the
basic forms of the absolutive are /-tsi-/, /-tsiygfi-/ and /-pi-/, with the last two having
variants /-mpu-/ ~ /-vi-/ and /-mpi-/ ~/-vi-/, regpigely, predictable from nasalization
and spirantization (Press 1979:36). Below are stwxamples illustrating the NPN

markers in Chemehuevi:

2 The term ‘absolutive’ in the Uto-Aztecan literagiin general is different from the ‘absolutive’ eas
marker elsewhere, since the languages are notitgabsolutive.
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(4) a. aipasi ‘boy’

b. na'lntsisi ‘girl’

Cc. maapisi ‘old woman’
(5) a. atsu ‘bow, gun’

b. hipuUkist  ‘hole’

(6) a. taviplu ‘dirt’
b. ningau ‘chest’
C. pagau ‘shoe’

(7) a. tuhiyavu ‘deer hide’
b. na'nkarl ‘ear’

(8) a. hukumpli  ‘dust’
b. huvitunumpu ‘radio’

(9) a. tukapi ‘food’
b. atamupi ‘car’
c. kukwapi ‘wood’
(10) a. stunas ‘coyoté
b. tukwovi ‘meat’
C. nopa ‘egg’
(11) a. tawampi ‘tooth’
b. aganpi ‘tongue’
c.asaonpi ‘salt’

The NPN marker disappears when the noun is possessempounded.
Consider the examples in (12): in (12a) the nounasked with the NPN suffixsi with
a zero nominative, in (12b) this marker disappearse the noun appears in its possessed
form; in (12c) the NPN marker is present sincertben is a direct object, followed by a
regular oblique marken-; in (12d) the NPN marker is again retained with a

prepositional phrase:
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(12) a. /pungku-tsi-@ / => pungtsi
dog-NPN-nom
ldog1

b. pungku-n
dog-1sg
‘my dog’

c. Pungkusi-a-n tanga-vu.
dog-NPN-obl-1sg kick-past
‘| kicked the dog’

d. pungkutsi-wa’
dog-NPN-with
‘with a/the dog’
(Press 1979:35-36)
The NPN marker is retained when the plural affiadsled (13a and b) and lost

when a derivational affix is added (14a) or wherompound is formed (14b):

(13) a. suna’a4 ‘coyote’ => siUna’ai-mu ‘coyotes’
coyote-NPN coydiEN-pl
b. stiguptsi ‘lizard’ => sugupisi-wi ‘lizards’
lizard-NPN IrZaNPN-pl
(14) a. suna’a4 ‘coyote’=> slUna’a-rikaw'i-tsi ‘turningio a coyote’
coyote-NPN coydien-prt

b. kukwapi ‘stick’ => kukwa-tapoka-ga  ‘choppimgod’
stick-NPN stickop-imperf
(Press 1979:35-36)

1.3.2.3.1 Possession

In Chemehuevi, as in many other Native Americaglages (see Mithun 1999: 251-159
for an overview), some nouns always have to appéhra possession marker. These are

restricted to inalienably or inherently possessaahs such as body parts, plant parts, and
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kinship terms. The possessive suffixes-, -‘aa and akaa-require the presence of an

overt possessor in the sentence, in the form eparsite pronominal suffix.

(15) a. patwa-n
blood-poss-1sg
‘my blood’

b. tiviwa-n
land-poss-1sg
‘my land’

c. huvaava-uk
sap-poss-3sg
‘its sap’

(16) a. sagwiaa-n
guts-poss-1sg
‘my guts’

b. nangkéaa-ik
leaf-poss-3sg
‘its leaf’

(17) pi-piso’oakaa-m

RED-child-poss-3pl
‘their children’
(Press 93B-40)

The possessive suffix that marks other kind ospesion isvi; it does not have

any restrictions:

(18) nangkavi-n
leaf-poss-1sg
‘my leaf’
(Pre§52:40)
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1.3.2.3.2 Number
In Chemehuevi, there is a distinction between ateraad inanimate plural nouns.
Inanimate nouns usually do not vary in number,tbatones that do (like the body parts
in (19) below), employ reduplication to form plufatms (Press 1979:54).
(19) a. mo’'ovii  ‘hand’ => mo-mo’ovl  ‘hands’
b. pu’ivi ‘eye’ => pu-pu’ivi ‘eyes’
In contrast, the plurals of some animate nounsbeaformed with productive
plural markerswi and-m
(20) a. tuvatsi ‘wolf’ => tlvatami ‘wolves’
b. poo’avi ‘flea’ => poo’avni ‘fleas’
C.tuuk ‘cougar => tukui ‘cougars’ (Press 4%A4)
Some animate nouns use both reduplication andlpherkers:
(21) maapdutsi ‘old lady’ => ma-maaputswi  ‘old ladies’ (Press 1979:54)
Other animate nouns differentiate between dualphuncl by adding a suffix for
‘two and more’ and reduplicating for ‘three and eior
(22) aivatsi ‘youth’ => aivav ‘youth-pl’

=a-‘aivawl ‘several-youth-pl’ €3 1979:54)
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1.3.2.3.3 Case Marking
Chemehuevi nouns can be marked with two cases:nagive and obliqué The
nominative case is a zero morpheme; the oblique isagalized asa or—yawhen
preceded by vowel /a/. Press (1979) gives thewviatig distribution to case marking: the
nominative case marks subjects of matrix senteagdbjects of imperatives; the
oblique case is used for direct and indirect oljealjects of postpositions, possessor
nouns, and subjects of embedded clauses (52-58)pditadigm is illustrated below: in a
transitive sentence (23a), the subject is markeximative and the object oblique; similar
situation is attested with a ditransitive sentenog23Db).
(23) a. Manga-k maapu-@i- kani-Za patca-ga-ntu.

3sg/anim/vis-cop woman-NRém house-NPNobl clean-be-prt
‘The woman cleaned the house’.

b. Manga-k aipa-t@- pungku-tca tuka-pia maga-ka-td.
3sg/anim/vis- boy-NPN-nom dog-NPN-ofdod-NPN-obl give-perf-prt
‘The boy gave the dog food'. (JHJ)

The next two examples are an imperative sententteobjects marked
nominative (24), and an embedded sentence (brabketdh an oblique subject (25):

(24) Aipa-tcid  wampakwi-tcid punikai-tu’i-ngu.
boy-NPN-nom scorpion-NPN-nom sesaisimp
‘Show the boy the scorpion’. r¢Bs 1979:92)

(25) John-@  [Ann-  karltia-ya kuawi tanga-kai-na {ytcuga-yu.
John-nom Ann-obl chair-obl yesterdagk-perf-nomin know-pres
‘John knows Ann kicked the chair yesterday’.

3 carnie (p.c.) points out that the term ‘obliquetypically reserved for non-structural cases, thed
Chemehuevi ‘oblique’ case is often structuralparterpart of what we call ‘accusative’ case ineoth
languages. It also appears in truly oblique situregti(marking objects of prepositions, for examgle).
preserve the term ‘oblique’ to refer to this casetfie sake of uniformity since all previous workthe
Chemehuevi language uses this term, but basidafiytie non-nominative case, sometimes structural,
sometimes not.
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(Press 1979:115)
1.3.2.4 Word formation: verbs
In this section | will discuss such morphologicapacts of the Chemehuevi verbs as
number agreement, tense and aspect morphologyaanblination with light verbs.
In Chemehuevi, the verb must agree in number thigrsubject. In (26a) the
singular subject appears with an unmarked verb; in (26&d)stibject iglual animateand
the verb appears with the markem in (26¢) the subject is plural and the verb isked

by ‘real’ plural markerka used for both animate and inanimate nouns.

(26) a. NUU nukwi-va.
1sg.nom run-past
‘I ran’. (Press 1979:106)
b. Wahayugaisu-'um Ann Johnn-i-wanukwi-vuim.
both-3pl Ann.nom JoHhul-with run-past-pl

‘Both Ann and John were running/ ran’.
(Press 1979:106)

c. Wii honono’d¢a-ya.
knife fall-pl-pres
‘The knives are falling.’ (Press 1979:78)
The tense morphemes indicate whether the actiarrided by the verb happened
in the past-viitiand—mplit) future (-vaaand mpag”, remote pastpiigai or present
(-yut, -yaor zero depending on the verb class). The exanglesv demonstrate the use

of some of these tense markers:

(27) Utusampa-n  tuka-nmip0.
always-1sg eat-habit-past

* The choice of allomorphs for the past and futucephemes depends on the presence of spirantized or
nasal feature on the verb stem, resultingviiiiand—vaain the former andmpltitiand -mpaain the latter
case.



‘I always used to eat’.

(28) NUU-(k) nukwiva.
1sg-cop run — past
‘I ran’.

(29) Mang nukwyAl.

3sg.anim.vis run-pres
‘He runs/ is running’.

(30) Nui-k

pagu-tsi-a
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(Press 1979:70)

(Press 1979:66)

(Press 1979:65)

tikea-ntl.

1sg-cop fish-NPN-obl eat-fut-nomin
‘I will eat fish’.

(Press 1979:113)

Chemehuevi also has a rich aspectual system. Estssthe following aspect

markers:

(31) Table #2. Aspect makers in Chemehuevi (basd@ress 1979)

Aspect Morpheme Examples
momentaneous/-ngu mutcungu ‘get strong’ (67)
punctual -ku wi'i-ku-vi ‘fell’ (68)
achievement | reduplication | ka-karu ‘sit down’ (67)
continuative/ | -ni’i tika-ni'i  ‘be eating while doing something else (6
imperfective
iterative reduplication+ puni ‘look’ => pu-mpunii ‘look repeatedly’ (68)
glottalization
perfective -ma’aku tuka-ma'aku ‘finish eating’
-maul tika-madu ‘finish eating’ (69)
resultative/ -kai~-kwai~ | puni-vi ‘looked’ => punikai-vi ‘saw’ (69)
perfective -ngkwai
cessative/ -maupa tikanaupa ‘to stop eating’ (69)
non-completive
telic
usitative/ -mi tika-mi-mpi ‘used to eat’ (70)

past habitual

There is also a variety of predicators, analyzretthiis dissertation as light verbs,

which can be suffixed to verbal stems. A represamtadample is in (32)-(34):

8)
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(32) Directionals

a. —gi ‘come to’
b. -wa'i ‘go to’

(33) Modals
a. —maga ‘try to’
b. —suawagai ‘want to’
C. —musu ‘try in vain’

d. —titu'ani  ‘seem to’
e. —tlvitcu ‘want to’

f. —guu ‘would’
g. —guu-pu  ‘should’
h. —ngkuu ‘could’

(34) Verb creating light verbs

a. —gai ‘be, have’
b. —tu ‘make’
c. —tu'a ‘become’

(35) Valency changing light verbs

b. —ngku ‘transitivizer’
c. —tu’i ‘causative’
d. —tu ‘passive’

We will examine some of these light verbs in mosgéad in chapter 3.

1.3.2.5 Pronominal system
Pronouns in Chemehuevi are classified accordifguimber (singular, dual, plural),
Person (1, 2, 3), Exclusivity (of the addresses)ximity (within the arm’s reach/
beyond it/ invisible), and Animateness (animatehimate). Independent pronoun forms

are summarized below:
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(36) Table #3. Independent pronouns in Chemehifress 1979:44)

sg dual pl
1 nad/ nadni tami tawi in¢l
nami excl
2 ami mumi
3 anim inga imu here
manga mamd visible
unga umu invisible
inanim itst/ikali- here
mari/maka/ma- visible
ur/uka/u- invisible
Nom/oblique/postpositions

Only animate pronouns vary in number between $angand plural. The only
independent pronouns that have nominative and wdbligrms are 1 person singulati(i/
nddni) and 3 person inanimate pronouitsi/ika, mari/maka, urti/ukathe rest are
invariant between the two cases. All personal pposdhave suffixal forms used when
the independent pronoun is omitted from the semtamnd its referent is understood from
the context. The underlying suffix forms for eachnpun are given below:

(37) Table #4. Pronominal enclitics in Chemehu@vegs 1979:46)

sg dual pl
1 -n\V° -tami -tawil inc
-numi excl
2 -ukVv -wV subject
- subj-imperf
-mV -wimV object
3 anim -inga -ima here
-anga -amu visibl
-unga -umdi invisibl
inanim -ika here
-aka visibl
-uka invisibl

® The word final vowel in these forms never surfas@éis;ce nothing ever follows it, but according t@ &y
(1979) the vowel is underlyingly there.
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Only second person pronominal suffixes have diffeferms for subject and object. Both
independent and suffixal forms can act as pronoumieterminers.

To illustrate the use of pronouns, consider trengXes in (38)-(40): pronominal
arguments can appear either as independent pro@xersples in (a)) or as suffixes
(examples in (b)). In the case of suffixes, thgetthmarker must attach to the first word
in the sentence provided it is a lexical categtirgan attach to any constituent: verb
(38b), direct object (39b), or negative particlélffl except to the subject itself. In (39)

and (40)jungandangare determiners.

(38) a. NUU nukwi-va. b. Nukwi-viun.
1sg run-past run-past-1sg
‘I ran’.

(39) a. John ntini  wihi-a  maga-vi. bhiMd-ung nadni maga-vi John ung..
John 1sg.obl knife-obl give-past knife-obl-3sg 1sg.obl give-past John that
‘John gave me a knife’.
(40) a. Aipatsi ang kats nukwi-vii-wa. b. $@hg aipatsi ang nukwi-vii-wa.
boy that not run-past-neg not-3sg boy that run-past-not
‘That boy didn’t run’.
(Press 1979:120)
If the direct object is a full noun, it is marked &n oblique marker /-a-/, followed
by the subject marker (39b). It is extremely instireg that the subject marker has this
flexibility of attaching to either a verb or theeltt object or even a negative particle,
whichever comes first in the sentence. It is aséqusition clitic, known in the

literature as a ‘Wackernagel’ clitic, which attashe the first phonological word of the

sentence (see Anderson 2005 for an overview).
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Ditransitive sentences show a similar pattern: eaghhment can appear
independently with the subject marked with the n@ative case and the two objects in
the oblique (41a), or one of the objects can béx&df to the first word in the sentence
following the subject marker (41b):

(41) a. Ann ung pagu-tsi-a mult maga-va.
Ann.nom that fish-NPN-obl 1sd.olgive-past
‘Ann [that one] gave me a fish'.
b. Pagu-tsi-anga-n maga-vi Ann ung.
fish-NPN-obl-3sg-1sg give-past Arom that
‘Ann [that one] gave me a fish'.
(Press 1979:121)

Now consider a transitive sentence, in which botbject and object are overt and

the subject marker is doubling the overt subjet{4R), the subjectohnis marked with

nominative case and the objéatn has the oblique marker /-i-/; also the verb itself

carries the enclitic /-a~And the subject marker.

(42) Tanga-via-ing John Ann-i.
kick-past-obj-3sg John.nom Ann-obl
‘John kicked Ann’. (P3e979:76)

When the word order is reversed and the objeaagpsentence initially, the
oblique marker appears on the direct object, tagetlith the subject marker, and the
verb only carries the tense morphology:

(43) Puku-tsia-n tanga-va.

dog-NPN-obl-1sg kick-past
‘| kicked the dog'’. r¢éBs 1979:36)

® The exact nature of enclitia- is unclear (Press 1979:77), but it may be an objecker.
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Thus, to summarize the use of pronominal subjeckens: they are (i) second
position clitics, (ii) can attach to any lexicategory, provided it is not the subject NP,
(iif) can co-occur with the subject NP, i.e., pagate in clitic doubling. Pronominal
object markers (i) follow the pronominal subjectrke, (ii) can attach to any lexical

category except the object NP they refer to, iiig unclear whether they can double.

1.3.2.6 Word order
The underlying word order is Chemehuevi is SOVhvtlite direct object following the
indirect object in ditransitive sentences, as itlated in (44) and (45) below.
S DO \%
(44) Mango-k aipa-tci tulawiaa tuka-ka-tu.

3sg.anim.vis-cop boy-NPN.nom meat-NPN-eht-perf-nomin
‘The boy ate the meat’.

S 10 DO Vv
(45) Mango-k aipa-tci purgita tuka-pi-a maga-ka-tu.
3sg.anim.vis-cop boy-NPN.nom dog-NPN-olddd\NPN-obl give-perf-nomin
‘The boy gave the dog food'. (JHJ)

However, the word order in Chemehuevi is flexibiéhm a sentence and
depends largely on the information structure, tapic/focus (Press 1979:117). The
focused element (if not the subject) is fronted msrfdllowed by the pronominal suffix
agreeing with the subject of the sentence. Comib@sentences in the pairs below: any
element, a verb, a direct object, or even a negaiarticle, can be fronted, and its
meaning is slightly focused.

(46) a. Nukwi-viu-n nad.

run-past-1sg 1sg
‘Iran’.
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b. NUU nukwi-va.
1sg run-past
I ran’.
(47) a. Wihi-a-unga nadni rmagl John unga.
knife-obl-3sg.anim.invis 1sg.obl givasp John.nom 3sg.anim.invis.nom
‘John gave ma knife’.
b. John nddni wihi-a  maga-va.
John.nom 1sg.obl knife-obl give-past
Johngave me a knife’.
(48) a. Katcu-ang aipa-tci gan nukwi-vid-wa
not-3sg.anim.vis boy-NPN.nom 3sg.anisiniin-past-neg
‘That boydid notrun’.
b. Aipa-tci ang at&u nukwi-vid-wa
boy-NPN.nom 3sg.anim.vis not  run-past-neg

That boydid not run’.
(Press 1979:120)

1.4The organization of the dissertation

The dissertation is organized in the following wBwrt | is devoted to the study of
lexical categories and word formation in Chemehuwath focus on noun (chapter 2),
verb (chapter 3), and adjective formation (chag)ein chapter 5, | consider how lexical
categories in the language form predicates. Pé&otlses on the study of the
Chemehuevi causatives, with chapter 6 presente@tiemehuevi data and the
theoretical background on morphological causatareswith chapter 7 discussing my

analysis of the Chemehuevi causatives.
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ROOTS AND LEXICAL CATEGORIES IN CHEMEHUEVI
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CHAPTER TWO

LEXICAL CATEGORIES IN CHEMEHUEVI: NOUNS

In this chapter, | introduce the theoretical fraroexof Distributed Morphology
(henceforth, DM) and lay down the foundation fag thscussion of word formation in
Chemehuevi. | begin with general principles of DMiaummarize its treatment of word
and sentence formation. | will then discuss thetRbgothesis and its applications to
word morphology on the basis of English and Hebieater in the chapter, | turn to the
formation of Chemehuevi nouns, with detailed distws of non-possessed and
possessed nouns. | claim that nouns in Chemehtedegived through the incorporation
of roots into a noun-forming functional head ‘Etth®, which has an overt phonological

realization in the language.

2.1 Theoretical background: DM on roots and functimal categories

2.1.1 Principles of Distributed Morphology

The framework of Distributed Morphology was intreéd in the early 1990s by Halle
and Marantz (1993, 1994), as an alternative to existing lexicalist approaches to
morphology represented in the work of Lieber (1980parsky (1982), Di Sciullo and
Williams (1987) among others. The very term, Digited Morphology (hereafter DM),

illustrates the main postulate of the framework:rphological composition does not



45

happen in a separate component of the grammacgatiypiconstrued as the lexicon. In
fact, in DM there is no lexicon in a sense of agknstorage of sound-meaning
correspondences. The tasks performed by the lexiconexicalist theories are
‘distributed’ through several components of thengmaar. Three such componentssfs
in the Figure 2) are identified: the Lexicon, thecdbulary and the Encyclopedia.
Crucially, the Lexicon is a set of bundles of margyntactic features which serve as
input to syntax and are relevant only to the pples of syntax. These are not ‘words’ or
‘morphemes’ in the traditional senses of the teamthey lack phonological content. In
other words, syntax does not manipulate words orphemes with both phonological
and semantic content, but abstract syntactic anthstc formatives like Root, [sg]/[pl],
Det, waus, etc. The phonological realization of these fesduor feature combinations
does not appear until late in the derivation. Phmgioal exponents are encoded in the
Vocabulary, defined as a set of Vocabulary Itenagheof which provides “the set of
phonological signals available in the languagether expression of abstract morphemes”
(Harley and Noyer 1999:5). The last piece of thezbi is the Encyclopedia, which
relates roots to meanings that are irrelevant fer tomputational system and are
understood to be a part of extralinguistic knowkdg

DM brings word formation and sentence formatioretbgr: both are generated
by a single generative mechanism - syntax. Symtagirations, such as Move and
Merge, combine morphosyntactic features into mosghtactic structures according to
the principles of Universal Grammar. Each bundlenofphosyntactic and semantic

features corresponds to a terminal node in thetsiret and can undergo such syntactic
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operations as head-to-head movement to be adjton@derminal node in another
position or merger of structurally adjacent nogespng the few. These terminal nodes,
i.e., bundles of features, receive phonologicateoinafter syntactic operations, at the
point of Spell-Out when vocabulary insertion tagésce. The morphological component
of the grammar is part of Spell-Out; it is “partaomapping procedure that takes a
syntactic structure as its input and incrementalilgrs that structure in order to produce
a phonological form” (Bobaljik 2008:296). After ghpoint, Vocabulary Items (from List
B in the diagram below) are matched with the busidiefeatures at each terminal node,
and those that are the closest match are inseriedhie structure. For example, the plural
marker in English /-s/ will be inserted in the témal node with the bundles of features
[NUM][pl]. All Vocabulary Items (henceforth, VIs) hose meaning is not predictable
from their morphosyntactic structural descriptiequire Encyclopedia Entries (List C),
which connect the output of the grammar to non-cagitipnal meanings. Thus, the root
dogwill have the following information linked to ihithe Encyclopedidour legs,

canine, sometimes bites, efdarley and Noyer 1993:3). When all Merge and Blov
operations are completed and the bundles of feaareeshipped to LFat the point of
Conceptual Interface, morphemes receive speciahimgsfrom the Encyclopedia
depending on their syntactic context. For exantplke verbkick in the context ofo

the bucketeceives from the Encyclopedia the special meaiiieg catin the context of

" For DM, LF does not express lexical meaning. teitevel of representation which exhibits certain
meaning-related structural relations like quantifieope” (Harley and Noyer 1999:9).
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let the__ out of the baig interpreted as ‘secret’, etc. Harley and Nq#©99) illustrate
how such grammar works with the schema in repg@dfeldelow.

(1) Figure 2. The structure of the grammar in DMu(ldy and Noyer 1999:3)

Morphosyntactic features
[Det] [1st] [CAUS] [+pst]
[Root] [pl] etc.

Syntactic operations
Merge, Move, Copy
— T

Morphological operations Lagli€orm

Phonological Form
(Insertion of Vocabulary Iltems,

List B Readjustment, phonological rules)

/ Conceptual interface

‘meaning’

Vocabulary items
/keet I: [Root],[+count],
[+animate], etc.

Encyclopedia
(non-linguistic knowledge)
cat: four legs, feline, pet, purrs, scratches;

List 27

2.1.2 DM on roots and functional categories

Within DM, the traditional distinction between refgtems and affixes receives special
attention. Both roots and affixes are Vocabulagyis, i.e., “they connect
morphosyntactic feature bundles with phonologieakdre complexes” (Halle & Marantz

1993:113). Whereas the morphosyntactic featuresupplied by Universal Grammar,
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roots are language-specific. Like Saussurean sigots have their phonological form
and their meaning(s). Marantz (2003:7) claims th&M roots can have multiple,
context-dependent meanings (cf. the root ‘-ceime€dnceivedeceivereceive perceive
etc.); but they cannot have multiple phonologicaihfs, i.e., suppletive allomorphs. He
explains this property of roots by the fact thabpblogical features are part of the
linguistic system per se and form a kind of laloeldach root, whereas the root meanings
are part of the extra-linguistic, encyclopedic kiedge and cannot be used to create
labels for roots. He states that “the internal sgmastructure of roots (atoms for
construction, along with the universally availaQlammatical features), whatever it may
be and however it interacts with the syntax/morpbyg] is nothing like the internal
structure of words and sentences and thus canrsedmmposed or composed in the
grammar” (Marantz 2001:8).

Harley and Noyer (1998) suggest that root/affixidiion can be viewed in
terms of two different kinds of morphemes, f-monpies and I-morphemes,
corresponding to the traditional distinction betwéenctional and lexical categories. F-
morphemes, by definition, are “morphemes for whiatre is no choice as to Vocabulary
insertion”, i.e., their syntactic and semantic teas are linked to a unique phonological
expression. L-morphemes, on the other hand, capetaior the same slot at the Spell-
Out (Harley & Noyer 1998:7).

As with all morphemes, neither the phonologicahfarf roots nor their meanings

are relevant for the purposes of syntax. Syntaxipugates only placeholders for roots,



49

marked with a root symbol in syntactic derivations (adopted from Pesetskg5)9
These abstract roots receive phonological conteBpall-Out by Vocabulary Insertion,
and semantic content from the Encyclopedia.

This abstract view of roots is the foundation footlner important principle of
DM, known as the L-Morpheme Hypothesis (Marantz7,3mbick 1997, 1998, Harley
1995, etc.), also known as the Root Hypothesisd&@05), which suggests that lexical
categories such as nouns, verbs and adjectiveteared from the combination of a
root/l-morpheme with a category-defining f-morpheraer example, rootdancewill be
interpreted as a verb when its nearest c-commaridimgphemes are verbal functional
elements v, Aspect and Tense, but as a noun ienttieonment of a Determiner, or (in
later versions of the theory (Marantz 2000)) a n@hfunctional head ‘little’ n. This
view of lexical categories captures the ability@dts to appear in a language as different
lexical categories depending on their morpho-syi@@nvironment. English provides
many examples of this flexibility, among which iso@t like growthat can surface as a
verbgrow-s a participlegrow-ing, or a noun/nominalizatiogrow-th Marantz (2000)
also argues that word pairs lie&rociousandatrocity provide evidence for word
formation from roots: the rootatroc yields an adjectivatroc-iousin the adjectival

environment, and a nowtroc-ity in a nominal environment.

® There is an alternative view suggesting that rawdy be specified semantically in the numeration
because there is evidence that sometimes thefeatges on roots that influence their syntacticawéor
(Embick 2000, Pfau 2000, among others).
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(2) a. a b. n

a atroc n  atroc
-ious -ity

Similar derivations hold for a pair likkominateandnominee with the root
nominas the base for the word formation. The outpueddp on the functional

environment the root appears in, verbal in the chs®emin-ateand nominal in the case

of nomin-ee
3) a. v b. n
\Y; nomin n nomin
-ate -ee

Marantz (2001) argues that derivationally, the covation of root and its c-
commanding head determine the edge of a cyclic dotadphase” in Chomsky’s
(1998) terminology). This content is shipped ofL¥ and PF for phonological and
semantic interpretation, where the meaning of dloe in the context of the functional
head (be it ‘little’ n, v, or a) is negotiated ugitEncyclopedic” knowledge. Functional
heads that attach outside of the category formiafyrfas in (4b) below) take as
complements a structure in which the root’s meaaimg) pronunciation has already been

negotiated, and that is why no special meanings\aagable.

° In all trees throughout this dissertation, thermlogical forms are inserted into the terminal reofte the
ease of exposition; in reality the VIs containifgppological exponents do not appear in syntactic
derivation till after Spell-Out.
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(4) Availability of special meaning (based on Mam(2001:8))

LF

head n/alv

n/alv ...root., PF

To illustrate that special meanings are availablebts, but not ‘words’ formed
from them, Marantz (2000) compares the pair of wd@horanddonatorand concludes
thatdon-oris formed from the rootdonand thus can have special meanings biked
donoror organ donor whereaslonat-oris derived not from the root but from the verb
donateand these special ‘blood’ and ‘organ’ interpretagi@are unavailable.

(5) a. [[ don}, or]
b. [[[ don], ate], or]

This line of reasoning that separates root-based feomation from word-based
formation finds further development in the worKloavis 2000, Pylkkanen 2002, Arad
2005, Harley 1995, 2006a, Svenonius 2005 amongs#dral is known as the Low vs.
High Attachment Hypothesis which is becoming infitial in the study of verbal
morphology, as we will see in chapters 3, 6 and 7.

English word formation provides some valuable enizk in favor of roots as the
basic elements of words. However, as Arad (2005)tp@ut, the majority of words in
English (like nounslog tree andchair) do not demonstrate evidence of overt

decomposition into roots and f-morphemes. In h@klkm word formation in Hebrew,
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she provides strong evidence in favor of the (usi@® Root Hypothesis, which she
defines as “the existence of atomic cores of samtimeaning, from which all words are

built” (14).

2.1.3 Arad (2005) on roots and lexical categomeldebrew

Arad builds her argument for the Root Hypothesiseldeon two facts about Hebrew word
formation: (i) root and word creating morphologe atearly distinguished in Hebrew;
(i) word formation from roots and from derived wigris also distinct, both
morphologically and semantically (Arad 2005:13).

Hebrew roots are composed of three consonantsninstt be combined with
verbal, adjectival or nominal pattern morphology&pronounceable. This pattern
morphology includes slots for the consonants ofrtlo¢, as well as a particular syllabic
structure and inherent vow&lsArad shows in example (6) repeated below thatréieb
roots are underspecified not only phonologicallyt, &lso semantically, since words
derived from the same root can have a variety>€& meanings, even though they
share a common semantic core (13). The rgdt is the core for the following words, all
of which have something to do with size; howeJee, $emantic relation between the

derived words is not always straightforward:

19 For an alternative ‘word-based’ approach to Hebmawphology, see Bat-El (1994, 2003), Ussishkin
(1999, 2005)
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(6) gdl
Pattern Words
a. CaCaC (v) gadal ‘grow’
b. CiCCeC (v) gidel ‘raise’
C. hiCCiC (v)  higdil ‘enlarge’
d. CaCoC (a) gadol ‘large’
e. CoCeC (n) godel ‘size’
f. miCCaC (n) migdal ‘tower’
g. CCuCa(n) gdula ‘grandiosity’ (Arad 2005:13)

Arad argues that roots anederspecified potentialitiegven though the words
derived from the same root share some lexical owa&ning, their semantics are not
computed compositionally. The reason for the abdits of these special meaning lies in
the fact that all words in (6) are root-derived asdsuch lie within the sanpdase(in
terms of Chomsky 1998, 1999), which Arad (followidigrantz 2000) defines as the first
category head merging with the root. She writes,tHe first category head merging with
the root defines a phase, that is, a stage indheation where the element built by the
computational system is spelled out both semaliieald phonologically” (748). The
output of this derivation is sent off for phonologli and semantic interpretation, and thus
any further word-formation occurs beyond the boupdéd the phase and has no access to
the root and to the domain of special meaning. ©hahy, explains Arad, denominal
verbs in Hebrew can only have meanings based onahes they are formed from.

Arad’s definition of a phase aartyhead that creates a semantic or phonological
domain” is a lot stronger than Chomsky’s originedgosal that includes little v, C and
possibly D as heads that define phases. | will sbowhe basis of the Chemehuevi data

that this definition of phase is too strong anduress refining at least for Chemehuevi.
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(7)

{n, v,\é}\\ domain fepecial meaning = phase in terms of Arad (2003)

\
\
\

{n, v, a} root

Arad (2005) also brings attention to another patieHebrew that may have
crosslinguistic implications: the overt expressudiverbal morphology is obligatory,
whereas the overt expression of nominal morphols@jften optional (15). For example,
there are nouns in Hebrew that are exempt fronepathorphology and are built from
syllabic roots, not from consonantal roots as tlagonity of nouns and all verbs. Most of
these nouns are borrowings from other languadestdievizyatelevision’, telefon
‘telephone’, etc. In these nouns there is no ptatle pattern of prefixes, or vowels,
since the vocalic content is derived from the selanguage. What is particularly
interesting, however, is that when borrowed syllabbts form verbs, the vocalic pattern
morphology is required. So even though the noueléson the corresponding verb is
tilfen ‘to telephone’ (35): the consonants of the syltaboiot remain the same, but the
vowels are those from the corresponding verbaépatiArad explains this asymmetry by
the fact that verbal features (tense, aspect) rasept in the syntax, while nominal
features (like person and number agreement) camsbeted post-syntactically (Embick
2000, Bobaljik 2000). In terms of Hebrew this metrat features present in syntax are
obligatorily spelled-out, i.e., verbs and nounsifed from roots are formed based on the
pattern morphology because they acquire their nahaimaracter in the syntax. But in the

case of nouns formed from the syllabic stems, mwhfroots, their nominal features are
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omitted in the syntax. Arad reports that a simélsymmetry is attested between borrowed
verbs and nouns in Russian. Borrowed nounsKie‘coffee’ ormetro‘subway’ do not
decline, i.e., do not show case/gender agreemewever, borrowed verbs likgarkovat’
‘to park’, praktikovat’ ‘to practice’,telefonirovat’‘to telephone’kserit’ ‘to xerox’ must
carry overt markers of a verbal conjugatieov@in the first three verbsi in the last
one).

Overall, Arad’s discussion of roots and functioheads that derive them is highly
relevant for Chemehuevi, a language in which rbatge much flexibility in the
formation of lexical categories and where thereaanember of overt category-forming
functional heads. However, as we will see fromdé&etions below, Arad’s
generalization about nominal morphology beamgionally present in syntax does not
work for Chemehuevi, since one of the distinctigattires of nominal morphology in the
language is the necessary presence of non-possessedhenceforth, NPN) markers on
the majority of nouns. In the next section, | witlow in detail that NPN markers are part

of derivational morphology and derive nouns froratsan Chemehuevi.
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2.2 Lexical categories in Chemehuevi: Nouns

2.2.1 Non-Possessed Noun marker — a noun-formimgiiftnal morpheme littleh

In this section, we will take a closer look at tleun-forming functional morphemes in
Chemehuevi. Recall from chapter 1, that most comnoams in Chemehuevi consist of a
root and an NPN marker, which deletes if the ncas dpossessive marker or is
incorporated, but is preserved when number or cesphemes are added to the noun.
There is a small number of nouns that do not haydRN marker and nothing is deleted
from them when they are possessed or incorpor@edhe basis of these facts we can
say that there are five classes of nouns in Cheewldepending on the NPN marker that
they take:-tsi-, -tsu-, -pU-, -pi-and zero. The allomorphpi- and-pi- have variants
-mpu-~ -vUu- and-mpi- ~ -vi-, respectively, predictable from nasalization and
spirantizatioh" (Press 1979:36). The Chemehuevi noun classesanepéified in the

data below:

(8) Class 1 NPNitsi

a. aipasi ‘boy’
b. na'lntsisi ‘girl’
C. maapdisi ‘old woman’

(9) Class 2 NPNtsu
a. asu ‘bow, gun’
b. hipuUkist  ‘hole’

1 Both processes are morpho-phonological: [+nasai][&sprnt] are features of the root and do noaglw
correspond to the presence of nasal or spirantiaadonants in the root, but spread these featorbet
phonemes following the root.



(10) Class 3 NPNpu

a. tavipu ‘dirt’

b. ningasl ‘chest’

c. pagai ‘shoe’
NPN pU [+sprnt]

a. tuahiyavri ‘deer hide’

b. na’nkari ‘ear’
NPNpi [+nasal]

a. hukempt  ‘dust’
b. huvitununpu ‘radio’
(11) Class 4 NPNpi

a. tukapi ‘food’
b. atamui ‘car’
c. kukwapi ‘wood’

NPN-pi [+sprnt]

a. sunaA ‘coyoté
b. tukwovi ‘meat’
C. nopa# ‘egg’

NPN-pi [+nasal]

a. tawampi ‘tooth’
b. agaompi ‘tongue’
C. asanpi ‘salt’

(12) Class 5 NPN /@/

a. paa-@ ‘water’
b. kani-@ ‘house’
c. tua-9 ‘son’

57

In terms of Distributed Morphology, we can view tieemehuevi NPN marker

as a functional morpheme, a littl® that forms a non-possessed noun out of a rod$ in i

complement position. This functional morpheme le®rl allomorphs that are
considered to be Vocabulary Items with the follogvinsertion possibilities:

(13) Vocabulary Items for an NPN marker/litt2(to be continued)

a.-tsi<>f/[ RoOt/cass1y |
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b. -tsti<>fl /[ ROOt[class 2 ]
c. -pii <>A/[ ROOfclass 3]
d. -pi<>®/[ RoOticiass 4y ]
e.-@<>f[ RoOOtcasss ]

The cases of spirantization and nasalization wittasses 3 and 4 are treated
through the application of readjustment rules, hagical rules that apply to
morphemes after Vocabulary insertion (Halle andadvitr 1993). These are common
morpho-phonological processes that affect thealnttbonsonant of morphemes following
roots that have a [+sprnt] or [+nasal] feature. Téwajustment rules have a
representation like the one in (14) below, and wdult in alternationpll ~ vl ~mpiand
pi~ vi ~ mpiwithin the NPN marker/ functional heafl n
(14) a.p =» v/ Root}+ spryT_

b.p—» mp/ Rooty nasay

The fact that the NPN marker is subject to morphorwlogical allomorphy
supports Arad’s observation that rooffisa phase: since both occur within a phase, the
regular word-domain phonological rules of the laaggiapply. However, later in this
dissertation we will see that Arad’s definitionabphase is too strong and in Chemehuevi
constituents larger that root plus the first catggorming head can belong to the same

phase (see chapter 3 and 7 for more on this).
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2.2.2 Possessive marker — allomorph of litfle n

As the very term Non-Possessed Noun marker indicttes morpheme occurs only with
non-possessed nouns. In fact, when nouns appeassgessive constructions, the NPN
marker does not surface. There are two cases gd@mnnouns that occur with
inalienable and alienable possession. In Chemehaswn many other Native American
languages, some nouns always have to appear wikieahpossession marker. These are
restricted to inalienably or inherently possessaahis such as body parts, plant parts, and
kinship terms which take one of the possessivaxadfwa-, -‘aa, or -akaa-and require
the presence of an overt possessor in the sent&adke data below indicate, the NPN
markers are deleted in these cases and importaetiyossessive marker is followed by a
pronominal clitic that shows agreement with thedegsor (examples in (15b) through
(19 b)).
(15) a. paipi

blood-NPN

‘blood’

b. paiwa-n
blood-poss-1sg

‘my blood’
(16) a. huvart

sap-NPN

‘Sap’

b. huvaawa-uk

sap-poss-3sg
‘its sap’
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(17) a. sagwi
guts-NPN
‘guts’
b. sagwiaa-n
guts-poss-1sg
‘my guts’
(18) a. nangkadi
leaf-NPN
‘leaf’
b. nangkéaa-ik
leaf-poss-3sg
‘its leaf’
(19) a. piso’otsi
child-NPN
‘child’
b. pi-piso’cakaa-m
RED-child-poss-3pl.anim
‘their children’ (Press 1979:39-40)
If the NPN marker and the obligatory possessiveksragire in complementary
distribution, we can claim that they occupy the satmuctural position. | claim that they
are allomorphs of little ) one appearing in non-possessed contexts andt&ein case
of possessed nouns. Consider the derivation ohgoongsessed noun in (20a): the root is
a complement of a noun-forming functional headtlitf that does not have a specifier.
In (20b), however, the same noun is inalienablyspssed, and a possessive allomorph of
little n® is inserted. The difference between the two allghs is in the presence/absence

of the specifier: the possessive littfeprojects a specifier, occupied by the possessor DP

For this particular noun this allomorph is speltad-as wa. The agreement suffix, being
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an enclitic, attaches to the existing nominal sé¢RF as a linearization requirement (we
will return to the details of this process latethe section).
(20) a. pau-pi ‘blood’

nP

pall R
_p|
b. pal-wa-n ‘my blood’

nP

DRossi N

[1sg]

=n paj n
-wa

0

Such analysis of inalienable possessive constmetg NPs is consistent with the
data from Hungarian (Szabolcsi 1994) in which tbesgessor appears in Spec-NP of the
possessed noun. The fact that the possessor gataly in the inalienable possessive
constructions is accounted for by Vergnaud and Zarpeta’s (1992) analysis. Under this
analysis, the possessor and the possessed noimagpeedicate-argument relation
marked as coindexation between the two nouns.dstiegly, there are clear parallels
between this predicate analysis of inalienable ggsen and Baker’s (2003) analysis of
predicative properties of verbs on the one handnanuths and adjectives on the other (see
chapter 5 for the complete review). Baker arguas\vhrbs can form predicates due to
the fact that verbs can project specifiers. Indage of the inalienable possession, a

similar effect is in place: the presence of thec#fg of nP enables the predicate-
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argument relation between the possessed noun anmbfsessor. Within the framework
of DM a similar treatment has been proposed foerbal functional head little v by
Harley and Noyer (1998). They maintain that litt}g),caus has a specifier, which
enables it to have an external argument, but kitife ome does not project a specifier and
is the basis for forming unaccusative verbs. Inrtlag¢er work, Harley and Noyer (2000)
develop a formalism for dealing with selectionadgerties of roots in terms of licensing:
roots are listed with a set of licensing requiretagfeatures that indicate what functional
heads or other environments a particular VI co-cxeuth (more on this in chapter 3).
Overall, this approach can not only account fordbketion of NPN markers in
possessive contexts, but also for the fact thadgesors are obligatory in some possessive
constructions. | assume the same is true for inably possessed ‘noun’ roots in
Chemehuevi; their licensing requirements includeviiriety of i head which projects a
specifier. Alienable nouns do not have this licegsiequirement and occur with the
‘unaccusative’ fihead.

Consider example (21) below: the possessor DBo&RUUNI‘my’, originates
within the nP in the predicate-argument relatiopghepresented by the co-indexation)
between itself and the possessed roarison’. Since the possessor is a pronoun in this
case, | assume it is & Bead that besides person and number featurebéaslique
case feature. The NPN markéithead that forms the nP is phonologically null ia tase
of the root tua‘son’. After Vocabulary Insertion, we have the lineariatédngnuni tua

‘my son’.
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(21) a. ndtni  tua

1sg.obl son
‘my son’ (Press 1979:59)
b. nP
DRoss:i n’
Dross  tug n°
[1sg][OBL] &-
nadani

Press (1979) indicates that there are other wagayng (21): either by suffixing
the pronominal to the possessed noun (22a), olitiyaoubling (i.e., using the clitic and
the independent pronoun), as in (22b).

(22) a. tua-n
son-1sg

‘my son’

b. nddni  tua-n

1sg.obl son-1sg

‘my son’ (Press 1979:59)

In these examples, the possessed noun bears fite efrcwhich agrees with the
Dpossin number and person. Recall from chapter 1 thmsame pronominal forms are
used as pronouns or determiners (see Tables #24amdchapter 1), and both pronouns
and demonstrative determiners in Chemehuevi hawp@on of surfacing either as
independent pronouns or enclitics. | propose tmairtdependent forms are D heads,

present in syntax as in example (21) above, whigephonologically dependent ones are

agreement markers inserted post-syntactically geidied morphemes (Embick 2000,
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Bobaljik 2008}2. Embick (2000) formulates the principlefgature Disjointnesi the
following way: “Features that are phonological poirely morphological, or arbitrary
properties of vocabulary items, are not presetiiénsyntax; syntacticosemantic features
are not inserted in morphology” (18&greement features on nouns and adjectives are a
typical example of disjointed (also known as ‘d@ated’) morphological features;
conjugation and declension class features that beustemorized with particular noun or
verb classes are also examples of disjointed fegatur

If we accept this dual analysis of pronominal foythe derivation for the
examples in (22) above will have the following regentation. The affixal possessive
marker will be inserted postsyntactically as aaliged Agr node, and | assume the
possessive D head is a pro in (22a). As for thie-aoubling case, the features on D are
interpreted and have a phonological realizatiod,the Agr node is again inserted in the

morphological component of the grammar (shadedgddlte derivations in (23)).

12 One way to account for clitic doubling is to assumpronominal argument analysis a & Baker (1895)
which the independent pronoun is an adjunct andlttie is in the argument position. However,
Chemehuevi is not a pronominal argument languadeDPs appear in argument positions.
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(23) a. Enclitic form of pronominal agreement marke

nP
DRossi n’
Dross  tug n°
[1sg][OBL]
pro A Agr
-@-  [1sg]
-n
b. Clitic doubling
nP
DRossi n’
Dross  tug n°
[1sg][OBL]
nadni A Agr
-@-  [1sg]
-n

This structural distinction between the D determifehether possessive or
demonstrative) present in the syntax and the aggsemorphology inserted after syntax
helps to understand why in Chemehuevi you carelitesay ‘the his mother’. Examples
(24a) and (b) illustrate this point: in both cadesre possessed noun is followed by a
possessive agreement marker and the demonstrati®erdner, cliticized in the
morphology.

(24) a. pia-anga-anga
mother-3sg.anim.vis-3sg.anim.vis

‘his mother, that one’

b. tsi'aka-‘ami-unga

opponent-2sg-3sg.anim.invis
‘your opponent, that one’ (JPH&CL, The Crow is Made Black, 15)
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In the case of alienable possession, there is ad pessessive marker, but the
NPN marker is also deleted and only agreement nodogly follows the root:

(25) a. niavi'®
name-NPN
‘name, n.’ (OCD)

b. Mangay-uk nanga Bill.
3sg/anim/vis-cop name-3sg/anim/vis Bill
‘His name is Bill'.

c. Namiy-ak niatimi avaatu.
1pl/excl-cop  name-1lpl/excl many
‘Our names are many’.

d. Mamu-uk niamu avanayu.
3pl/anim/vis-cop name-3pl/anim/vis many
‘Their names are many’. (Guy Tyler)

Similarly to the inalienable possessive construngjdhe alienable possessive NPs
can occur with demonstrative determiners. In otiends, their syntactic structures are
identical to the inalienable possessive phrasassuime that the only difference between
the two is the absence of the predicate-arguméatiae between the possessor and the
possessed nP and the corresponding absence ehaiiig requirement on the root.
Consider the example (26) below: the demonstrgie@aounmar ‘that inanimate visible’
is a D determiner taking a possessive nP as a eonapit.

(26) a. mar pampun’i-n

3sg.inanim.vis pot-1sg
‘that pot of mine’ (Press 1979:60)

13 The same root also occurs with verbal particlega reall’, nia-ga ‘have a name’(OCD)
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b DP
D nP
mar
[3sg.inanim.vis] DPross n’

D pampin’ n°

[1sg][OBL]
A  Agr
-@-  [1sg]
-n

In terms of Vocabulary Items, the littl8 will have the following additional
entries reflecting the distribution of suffixespnssessive contexts:
(27) Vocabulary Items for an NPN marker/litt®(aontinued)
a. -wa <> ﬂ[+poss]/ [npPOssessor [RoOtclass s |]
b. -‘aa <> f+poss)/ [npPOSSESSOr [ROOtClass 7]
c. -akaa <> fposs)/ [npPOSSESSOr [ROOtClass g 1]

d. -@ <> Mpossf €lsewhere

2.2.3 Roots vs. nouns: derivational vs. inflectianarphology

The Chemehuevi data shows that the NPN markertipresent when the noun root is
incorporated into a verbal head, since only roatsiacorporate, not derived stems. In

the examples below the roa8na; kukwa-andhuku-appear as nouns when followed by

14 Classes 6,7 and 8 of roots are the ones thatreeiailienable possession.
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an NPN marker (examples 28a, 29a, 30 a) but carbalsncorporated into a light verb
(28b) or lexical verbs (29b) and (30b):

(28) a. stina’as
coyote-NPN
‘coyote’

b. stina’a-rikawfsi
coyote-turn-aspect
‘turning into a coyote’

(29) a. kukwapi
stick-NPN
‘stick’
b. kukwa-tapoka-ga
stick-chop-imperf
‘chopping wood’ Préss 1979:35-36)
(30) a. hukumpu
dust-NPN
‘dust’
b. huku-nia-ga
dust-wind blowing-imperf
‘dust wind blowing’ (OCD)
Also predictably, the NPN marker is retained whi@nnoun appears as a part of a
post-positional phrase:
(31) pungkutsi-wa’
dog-NPN-with
‘with a/the dog’ (Press 1979:35-36)
The NPN marker is also retained when the nounuspted (32 a and b) and

when the case morphology appears on a noun (33):

(32) a. stina’ax ‘coyote’ => stna’ai-mu ‘coyotes’
coyote-NPN coydiEN-pl
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b. stiguptsi ‘lizard’ => stgupisi-wu ‘lizards’
lizard-NPN IrZaNPN-pl
(Press 1979:35-36)
(33) Pungkusi-a-n tanga-vu.
dog-NPN-obl-1sg kick-past
‘| kicked the dog’. (Press 1979:35-36)
To summarize, the presence of the NPN marker, btleeanstantiations of
‘little’ n °, indicates that the root has been derived intolmnSuch word can then attract
the corresponding inflectional morphology (case anchber for the Chemehuevi nouns),
as well as interact with postpositions. Derivatianarphology, however, occurs only
with roots (the NPN marker itself being derivatifnthat is why the NPN marker does
not appear when the root is incorporated. The Cheme data on noun formation

presents special interest because the noun forfuimgional head little hhas several

overt realizations: a variety of NPN markers andgassive markers.

2.3Conclusion

To conclude this chapter, I'd like to refer backM@d’s view of roots aanderspecified
potentialities In Chemehuevi we find many words based on rdasare hard to define
precisely. Only when these roots appear in theesaraf category-forming functional
morphemes do they acquire precise meanings. Fonggaroots nia-and Uwa-never
appear independently and can have meanings otiyeioontext of verbal or nominal
functional elements as imia-ga‘wind blowing’, nta-rii‘wind’ or iwa-ga‘raining’,

uwa-ri‘rain (n)’.
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The same is true of words derived from the rddka, roughly translated as ‘eat’.
In the context of the NPN markepi it forms a noun ‘food’, and this is the only ward
(34) that has a non-compositional, arbitrary megnivhich is predicted because it is
root-derived. Judging from the morphemes that felloka-in examples (33c) through
(34e), they are derived from the verbal stéika- ‘to eat’: we find an applicative
transitivizer—ngkdin (34c), a present participle endirgain (34d), and nominalizing
suffix —tla, roughly translated as ‘a place for doing x’ id€3 (as well as in examples
(38 a and b) below). Some of the further derivedds@an have quite complex meanings
that are nevertheless predictable from the megpiges of morphemes they are built
from.

(34) a. tuka-
‘eat’

b. tika-pi
eat-NPN
‘food’

c. tuka-ngku-a-vi
eat-appl-obj-NPN
‘boarder, the one who eats it’
d. tika-ga
eat-pres.prt
‘eating’

e. tuka-tla
eat-place
‘table’
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As we will see in chapter 3 on the Chemehuevi variany verbal functional
heads are also overtly realized and make Chememmyhology even more

transparent.

2.4 Notes for community use: How to form words in Chemleuevi

In this chapter, | showed that within every worddhemehuevi we can identify the core
or root that carries the main meaning and pronumcatf the word and all words related
to it. Often the root is not pronounceable by fteaeld needs some ending to be added to
it to become a noun or a verb. One direct appbeatid learning Chemehuevi words is
identifying what words with similar pronunciationédimeaning have in common and
grouping these words together. Take the wordsdistdow, for example. They all have
huvi- in common, the root whose meaning is connectesiriging’. Huvi- cannot be
pronounced by itself and appears in many relatedisy@s in the examples in (35)
below.

(35) a.huviavi
‘song’

b.huviagantu
‘the owner of the song’

c.huvitu
‘to sing’

d.huvitunumpi
‘radio’ (OCD)

Similarly, the rooampagaappears in several words having to do with ‘spagiki
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(36) a.ampaga
‘talk, speak’

b.ampagai
‘language’

c.ampagali
‘speaker’

d.ampagau’ikamui
‘council’, literally ‘the ones that atalk’

eampagangkiavi

‘spokesman’, literally ‘the one thaysat for someone’

It might be helpful to learn all related words ttggr in one list. Not only it will
be easier to remember them, since their pronunciand meanings are related, but it
might also help the learner to identify differentdengs surrounding the root and find
parallels in how endings build words. To illustrdtg us take the words for ‘sitting’ and
‘lying down’ with rootskart andhavi. To form words describing the action of sitting or
lying down, we add the endingato the root:

(37) a.karii-ga
‘sitting’

b.havi-ga
‘lying down’

To name the object or place where one can sieatdivn, the endingtiiais
added:
(38) a.karu-tia

sit-place
‘chair’
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b.havi-tia
lie-place
‘bed’ (OCD)
If you want to mention someone or something dolmggditting or lying down,

you need endingtt with its variants-ri, -ntior -tcl, depending on the word.

(39) akaru-ri
‘one who sits, sitter’

b.havi-tcu
‘that which lies; said e.g., of an gated mountain or mountain chain, a fallen
tree, hail lying on the ground, etc.’ (OCD)

One can also build many words with so called imsgntal ending that connects
the core meaning of the action or activity to thgeot that is used in this activity, like
‘saddle’ and ‘radio’ in examples below, connectedhte core meaning of ‘sitting’ and
‘singing’.

(40) a.karinumpu
‘saddle’

b.huvitunumpt
‘radio’ (OCD)

In this chapter, | also talked about the formatdnouns in Chemehuevi, words
that name people, animals and objects. One fettatalistinguishes Chemehuevi from
English, for example, is that many Chemehuevi ndwve similar endings, and we can
group nouns together according to which endingadded to the root. Below | include
several groups of nouns that share the same endihgse lists can be expanded for the

purposes of learning.



(41) Nouns ending intsi

a. aipasi ‘boy’
b. na'lntsitsi  ‘girl’
C. maapdisi ‘old woman’

(42) Nouns ending irtsu
a. asu ‘bow, gun’
b. hupukist  ‘hole’

(43) Nouns ending irpU

a. tavipu ‘dirt’

b. ningasl ‘chest’

c. pagai ‘shoe’
(44) Nouns ending irnvél

a. tahiyavri ‘deer hide’

b. na’nkari ‘ear’

(45) Nouns ending irmpu
a. hukempt  ‘dust’
b. huvitununpu ‘radio’

(46) Nouns ending irpi

a. tukaepi ‘food’
b. atamupi ‘car’
c. kukwapi ‘wood’

(47) Nouns ending invi

a. suna4 ‘coyoté
b. tukwovi ‘meat’
C. nopa¢i ‘eqq’

(48) Nouns ending ifmpi

a. tawampi ‘tooth’
b. agompi ‘tongue’
c. asawpi ‘salt’

(49) Nouns with no ending
a. paa ‘water’
b. kani ‘house’
c. tua ‘son

74
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Notice that same idea of the root applies to hows&enouns in Chemehuevi: for
example, to say that something belongs to somethé & a fairly close relation (like
your relative, pet, or a body part), we substitheeregular noun ending for a possessive
ending followed by an ending identifying whose tiela this is. So in (50b), the ropau-
is followed by an obligatory possessive markea and further by an endingn referring

to ‘I', the person whose blood it is.

(50) a. paipi
‘blood’

b. paiwa-n
‘my blood’

(51) a. sagwirli
‘guts’

b. sagwiaa-n
‘my guts’

(52) a. piso’otsi
‘child’

b. pi-piso’cakaa-m
‘their children’ (Press 1979:39-40)

(53) a. tua
‘son

b. tuan
‘my son’

In chapter 3, | discuss in detail how to form sanés describing possession and

form verbs in general, and you can look there foramnformation.
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CHAPTER THREE

LEXICAL CATEGORIES IN CHEMEHUEVI: VERBS

In this chapter, | discuss the formation of verb€hemehuevi with a focus on functional
heads that derive verbs from roots. | claim thagi@éhuevi verb-forming functional
heads fall into two groups: those that attach tly¢o the root and those that that attach
to a derived verbal stem. | show that low and laghchment verbal heads differ with
respect to phase boundaries, and claim that in €heavi the first phase is deliniated by
the Agent-projectingVoice head.

This chapter also provides plentiful evidence fréhremehuevi for the complex
syntax of verbs. | identify several ‘flavors’ ofnmal functional head ‘little’ v and show
that many of the instantiations of this head arerthy represented in the language. | will
also consider in detail possessive and existeliotative verbs to provide further

evidence that Chemehuevi verbs are derived frorts fmpa variety of functional heads.

3.1 Theoretical background: Verbal functional projections and complex syntax of
verbs
It is well established in the literature that vehlasr’e complex syntax (Hale and Keyser

1993, Travis 1994, Kratzer 1996, Chomsky 1995aleyat995}°. The idea comes from

15 For an alternative view see the Lexicalist appha@cverbal syntax and semantics (Jackendoff 1990,
Grimshaw 1990, Levin and Rappaport 1994 among sther
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the fact that different verbs have different subgatization requirements or argument
structures, and often the same verb (fik@tor crashin English) can act as both
transitive and unaccusative. Hale and Keyser (192993, 1997, 1998, etc.) have
developed a theory of argument structure baseti@poliservation that argument
structures of verbs across natural languages arenesly limited in their structure and
typologically restricted. These restrictions in@utie following: (i) theta roles are
limited in number and assigned in a determinigghfon; (ii) the relationship between
theta roles and resulting syntactic structuresxexdfacross languages; (iii) there are
distinct limits on branching (binary) and depthpobjection (two levels maximum),
which result from highly restricted relations beemecategory types (head, intermediate
and maximal projections) and arguments (complemspeifiers). Hale and Keyser
derive these constraints on argument structure theamelatively simple combinatoric
possibilities of the elements involved: (i) lexicaltegories N, V, P, A, and (ii) their
syntactic projection. They argue that thematictiehes are restricted because “only V
and P take complements, and only P and A, proggiiadicates, license specifiers
(H&K 1993:30). The empirical support for these nlaicome from the study of
denominal and de-adjectival verbs, particularlyrgagve verbslaugh, sneeze, dance
etc.), location verbsshelve, corral, box and inchoativesc(ear, narrow, lengthen All
these verbs involve incorporation and their forimais governed by syntactic principles.
Unergative verbs involve incorporation of N into(&6 indance, location verbs are

formed by a chain of incorporation of N into P iMgintoV; (as into corral horses)and
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de-adjectival verbs are formed by head-moveme#t tof V, toV; (asin to clear the

table). The corresponding derivations are presentedibelo

(1) Table #5. Derivations for different kinds ofrlese (based Hale and Keyser 1993).

Unergative verbs Location verbs de-adjectival verbs
to dance to corral horses to clear the table
V* V* (V*)
V4 NP V4 VP (Vo) VP
K N NP, \VA NP Vv’
dance horses the table
Yy PP Vo, AP
P NP KA
clear
KNb
corral

Hale (2000) applies this theory of argument stmecta Uto-Aztecan (Tohono
‘O’odham) verbs, and observes that whereas de{adjeverbs (verbs derived from
adjectives, like the ones in (2)) can participatenchoative—causative alternations,
denominal verbs (verbs of creation or producti&e the ones in (3) below) cannot form
causative verbs, instead they form applicativesrfgtriough both suffixegid and <ud
are associated with causative meaning).

(2) Tohono O’odham

a. s-wegi ‘red’

b. wegi ‘redden, become red’

c. wegi-jid ‘redden, make red’
(3) Tohono O’odham

a. ki ‘house’

b. ki:-t ‘build/make a house’

c. ki:-cud ‘make a house for x’, “**have x lkba house’
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Hale’s answer to these differences in argumentsire is that de-adjectival
verbs productively participate in inchoative-causatlternations because adjectives
“force the appearance of a specifier” (163). A ¢takicategory adjectives “must be
attributed to, or predicated of something” and tfecgiire an argument of which they are
predicated (161). This argument, an NP in the $psdion in Hale’s analysis, in turn
becomes the surface subject of the intransitive aed the object of the causative verb.
Noun-based verbs cannot participate in the sareenalion because nouns do not project
specifiers, hence excluding the presence of amaktsubject, necessary for the causative
alternation, from the configuration. In other wardenominal verbs in O’odham behave
just like unergative verbs in English: we cannlaiigh the childor *smile the baby
because verdaughandsmileare formed by incorporation of a nolaughandsmile
into a verbal functional head, and since nounsat@roject specifiers there is no internal
subject that can become a potential surface objexttausative construction.

(4) Table #6. Derivation of de-adjectival and dewnwal verbs (based on Hale 2000:164-
166)

De-adjectival verbsnake x red De-nominal verbsmake house for x
Vv Vv
-jid Vv DP Vv
benefactor

DP V \V/ N

object cud ki:
VoA MN—_" ‘house’
M—wegi

‘red’

Hale also discusses a group of O’odham verbs tieadexived from roots (a

theme that is further developed in the next settmal that behave like denominal verbs
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in that they cannot be further causativized andnathensitivized, yield applicative verbs.
The argument structure of verbs is predictable ftbenspecifier-head and/or head-
complement structure of the categories they aneetefrom. As we will see in chapters
4 and 5, Baker (2003) also develops a theory at&xategories based on the ability to
project specifiers, but he reaches conclusiongewifft from Hale and Keyser, particularly

with respect to adjectives.

3.1.1 Flavors of ‘little’ v

The idea that verbs have a complex syntax is fudbeeloped within the framework of
DM. First of all, we find a version of the split-Mew of verbal syntax, with the basic
premise that the syntax of a verb does not departdeia-grids, but rather on the
functional/aspectual structure into which the visrmserted. Under this view, within
each verb there are two verbal heads, ‘little’ d dng’ V, each capable of projecting
syntactic structure and taking arguments. Wheilea%ig’ V head is a locus of ‘lexical’
meaning of the verb (or an L-morpheme in terms afléy and Noyer 2000), ‘little’ v is

a purely functional head, encoding structural/gratcal potential of the verb. Secondly,
it has been argued (Harley 1995, Harley and No@802Folli and Harley 2002, 2003)
that ‘little’ v can come in different ‘flavors’,pe, Vcaus, Veecome,and \se. These

functional verbs differ with respect to their atyilto project a specifier and thus select an
external argument.pg and \taus always introduce an argument (Agent or Causer,

respectively) and form eventive verbs. Folli andleia (2002, 2003) argue thagy
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requires an animate Agent subject, whidgug only requires the subject to be a possible
Cause, either animate or inanimate. They also ghatthe two heads have different
selectional restrictions: the complement g gan be a nominal Incremental Theme,
whereas ¥ays must take a saturated state as its complemeatjrogea resultative
structure.This distinction explains the ungrammaticality dftte sea ate the beaadh
which the selectional requirements ghys are not met, and grammaticality Ofie sea

ate the beach awayn which \tays has a small claugecthe beach awayas a
complement. The agentid®hn ate an applewill be possible and will haveyy, as
predicted.

As for the two other functional verbssp¢ome and e have no specifers and do
not project external arguments. In additiogsdsme forms eventive verbs angg stative
verbs. Harley and Noyer (2000) present a usefulhsary of corresponding ‘frames’ for
each ‘little’ v head, the basis of which is (i) theailability of a specifer and thus an
external argument and (ii) whether the head is #wewr stative. Table #7 summarizes
the options:

(5) Table #7. Varieties of ‘little’ v (based on H&y and Noyer 2000)

Specifer (agentive) No specifer
eventive Yo, Vcaus VBECOME
destroy, grow(trans) | learn, grow(intrans),
jump, frighten arrive
stative VBE
be tall, know

Harley and Noyer (2000) make an important pointualitioe selectional properties
of Vocabulary Items: roots are listed “with a selicensing requirements”, features that

indicate what functional heads or other environm@nparticular VI co-occurs with.
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Under such a view, a transitive verb litestroywill have a feature [+CAUS] to ensure
that it appears as the complement of ‘littleays and since yaus projects a specifer,
destroyalways has an external argument. This systemadilsas for some items to be
underspecified for a particular syntactic eleménot. example, the Vbpenis specified as
[+V] to indicate that it can be a verb or an adyectiepending on the syntactic
environment, and it is also specified as [tCAUS&Esiit can be both a transitive and
intransitive verb. Stative verbs likeve andfear are specified for [+BE] and eventive
verbs likeeatandjumpfor [-BE]; consequently if a verb is marked [-B&j}d [-CAUS] it
is licensed for ‘little’ \secome as is the case of eventive varbive. Such feature system
allows syntax to generate any verbal structureautlpositing unnecessary doubling of
Vis (as transitiveopenand intransitiveopen for example). It also lays a foundation for
deriving lexical categories from roots and functibaelements, a system that is very

promising for languages like Chemehuevi.

3.1.2 Low vs. high attachment of functional heads

Recall from our earlier discussion of roots thathim DM word formation occurs in two
places: within the domain of the root (delimitedthg category-forming functional head
c-commanding it) and outside of this domain. Fuorai heads that attach directly to the
root, i.e., low in the structural tree, are consddow-attachment; those heads that attach
above the category-forming heads are considerdddtigchment. Several properties

follow directly from these structural differencés Harley (2006a) puts it, “Attachment
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of a morpheme to a higher functional projectiorutssin regular morphology and
compositional meaning, while attachment of the sarogpheme to a lower projection
(often the root), results in some allomorphy anteptal meaning drift” (37). This idea
has been developed in the study of morphologiaadataves by Harley 1995, 2006a,
Travis 2000, Pylkkanen 2002, Arad 2005, and SversB005, and we will turn our
attention to these in chapters 6 and 7.

Marantz (2001) also applies this hypothesis to is¢werbal projections and
demonstrates that their distance from the rootbeadetermined on the basis of (i)
availability of special meanings, (ii) presencetddmorphy, (iii) relative order of verbal
heads. Based on observations from several lang@agketheoretical work of several
linguists (including Kratzer (1996), Pylkkanen (2)@mong others), he offers the
following view of verbal functional heads in the iMarsal Grammar (the ones in
parentheses are optional).

(6) Structure of the VP = vP (based on MarantzZ1240

(PASS)
Voice
(APPL)
(CAUS)
v
(STAT) RootP

Several distinctions need explanation. First, Maraeparates ‘little’ v from

Voice: the former forms verbs from roots and mayrvelved with Case on the object,
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while the latter projects an external argumenidfeing Kratzer 1996f. One of his

arguments for this separation involves the appliedtead APPL. He writes:
“Benefactive applicative constructions that relateenefactive argument to a vP
meaning occur lower than the external argumens(tha external argument, not
the benefactive argument, becomes the syntactjecib The external argument
should therefore be introduced after the benefa@pplicative argument in such

constructions” (Marantz 2001:5).

This view differs from earlier discussed approadtiitavors of ‘little’ v, where
Vcaus and o derive verbs from rootand project an external argument. Secondly,
Marantz follows Pylkkanen’s (2002) claim that CAuBoduces a causing event without
projecting an argument, based on the fact thabimeslanguages (Japanese and Finnish
among the few) there are causative verbs withoexéernal Causer (more on this in
chapter 6).

Finally, Marantz compares passive verbs with stétigjectival verbs, and argues
that passive is an “outer construction” or higlaeitiment head, i.e., it appears above
‘little’ v, whereas stative is a low attachment tie@his property of the two functional
heads is well exemplified by the data from Chicheg@eated below. Recall that only
heads attached directly to the root can produaemdtic/special meaning. In the data
below the stative (7b, 8b), but not passive affia, (8a), is involved in sentences with

idiomatic meaning.

16 A similar approach is Koizumi's (1995) split VPguothesis.
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(7) Chichewa
a. Chimanga chi- ku- gul -idwa ku-msika.
corn AGR-PROG-buy-PASS atrket
‘Corn is being bought at the market.’

b. Chimanga chi- kugul  -ika ku-msika.
corn AGR-PROG-buy-STAT atriet
‘Corn is cheap at the marketiddfomatic

(8) Chichewa
a. Chaka chatha chimanga chi- na- lim -idwa.
year last corn AGR®R-cultivate-PASS
‘Last year corn was cultivated.’

b. Chaka chatha chimanga chi- na- Ilim -ika.
year last corn AGR®G-cultivate-STAT
‘Last year corn was bountiful.iciomatic (Marantz 2001:4)
Marantz examines other properties of STAT and PA&&RIs and argues that they

differ in a principled manner, i.e., depending ba tistance from the root.

(9) Table #8. Properties of passive and stativetfanal heads (based on Marantz 2001)

Characteristics PASS - high STAT — low
Can create idioms No Yes
The die is cast.
May attach to applicative Yes No
morpheme The men were baked a %The men are baked a cake.
cake.

(* on stative interpretation.)

May attach to causative | Yes No
morpheme These flowers were grown %These tomatoes are grown,
by farmers. (* on ‘cultivated’ reading)
“Meaning” is Yes No
independent of root The flowers are being These children are
grown/bathed/stunned.
grown/bathed/stunned. (meaning is connected to

aspectual class of root)

Trigger stem allomorphy| No Yes
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Such a well-articulated structure of vP is not withmerits, especially in a
language where roots and functional heads candyemeertly. In the following section,
we will examine several verbal heads in Chemehwand,will see that some of them
attach directly to roots, while others attach tdoad stems, i.e above the category

forming ‘little’ v.

3.2 Chemehuevi verbs

In Chemehuevi, there is a variety of light verbatttan be suffixed either to roots or to
verbal stems (items derived from incorporation obat into a verbal functional head
‘little’ v). It is useful to distinguish them acating to the type of complement they take:
a root or a verbal stem, particularly because mesoases it influences the morpho-
phonology of the resulting word. Press (1979) nagitwo groups of functional verbs in
Chemehuevi: the first group includes items thatistib roots to form verbs (10), and the
second group is made up of the ones that suffisetbal stems and change their valence
(11).

(10) Verb forming light verbs

a.—tu ‘make, cause’ (with varianttsu, -ru, -ntj

b. —tu'a ‘become’ (with variantstsu’a, -ru’a, -ntu’g

c. -tukaw’i  ‘turn into’ (with variants-tsukaw'i, -rikaw’i, -ntikaw)i
d. -gai ‘be’, ‘have’

e. —wai ‘get’

(11) valence changing light verbs

b. —ngkl ‘transitivizer, benefective’
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c. —tu’i ‘causative’
d. —tu ‘passive’ (Press 1979:70-72)

In the sections that follow, we will consider eagbup in some detail. It is also
useful to shift towards a different terminology s@tent with the theoretical discussion
in the previous section: since verb forming lighths attach directly to the root I will
categorize them as ‘low attachment’, and the fumeti verbs that in traditional
terminology are referred to as valence changinlyb&i‘high attachment’, since they
attach to the stem -- not to the root-- and appagrer in the morpho-syntactic
derivation.

| would also like to propose a synergetic view efbal syntax that combines
flavors of ‘little’ v (a la Harley 1995) with thepét Voice hypothesis (Pylkkanen 2002).
Here are several arguments in favor of such a vidwre are two indications that in
Chemehuevi Voice is split from vP, i.e., the ex&r@rgument is introduced above the
category-forming ‘little’ v. First of all, Chemehuiehas causative verbs without a Causer
(more on this in section 3.2.2), a feature thatliesgthat the head introducing the
causative event and the one projecting an extangaiment are separate entities, as is
illustrated in the diagram below.

(12) VoiceP
Agent  Voice’
vP Voice

RootP v

Root—}
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Secondly, the Benefactive argument appears belevagient, an indication that
the Agent-projecting head is above the Applicahead (more on this in section 3.2.2):
(13) VoiceP
Agent  Voice’
vP Voice
Benefector V’
VP VappL

RootP Vv

Root—f

However, | argue that flavors of verb-forming ligtv need to be maintained
because for one thing they have overt realizationise language. Here is the essence of
the proposal: roots incorporate into a ‘little’ #acertain kind, be it Veecome Vcaus
or Vpo. Functional headsgy and \secome cannot combine with a Voice projection, hence
there is no external argument, and the only paditi in those sentences is an internal
argument and is interpreted as Theme/Patignt,svand o both require a Voice
projection (except for the causatives without agea)y but differ in the animacy of the
external argument:py must have an animate Agent, whereggyis compatible with
any subject that is a possible Causer, either arigrananimate (Folli and Harley 2002,

2003).
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(14) Table #9. Flavors of ‘little’ v and Voice pegtion in Chemehuevi

a. \taus b. Vbo C. VBECOME d. vee
VoiceP VoiceP vP vP
Agent Voice’ Agent  Voice’ ROOtP Vgecome RootP VBg
vP Voice vP Voice| Patient Root Patient Root
ROOtP Vvcaus RootP  vpo
Root Root

As for the Voice projection, it is a locus of thasgive vs. active alternation: when
it has a [+passive] feature, no argument is prepgkaind passive morphology is inserted,
but when the feature is [-passive], the externgllisrent is projected. This analysis
accounts for the traditional alternation of theti\ae vs. passive voice’ as well as for the
observation that passive morphology suppressesxtieenal argument.

Another point that deserves discussion in conned¢btoverbal syntax is the
definition of a phase. Recall that Marantz (200€j Arad (2003, 2005) define phase as
the root and the first functional head merged \tithe., the ‘little’ n, a, or v). For them,
all derivation taking place above this domain sdaekult in regular morpho-phonology
and semantics, hence the impossibility of subgicins, for example. Since in
Chemehuevi the Agent/external argument is introdumeVoice, a functional head
separate from ‘little’ v, | propose (following Mc@is 2000, 2001 and Pylkkanen 2002)
that it is Voice that defines the first phase ire@iehuevi. As a consequence, all word

formation below Voice (including aP, nP and crugiaP formation) is subject to
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semantic and morpho-phonological idiosyncrasidgjeaivations above Voice are
regular and compositional.

There is one point of similarity between analysestifying ‘little’ v as the
marker of the first phase in English (as in thekgasf Marantz), and Voice as the marker
of a phase in Chemehuevi. Both project the extargiment, but in English ‘little’ v is
bundled with Voice (in terms of Pylkkanen 2002)nsequently introducing both the
event and the Agent, while in Chemehuevi ‘littlesvseparate from Voice, thus making
an extra point of distinction between verb formatémd introduction of an argument. If
we accept that languages of the world exhibit dritbese options (Voice bundling vs. no
Voice bundling), the size of the first phase becemedictable from the Voice bundling
parameter of the language.

We will see support for this proposal in the sawdibelow, in the behavior of
verbal and adjectival nominalizations in chapteagiyvell as in the study of the
Chemehuevi causatives in chapters 6 and 7. Wigetpeints in mind let us turn to the

examination of verbal functional heads in Chemehuev

3.2.1 Chemehuevi low attachment functional verbs

The Chemehuevi verb-forming light verbs, low attaeint CAUS’, BECOME, TURN

INTO, GET and BE/HAVE suffix to items that in the@ish translation look like

Y There are two varieties of CAUS in Chemehuevowa attachment and a high attachment discussed in
more detail in chapter 7.
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nominals. However, because in most cases the NRkiensaare not present we can
conclude that these light verbs attach to rootsfamd root-derived verbs. Because the
first three of the light verbs mentioned in (92yimewith /t/, they are subject to morpho-
phonological allomorphy: /t/ alternates with a palized [ts], nasalized [nt], and
spirantized [r] depending on the presence of atplaang front vowel or the
corresponding feature of the root ([+nasal] or fag}). | take the presence of root-
conditioned allomorphy as evidence that the ligétbg in Table #10 below attach
directly to the root.

(15) Table #10. Chemehuevi verb-forming light vefart One (data from Press 1979,
JPH&CL, and JHJ)

Light verb Root-derived verb Corresponding nominal
CAUS a. huwitu b. huvi-a-vi
song-cause song-clitic-NPN
‘sing’ ‘song’
C. mMuvksu d. muvi-tsi
beak-cause beak-NPN
‘make a beak’ ‘beak’
e. atsiru f. atsu
bow-cause ‘bow’
‘make a bow’
g. kwasuntu h. kwasu
dress-cause ‘dress’
‘make a dress’
BECOME i. wa'aro-vitsu'a’™® j. wa'aro-vi
horse-NPN-become horse-NPN
‘become a horse’ ‘horse’

18 This is one of the few examples when a fully fodmeun is incorporated. Press (1979) suggeststthat
happens because NPN markers are subject to rdieattan (37), and in some cases are part of thmst
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k. pa’aaru’a
worm-become
‘become wormy’

m. kiimantu’a
different-become
‘become different’

l. pa’aa-vi
pa’aa-NPN
‘worm’

n. kima-ntsi
different-NPN
‘different one’

TURN INTO 0. tusutiikaw’i -tsi p. tusu-pu
flour-turn-PresPrt flour-NPN
‘turning x into flour’ ‘flour’
g. muhunttkaw'i -tsi r. muhu-mpi-tsi
owl-turn-PresPrt owl-NPN-NPN
‘turning x into an owl’ ‘owl’
S. angaatikaw’i -tsi t. angaa-vi
ant-turn-PresPrt ant-NPN
‘turning x into an ant’ ‘ant’
GET u. nagamwai V. nagami-tcu
sick-get-pres sick-nomin
‘get sick’ ‘sick one’
w. ha’ipu-yawai x. ha't-
good-be-get ‘good,root.’
‘get happy’

The next two light verbs, BE and HAVE, have the eghonological realization

—gai (or —gadue to vowel deletiobefore several suffixes including nominalizéié and

its allomorphs)’, however, the HAVE verbs require the nasalizedavamof the

nominalizer-nt, and the BE verbs the spirantized. We will consider the factors

conditioning this allomorphy later in the chapter.

1% The underlying form of these suffixes-kai, but in most cases [K] is spirantized and surfasefs],
spelledg, due to the wide spread consonant alternatioreptéis Chemehuevi. The fornkai (or —ka
before present participle suffixes) is attestedritckar ‘brown’, for example.
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(16) Table #11. Chemehuevi low attachment functierebs, Part Two (data from Press
1979, JPH&CL, and JHJ)

BE a. Uvad-nuwu-grai-yu b. ndwi
bad-person-clitic-be-while ‘person’
‘being a mischievous person’
d. pa’aa-vi
C. pa’aagai-yu pa’aa-NPN
worm-be-while ‘worm’
‘being wormy’
e. tosagaru f. tosa
white-be-nomin ‘white, root’
‘white’
HAVE g. puhagai-yu h. puhaga-ntl

spiritual power-have-while
‘having spiritual power,
being a doctor’

I. kani-ga-ntu
house-have-nomin
‘having a house’

k. paviga-nti
older brother-have-nomin
‘having an older brother’

spiritual power-have-nomin
‘doctor, having spiritual
power’

J- kani

‘house’

l. pavi
‘older brother’

m. patciga-nti n. patci
older sister-have-nomin ‘older sister’
‘having an older sister’

0. onto-ka-ru putra-nti p. pu’i-vi
brown-be-nomin eye-have-nomin eye-NPN
‘having brown eyes’ ‘eye’

Based on the data in Tables #10 and #11 it is avithat in Chemehuevi the

functional verb-forming head, ‘little’ v, has thellbwing flavors that have a distinct

overt realizatioﬁo: Vcaus, VTURN, VBECOME,VGET, vge. This functional head takes RootPs as

complements and forms verbs through the incorpawaif the root into the functional

20| assume that there is also ‘littledythat forms agentive verbs and is a phonologiaallly head.
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verbal head. The first two varieties of ‘little’are the heads that can be further selected

by Voice, and this is how they acquire Agents gsiiarents. The last three forms of

‘little’ v form intransitive verbs, with no Agenta no Voice projection.

All of these low attaching heads are subject ta-oomditioned allomorphy:

Vcaus has variantstu ~ -ru ~ ntu ~ tsuwwryrn alternates betweestiikawi ~ -rikaws

-ntilkawi veecome has variantstua ~ -rua ~ tsua ~ ntud his is a strong argument that

the Chemehuevi vP below Voice is a phase, sincéettares on the root can be

accessible to functional heads only within the sahmese.

(17) Table #12. Chemehuevi low attachment functibeads - derivation

a. \eaus b. Vrurn C. VBECOME,VGET d. vee
kwasuntu tusutikaw’i pa’'aaru’a pa’'aagai
dress- ¥aus flour-turn worm-become worm-be
‘make a dress’ ‘turn x into flour’ ‘become wormy’ ‘be wormy’
VoiceP VoiceP vP vP
Agent Voice’ Agent Voice’ ROOtP vgecome RootP VBE
-ru’a -ga]
VP Voice VP Voice| Patient Root /A Patient Root j
pa’'aa- pa’aa-
RootP vcaus RootP VTURN [+spirnt]
-ntu -tikaw’i
Root Patient(x)Root
kwasu tus
[+nasal]

In each case the root is incorporated into thealdtmctional head and it affects

the phonological realization of this head by thrigaof its features. The rootkwasuhas

an inherent [+nasal] feature and the littéays is spelled out astu; the root pa’aahas

a [+spirantized] feature and littlgptome is spelled out agu’a.
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Throughout the literature on Chemehuevi, the lightb -gai (alternating with -
kai) is translated as both ‘be’ and ‘have’ and oftes hard to tease apart the two
meanings, particularly when the words are takerobabntext. Consider the next three
sets of examplesgai/-kai appears in both cases and in the first case insnéave’, but
in the second — ‘be’.

(18) a. puhaai-yu
spiritual power-have-while
‘having spiritual power, being a doctor’
(JPH&CLMeasuring Worm Being a Doctot)
b. kanigai
house-have
‘have a house, dwell’ (Press 1979:63)

(19) a. manakai-yu
dodger-be-while
‘being a dodger’
(JPH&CL,Coyote’s Going to Get Antsi Seed as &jt

b. ha’lti-na’intcitcgai
good-girl-NPN-be
‘being a good girl’ (Press 1979:63)
(20) a. paazai-vaa

water-be-fut
‘there will be water’ (JPH&CLThe Two Date Worm Girl4.4)

b. kanigai-mu-umu
house-have-anim/pl-3pl/anim/invis
‘the house-owners’ (JPH&CILT he Horned Owl24)
The difference between the two verbs surfaces wiains followed by the
nominalizer-tl: BE verbs require the spirantized version of ttosinalizer-ra, but

HAVE verbs take the nasalized versioni. The first group is represented by color and

other adjectival verbs in (21); the second by mative possessive constructions in (22).



(21) BE
a. tosaa-ru
white-be-nomin
‘white’

b. ‘oasigka-ri-mi
yellow-be-nomin-anim
‘yellow, animate’

c. angkaya-ri-ma
red-be-nomin-anim
‘red, animate’

d. tupega-ri-mu
black-be-nomin-anim
‘black, animate’

e. ‘atga-ru
new-be-nomin
‘new’

f. ’aaga-ru
quiet-be-nomin
‘quiet’

(22) HAVE (all inalienable)
a. Nuu-k tcakaiga-ntl.

1sg-cop younger brother-have-nomin
‘I have a younger brother’.

b. NUd-k pungkga-nt.

1sg-cop dog-have-nomin

‘I have a dog'.

c. Hu-mang  mi'aupitci kaga-nti”.
house-hawveam

that/invis-3sg small
‘He has a small house’.

d. Hu-mang
That/invis-3sg/anim

96

(JPH&CIThe Crow is Made Blaclb)

(JPH&COhe Crow is Made Blaglb)

(JPH&CIThe Crow is Made Black)

(JPH&CThe Horned Owl,

(JPH&CIThe Horned Owl, 2)

mutchu-ntl  angavga-nt.
strong-nominarm-have-nomin

% Inalienable nouns in Chemehuevi include kinshipie body parts, as well as pets and dwellings.



97

‘He has strong arms’.

e. Mamu-k waha pisoga-ntu.
3pl/anim/vis-cop two child-have-niom
‘They have two children’. (JHJ)

Where do these features come from? It is unlikedy the same morpheragai
could be [+nasal] in one context and [+spirnt]he bther. Either there are two different
‘little’ vsthat are accidentally homophonous and have diftdeatures, or some other
element introduces the nasalization. It could leertot, but as the data in (23)-(25)
below illustrates this is not the case. In exan(p8a), the root spreads the spirantization
feature to the following rootya > rua); nevertheless, the corresponding possessive
construction in (23b) exhibits nasalizatiaii & ntd).

(23) a. pungkuua-tsi (pungku ‘dog’ + tua ‘son’), [+spirnt]
dog-son-NPN
‘puppy’
b. pungku-gatt
dog-have-nomin
‘having a dog’

Similarly, in (24a) the root has [+spirnt] featuhat affects the morpheme
following the root {ua > rua), but the corresponding possessive constructi¢@4h) has
a nasal feature, attested in other possessivegfas> ntl).

(24) a.pa’aarua
worm-become
‘become wormy’

b. pa’aa-gatlu

worm-have-nomin
‘having worms (in his body)’ (OCD)
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Finally, in example (25a) the root has no feattines may affect the following
morpheme and the causative affix remains unaffetiegdever the possessive in (25b)
contains the nasalizedhtiias expected.

(25) a. huvitu
song-caus
‘sing’
b. huvi-a-gari
song-poss-have-nomin
‘owner of the song’ (OCD)

In fact, nasalization invariably surfaces in alspessive predicative constructions,
regardless of the features of the root. In othemdaoin these possessive constructions
there is an element that does not have an ovéizagan but has a nasalization feature
that percolates up the derivation and affects aglyen morphemes that are subject to
morpho-phonological allomorphy. | suggest that ti&ment is a postpositional
functional head Rave that takes a Possessee as a complement and heses$w in its
specifier. Harley (1995) has argued for such a ohgasitional analysis of English verbs
‘give’ and ‘have’ and showed that depending on Whierbal functional headiR/e
merges with, in English we get either the verb éjifwvcaustPuave) or the verb ‘have’
(vse +Pyave). In the Chemehuevi examples, not only the fumetidneads incorporate,
but so does the root of the possessed elemPotsessee HR/e +vge. In the example
below, the rookani- ‘house’ successively incorporates intoa and then ‘little’ s

(spelled-out asgai at Vocabulary Insertion) and is further nominalizgdthe

nominalizer, realized astl due to the [+nasal] feature on thexfr.
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(26) Partial derivation of a possessive nominatijpate
a. Nuu-k kani-ga-nta.
1sg-cop house-have-nomin
‘I have a house’. (JHJ)

nP

vP 22n <=-ntii
[+nasal]
PP ¥E <= -gai-
Possessor P’

Possessee uREe
[+nasal][+inalienable]

Root
kank

A question might arise of whether features canapfeom one head to the other
even when they are not adjacent, since usuallyrfegtercolation is local and features
spread from the immediately preceding morphemesener, in some cases the feature
can spread further on, as the nasalization featuiee example (27) below: roohokois
marked [+nasal] and the feature spreads not orttyegammediately following
morphemestt in (27a) andgai’® in (27b), but also tetu'i in (27b). As long as all head
involved are positioned below the Agent-projectifjce head, the features of the root
or the possessive element can spread up.

(27) a. hokanati

big-nomin
‘bigl

22 Chemehuevi possessive predicates are nominakdative clauses and projected by the ‘little’n head
more on that in chapter 4.

% This is a case of historical process: nasalizatmionger affectsgai in Press’s (1979) dataor in the
speech of my consultant.
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b. hokmgai-ntu’i -ngu
big-be-caus-mom
‘made her big’
(JPH&CLBIluebirds Went To War With Wp#f)

Furthermore, in Chemehuevi there is a group ofgsmssge constructions that can
be characterized as existential locatives and tbeyain an element that might be an
overt realization of Rave (see Freeze (1992) for the original propgdaljheOnline
Chemehuevi Dictionarthese occur with the morphensganti‘place where there is,
place with'. Consider the following group of examgl in all of them the root is followed
be suffix—athat can be roughly translated as a possessivemar

(28) kukwaa-ga-ntu
wood-poss-be-nomin
‘place that has wood’

(29) napaya-ga-ntu
slope-poss-be-nomin
‘slopy, having slopes’ (OCD)

(30) namu-kana-ga-nti-na
first-house-poss-be-nomin-nomin
‘the place with the first house’ (JPH&CLThe Horned Owl15)

(31) awiwiligaa-ga-ntu
clay bank.pl-poss-be-nomin
‘place that has clay banks’

(32) nantapia-ga-ntu
mescal plant-poss-be-nomin
‘place where there is mescal, Turtle Moumggplace name)’

(33) mono-mpaa-ga-ntl
bunch grass-water-poss-have-nom
‘place having bunchgrass and water, Vonaidggprings (place name)’
(OCD)
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A similar element is attested in Ute and Southexiute. Sapir characterizes this
morpheme-ain Southern Paiute as ‘nominal possessive suffi230:151) that indicates
alienable possession, and lists several partiogamples similar to the Chemehuevi
ones in (28)-(33) above. Ute has a ‘locative pagsesconstructior(Ute Reference
Grammar 1980:276) with the same structure. A represergakxample from each
language is presented in (34)-(36) below:

(34) Southern Paiute
gania- anti
house-possessed-having
‘camp’ (Sapir 1930: 152)
(35) Ute
kaniaa a-tu
house-have-nomin
‘place with houses’ Ute Reference Grammat980: 276)
(36) Chemehuevi
kania-ga-nti-pa
house-poss-be-nomin-at
‘at where there are houses’ (JPH&CILT he Horned Owli25)
Even though in each language the morpheme-by-morelamalysis of these

words are different, they all contain the same dgaey structure: possessiv@a + -ga

‘be, have’ + participlett (spelling differs depending on the language ontaply).
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(37)
fiP

vP n <l
[+nasal]

PP ¥E <= -gai-
Possessor P’

Possessee wRe <=-a
[+nasal][+alienable]

Root
kank

As to the question whyRve has an overt realization with the existential
locatives, but not with the regular possessive ttansons, the answer might lie in the
fact the former are instances of alienable possesgihereas the latter are inalienable,
hence the features on thgabk in the diagrams (26b) and (37) above.

(38) Vs for Ryave
a.—a <>Rvepmasa)/ [+alienable]
b. -@ <> Rave[+nasay / €lsewhere

Support for the incorporated postposition analgisavein Chemehuevi comes
from the fact that postpositional phrases in Charmeehcan function as verbs of motion
(Press 1979), i.e., there is evidence that pogtposican be incorporated into a verbal
head. In the examples below a postposition is\alb by a functional elementua,

alternating with-ntuaand-rua, possibly corresponding to the light verb ‘beconidiese

24 \We will consider the full derivation of possessi@minal predicates in chapter 5.
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verbs are derived through successive incorporati@root into a B¢ and a verbal
functional head that licenses the verbal morpholomperative markerrgu).
(39) Tukattuaruka-tua-ngu.
table-under-become-imper

‘Go under the table’. (Press 1979:83)
(40) Maha-vi-a  maa’a-ntua-ngu.

tree-NPN-obl that-on-become-imper

‘Get on top of that tree’. (Press 1979:82)

In this section, | have demonstrated that Chemahugles have complex syntax:

they are formed by the incorporation of roots meobal functional heads, several of
which are pronounced in Chemehuevi. The heads shscdlin this section are subject to

root-conditioned allomorphy because they attacbatly to the roots. In the next section,

we turn to high attachment verbal heads.

3.2.2 Chemehuevi high attachment functional verbs

In the next group are bound light verbs that afixerbal stems (as opposed to roots)
and modify the verb’s argument structure. Thesdhadnigh attachment causativgs,
the applicative xppL, and the passivesyss All three are associated with a change in the
number of arguments of the base verb. If paireti wit/oice projection, the causative
head vausis associated with the presence of an additiortareal argument Causer

(examples (41)-(44)):
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CAUS-tu’i
(41) NOU-k  John-i  puusi tukuavi magatu’i -vu.
1sg-cop John-obl cat-obl meat-obj vegitaus-past
‘I made John give the cat meat'. (B3€l979:67)
(42) Maru-k  tuka-pi manga-y piso-tsi-a naganiuit -ka-tu.
3sg.inanim.vis food-NPN.nom 3sg.anim.vis-obl ¢iPN-obl sick-caus-perf-nomin
‘The food made the child sick’. (JHJ)
(43) Manga-k pavi-ing manga-y nanga-yai -ka-tu.
3sg.anim.vis-cop brother-3sg.anim.here 3sg.asrobl angry-be-caus-perf-nomin
‘His brother made him angry’. (JHJ)

(44) Ann Johni na-ha’dgui -ngu4u’i -va.
Ann John.obl refl-good-caus-mom-caus-past
‘Ann made John like her/himself'. (Pra€¥9: 49)
In some casescyus only introduces a causing event without an extebaaiser,
in which case the Voice projection is empty, athmexamples (45)-(46) below.
(45) Iva asi-huviu-wa.
here salt song-caus-pres
‘Salt song is going on’. (JHJ)
(46) Sunawa-vi kani-gai-mi-yu nakaimud-wa’i-vi,
coyote-NPN.nom house-have-usit-past comyetty-3sg/poss
‘Coyote was dwelling with his company
thvi-pl-a tlgiiri -kwa'i-k’a.
earth-NPN-obl hungry-caus-away-perf
when it was hungry times on earth’.
(JPH&CIGila Monster Gets Killedl)
Chapters 6 and 7 will be devoted to the study ef@Ghemehuevi causative verbs,
so here we will only consider them very briefly.rfloe purposes of this discussion, the

following observations will suffice: (i) there istervening verbal morphology between

the root and causative head (example (43)), (i§ [tossible to have re-iterating
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causatives (example (44)), and (iii) this high edive head does not have allomorphs.
All of these indicate thatasys attaches to verbal stems, not roots (see chapteras
detailed discussion).
The applicative and passive verbs, however, dessymne more discussion here.

The applicative headawp_projects an additional argument, the Benefactotidddhat
the applicative morpheme can be added to bothitnamand unergative verbs (liksamile
in (47)), the fact that suggests that the Chemahappicative head is a High applicative
in the terms of Pylkkanen (2002), i.e., it attachksve the vP, adds another participant,
the Benefactor, to the event introduced by the vanld denotes “a relation between an
event and an individual” (19).
APPLICATIVE, or Transitivizerngku
(47) Manga puusi-a kiyasigki-ka.

3sg.anim.vis.nom cat-obl smile-appl-perf

‘He is smiling at the cat'. (Press 1979:66)
(48) Nuu-k manga-ya mavataikgki-va.

1sg-cop 3sg.anim.vis-obl clap-appl-past

‘| slapped him.’ (Lit. ‘I clapped at him’) (Presg3%6)
(49) Piwa-ya-vu mangki-yl  pu-rua-'ungwa ‘urua-vaa-na.

wife-obl-poss say-appl-past road-to-8sgn.invis  walk/sg-fut-nomin

‘He told his wife which way she should go’.

(JPH&CIhe Horned Owl3)

(50) Tuniangku-yu-'ingwa kuma-ya-vi 'aikai-na.

tell-appl-pres-3sg/anim/invis husbandHoiss  dead-perf-nomin

‘She told her about her husband’s death’.

(JPH&CIhe Horned Owl4)

(51) Mamau’u-ya-untp-ya namu-maravaagkil.

woman-obl-3sg/anim/invis-obl firatre-appl
‘The woman, he cured first'.
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(JPH&CThe Horned Owl13)
Another indication that the applicative head ishhigthat it attaches above the
low causative head, spelled out as’in example (52) below:
(52) huvi-yaru’i -ngkii-mi‘a-'ung’a
song-obl-caus-appl-usit-3sg.anim.invis
‘she would make a song for him’ (JPH&CL,Gila Monster Gets Killed?7)
As for the functional head forming passive, it feram intransitive verb from a
transitive verbal stem and its presence makespbgsible to mention an overt Agent. It
is realized as Voice functional head that has [spisatures, Voiggss None of the
sentences below have an Agent, even though the eeetransitiveh(t, bewitch, tig¢. It
can attach either directly to the verb (53)-(54)be separated from it by some
intervening verbal morphology (55)-(56). Noticetthapect markers can surface either
before or after the passive head and in some tatleg55).
PASSIVE, or Intransitivizertt
(53) Haita’-umii tirani-ka-ga’i-Uk-ya,
then-3pl/anim/invis gamble-perf-while-3s@ghim/invis-obl
‘While they were gambling,
Ponodai-ya’-und'a lahat.
Blue Beetle-obl-3sg/anim/invis  hit-pass
the Blue Beetle was beaten’.
(JPH&CILT he Crow is Painted BlacHK:6)
(54) Haita’-und'a Pondti-ya-und'a kahatii-kai-yu...
then-3sg/anim/invis Blue Beetle-obl-3sgfamvis hit-PASS-perf-while

‘Then he, the Blue Beetle, having been beaten
(JPH&CLThe Crow is Painted Black:7)



107

(55) ...pula-voaka-tii-kai-na-nga-aika maru’a-va’-aika,”
spiritual power-towards-perf-pass-pesfrin-3sg/anim/vis  resemble-at
‘...that he has been bewitched, it might be

(JPH&CLT he Crow is Painted Blacl8)

(56) “KotsiaKi to-tumaa-ngku-yaaka,”
(cry of a bird) RED-close-appl-bird cry
“Close it up,”

mai-ngu ‘Unga’api-tci kukwarm witsaka-tu.
say-mom baby-NPN.nom wood-to tie-perf-pass
said a baby that was tied to a pole’.
(JPH&CThe Horned Owl18)

The passive head is also attested following thk bagisative head, another
indication that Voicgass subcategorizes for verbal stems, not roots.

(57) Atapu-tsi-a tupa-da-"i-ti-pu.
crow-NPN-obl  black-be-caus-pass-pst
‘Crow’s being made black’.
(JPH&CILThe Crow is Painted BlacK:)

(58) Nanagaru’apu-tsi-a tuka‘i -ti-na-'umu-vi katsurii
anything-NPN-obl eat-caus-pass-nomin-3phdinvis-poss neg-3pl/anim/invis
‘Anything that they were given to eat, they

tuka-ka-wa'i-Ka Sunawa-vi-a yuma-'kai-mu,
eat-anim.pl-neg-3sg.here.inanim coyoRNNobl partner-be/have-pl/anim
did not eat, the Coyote’s mE@any.’

(JPH&CILThe Crow is Painted Blaci6)
Also notice that the passive morphertiedoes not undergo any of the morpho-
phonological processes that can affect morphemibstiae initial /t/, like the nominalizer
-ti with allomorphs-ntu, -riiand—tcithat surface depending on the presence of [+nasal]
[+spirnt] features of the preceding morpheme aoatfvowel. The explanation follows
from my definition of a phase: as a spellout of 8&ipassiveti lies outside of the

domain of idiosyncratic phonology.
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Based on these data and observations, | suggefsiitheing structures for the

Chemehuevi high attachment functional verbs.

(59) Table #13. Chemehuevi high attachment funetivarbs

a. \taus b. VappL C. Voiceass
nanga-yau’i kiyasuingku witsa-katii
angry-be-caus smile-appl tie-perf-pass
‘y make x angry’ ‘y smile for x’ ‘x was tied’

VoiceP VoiceP VoiceP

Causer(y) Voice’

vP Voic
[-pass]
VP Vvcaus
-tu’i
RootP NE
_ya
Patient(x) Root
nanga-

Agent(y) Voice’

vP Voice
[-pass]

Benefector(x) V'’

VP VappL
-ngku
RootP o
-O-
Root
kiyasui-

AspP Voicepass
-th
vP Asp
-ka-
RootP  po
-O-
Patient(x) Root
witsa-

The relative order of verbal functional morpheme€hemehuevi is presented in

the diagram below (the shaded projections are ogkja.e., in case of non-agentive verbs

Vie /sBecome NO Voice is projected, and highpg. or Vcaus are also options in the

language that are not always activated). Howewera fverb to be formed the lower vP

has to be present, with the root incorporated anfdtle’ v, and the lower Voice

projection is also a possibility, as Chemehuevidemssativized agentive verbs (like the

one in 41). The phase boundary is marked just atieevérst vP.
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(60 VoiceP
Agent/Causer Voice’

vP Voice
[+pass]

Benefactor \Y}

VoiceP  Vppi/caus

Agent/Causer Voice’

RootP ¥E/ BECOME/ CAUS/ DO
Theme/ Root phase in Chemehuevi
Patient -

In terms of Vocabulary Insertion, the high attaeiminverbal heads will have the
following representation:
(61) Vis for the high attachment verbal heads:
a. -tu'i <> waus (to be revised in chapter 7)
b. -ngkl <> ypp,
c. -t <> Voice / [+pass]

d. @ <> Voice / elsewhere
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3.3 Conclusion

In this chapter we have focused on functional he¢laaisderive verbs in Chemehuevi. We
have examined two types of heads, those that atliaettly to roots and those that select
for some functional material above the root. Sutlagproach, known as the Low vs.
High Attachment Hypothesis, successfully accountsystematic differences between
root-derived and non-root derived words. We hage aken plentiful support for a
complex syntax of verbs: not only there are diffefiavors of verbal functional head
‘little’ v in Chemehuevi resulting in agentive, eMeve and stative verbs, but there are
also several layers in the composition of possesand locative verbs. We have also
provided further evidence that in Chemehuevi th@spltontains vP and only material
above Voice lies outside the first phase.

Overall, Chemehuevi provides a fruitful ground fesearch on verbal
morphology because many of the functional headpramounced and there are
transparent morpho-phonological processes thatdisiipguish between root-derived
and stem-derived verbs. In the next chapter wetalk a close look at another lexical
category — Chemehuevi adjectives -- with a focusherfunctional heads that derive

them.
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3.4 Notes for community use: How to build verbs in Cherahuevi

Recall from our discussion in chapter 2 that in i@akuevi many related words share the
same core meaning and pronunciation, defined asdhé's root. We saw that nouns are
formed when the root appears with a certain endikeg—tsi in pungku-tsidog’ or —vi in
suina’a-vi‘coyote’. There are certain endings in Chemehtieat can turn the root into a
verb, a word that describes an action or actiwity(62), | list these special endings that
can be added to the core.

(62) Endings that form verbs in Chemehuevi

a.—tu ‘make, cause’ (with variantssu, -ru, -ntj

b. —tu'a ‘become’ (with variantstsu’a, ru’a, ntu’g

c. -tukaw’i  ‘turn into’ (with variants-tsukaw’i, -rikaw’i, -ntikaw)i
d. -gai ‘be’, ‘have’ (with variankai)

e. —wai ‘get’

To illustrate this process, | group several wdldg share the same root in (63)
through (68): the core concept, listed in boldplwed by a variety of endings, some of
which turn it into a noun, others making a verb.

(63)a.pa’aa-vi
‘worm’

b.pa’aa-rua
‘become wormy’

c.pa’aa-ga-nti
‘the one having worms’ (OCD)

d.pa’aa-gai-yu
‘being wormy’
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(64) a. huvi-a-vi
‘song’

b.huvi-tu
‘make a song, sing’

c.huvi-a-ga-nti
‘the one having a song, owner of thegson (OCD)

(65) a.hoko-ntii
Ibig’
b.hoko-ngai-ntu’i-ngu
‘made someone/something big’
(JPH&CLBIluebirds Went To War With Wp#f)

(66) a. Itch-ukkani.
‘This is a house’.

b. Nld-k kani-ga-nta.
‘I have a house'. (JHJ)

c.kani-gairmu-umi
‘the house owners’ (JPH&CLThe Horned Owl24)

d.kani-tsu
‘make/build a house’

(67) a.muhu-mpi-tsi
‘owl’

b.muhu-ntikaw’i-tsi
‘turning someone into an owl’

(68) a.angaavi
‘ant’

b.angaafrikaw'i-tsi
‘turning someone into an ant’

Sometimes it is useful to learn whole structuogether from a list of words that

have similar endings, since the same rules of faamapply to all of them. Once you
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learn the structure, it will be easier to inserly arw compatible word into it. Take
expressions of possession, like the ones in (6@ben all of these the root in bold is
followed by the ending-ganttuwhich literally means ‘the one that has’.

(69) a. NUUk tcaka'i’- gantd.
‘I have a younger brother’.

b. Nadk pungku-gantu.
‘I have a dog'.

c. Nuuk miaupitckani-gantu.
‘Il have a small house’.

d. NUUk mutchu-nténgavi-gantu.
‘I have strong arms’.

e. NUUuk wahaisotci-ganta.
‘I have two children’. (based on JHJ)

In this chapter, | also discuss endings that caadoked to existing verbs to add
something to their meaning, likexgk( a part of the word that indicates the somethsng i
being done for someone.

(70) kiyasui-ngku
‘smiling at someone’

(71) mai-ngku
‘say to someone’

(72) tinia-ngkl
‘tell to someone’

(73) maravoaa-ngku
‘cure someone’

In chapters 6 and 7, we will discuss two endifgg &dd the causative meaning to

the root of the word or to the existing verb, léieg or dance
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CHAPTER FOUR

LEXICAL CATEGORIES: CHEMEHUEVI ADJECTIVES

4.1 Theoretical background: A non-uniform class oadjectives

In the previous chapters, we considered severalifumal heads that form lexical
categories in Chemehuevi. Our focus was on thendigin between the words formed
from roots and those based on previously derivehst We have seen a variety of
functional heads that form nominals (NPN markeossgssive markers — allomorphs of
‘little’ n) and several instantiations of a verlgad ‘little’ v that attach either to the root
or above it, to a derived stem. In this chaptevilllprovide further support for the Root
Hypothesis and show that roots with adjectival nmeggican be derived either into
stative verbs and form predicates, or they candoeed into adjectival nominalizations
and act as attributes modifying nouns. In factill @aim that there are no ‘true’
adjectives in Chemehuevi.

The lack of independent lexical category of adyest in a language is not
surprising. In fact, cross-linguistically the categof adjectives is problematic, largely
due to the fact that unlike nouns and verbs, adgEsdo not easily fit into a prototype.
Payne (1997) summarizes the issue in the followiay, “...There is no semantically
definable class of concepts that universally falte a category that we would want to

call adjectives; rather, they stand “between” noaimd verbs, lexicalizing properties or
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characteristics that are indeterminate or variabterms of time stability. Some
languages have no formally distinct category oéetiyes” (63). He continues to point
out that in some languages (Acehnese and otherdghestian languages), property
concepts are lexicalized as verbs; in others (Bhjrthey are lexicalized as nouns. In
Dutch, depending on the discourse, property cosaegrt be either nouns or verbs; in
Yoruba, some adjectival concepts appear as nouhstaers as verbs (Payne 1997: 65).
Even in English, where adjectives form a distirlass, we find examples when
adjectives function as nounBhe rich just don’t understandr Mammals care fotheir
young).

As for the formal representation of lexical categs, within generative syntax
there is a tradition of representing each lexieé¢gory with bundles of binary features.
Chomsky’s (1970) original proposal defines nounptal -V], verbs as [-N, +V,],
adjectives as [+N, +V], and adpositions as [-N,. B4ker (2003) points out that within
linguistic typology there are many mismatches betwthe existing lexical categories
and the features that should represent them, pkatig when it comes to adjectives,
largely due to the fact that many languages lagkiform class of adjectives. From this
cross-linguistic perspective, it is useful to colesiBaker’'s (2003) theory of lexical
categories and its applications to non-westerndaggs, like Mohawk and Chemehuevi.

Following Hale and Keyser (1993, 1998), who wame of the first to offer a
structural approach to lexical categories, Bak&08) argues that each lexical category
has a unique set of characteristics (some strdcgome semantic) that sets it apart from

others. Under his view, verbs are the only categjoay can license an argument, project a
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specifier and form a predicate independently; n@anmtsadjectives need a separate
functional projectiorPredto form predicates (more on this in chapter 5)uiNg in
Baker’s framework, are unique in that they havefarential index, because they have
“criteria of identity that allows them to bind aregus, traces and theta-roles of verbs
(Baker 2003:21). As for adjectives, Baker reaclmxltisions opposite to Chomsky’s
(1970) featural representation: he argues thattdgs are neither verbs nor nouns, [-N,
-V], because they neither project specifiers, rearlreferential indices. He calls them a
default category, claiming that because adjectiaels the theta-role assigning properties
of verbs and referential indices of nouns, they@agur in contexts where neither verbs
nor nouns can occur due to their specificatidnia this Baker also argues against Hale
and Keyser’s view of adjectives, since they clamat fpredicative adjectives project
specifiers and license ‘internal subjects’ or Therftéale and Keyser 1993:30).

To illustrate his point, Baker turns to attributimedification, one of the classic
adjectival functions. He points out that adjectjyast not nouns or verbs, can modify
nouns directly, without intermediary functionalstture. Below are examples repeated
from Baker (2003:192):

(1) a rich man; a shiny coin
(2) *a wealth man; *a genius man (OK: a man of wea boy-genius)

(3) *a shine coin; *a hunger man (OK: a coin tHahss; a shiny coin; a hungry man)

% Baker groups both adjectives and adverbs intsanee class. As for adpositions, in his framewoey th
are treated as a functional, not lexical category.
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Baker then argues that adjectives have an optainghunique to them — they, as
heads, can be merged directly with the head noiih,n@ functional structure mediating
the relationship. He suggests the following streeefor attributive modification,
mentioning that it violates the familiar X-bar timg@nd goes more along the lines of the

Bare Phrase Structure framework of Chomsky (1995b).

(4) VP
NR;.n) V
A Niny fall
<Th,>
smart woman (Baker 20035)

Baker supports this structure for adjectival madgition with the observation that
if the structure really is the X-bar compliage D [ne AP [vp N]]], it is unclear why
attributive adjectives cannot take a complemetitgproud of Mary pareqtor why they
cannot be preceded by a degree eleméhe(ftoo/so proud paren{Baker 2003:196). He
also mentions that Abney’s (1987) analysis of laitive modification as an AP -p4 D
[ap AP [np N]]] — is problematic in that A+NP constituent heaslistribution of an NP: it
can be a complement of a determiner, not a degraeé the proud parent, *too proud
paren), and it can be selected by NP-selecting verb:ibuAP-selecting verbs likeeem
(I respect proud parents; *John and Mary seem prpackents)

For the purposes of our discussion of Chemehugectdes, it is important to

distinguish between attributive adjectives, whiah discussed above, and predicative
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adjectives. While the former modify nouns (exan(pl&)), the latter form predicates
(example (5b)):
(5) a. ahungrydog

b. The dog iungry.

In English, the two types of adjectives are virtpaentical (with the exception

of a few adjectives that can be only predicatike #isleepandready(Baker 2003:194)).
In other languages, like Mohawk and Chemehuevipative and predicative adjectives
have completely different structures. In Mohawk, dgample, adjectives in their
predicative use inflect like verbs, carry the sdaarmse/aspect/agreement morphology, and
form predicates like verbs — without intermedi&ngd projection. As we will see later in
the chapter, Chemehuevi predicative adjectives\zelmthe same way. Below are
examples of ‘adjectival® stative verbs from both languages, both appearittga finite
tense marker.
(6) Mohawk

Ra-kowan- -hne’ ne Sak.

MsS-big-stat-past NE Sak

‘Sak used to be big'. (Baker 2003:249)
(7) Chemehuevi

Mulga'i-n pa’a-yu.

very-1sg tall-pres

‘I am very tall’. (Press 1979:99)

In Chemehuevi, the verbal character of predicadjjectives goes even further:

even though some adjectives (like color terms) lmvevert stative head, most

% The term ‘adjectival’ in this context refers ondythe corresponding English meaning.
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‘adjectival’ verbs have a null stative head, sdtmnsurface they look exactly like their
‘non-adjectival’ counterparts. Compare (8) andi8low:
(8) Muga'i-n pa’a-yu.

very-1sg tall-pres

‘I am very tall’. (Press 1979:99)
(9) NUU-(K) nukwi-yu.

1sg-cop run-pres

‘I am running’. (JHJ)

The situation gets more complex structurally, wheahawk and Chemehuevi

adjectives modify nouns, i.e., are used attriblyivas Baker puts it about Mohawk,
“There seems to be no special attributive modiiocabf nouns distinct from the
possibility of forming a relative clause that iseopto all verbs” (250). He illustrates the
point with the two examples from Mohawk repeateldlwewhere the modificational
structure ofwhiteis identical to that of the vetluy, both forming a type of relative
clause (marked with square brackets) and infleftiethe same aspect and similar

agreement:

(10) Mohawk

a. Tyer [ka-rak- atya'tawi] wa-ha-hninu-*
Tyer NsS-white-stat shirt fact-Mis®y-punc
‘Tyer bought a white shirt’.
b. Sak wa-ho-[a]ti-* ne [wak-iho-@ athere’].
Sak fact-MsS-lose-punc NE 1sg.obj-bwat-sbasket.
‘Sak lost the basket | bought'. (Baik®03:250)

Choctaw is another example of a language in whiljpcives must form a

reduced relative clause in order to modify a nddmo@dwell 1990, Baker 2003).
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(11) Choctaw
[Hattak chaaha-mat] chahta kiiyoh.
man tall-dem/nom Choctaw not
‘That tall man is not Choctaw’.
(Broadwell 1990, as cited in Bak003:252)
Baker argues that in (11) the bracketed materialdare noun merged with a bare
adjective and then the whole attributive constarcis embedded and incorporated into a
phonologically nullPred, forming a minimal small clause structure. Bakeliagram for
the relative clause in (12) is repeated below:
(12) DP
PredP D
DP Pred-mat

pro NP Pred

NP A O
N chaaha
‘tall’
hattak
‘man’ (Baker 2003:253)

We find a similar, albeit not identical, situationChemehuevi: attributive
adjectives are relative clauses (example (13)inéat similarly to relative clauses based
on other verbs (example f4)

(13) [Pa’antl-m] aipa-tci nukwi-yu.

tall-nomin-anim  boy-NPN.nom run-pres
‘The tall boy is running’= ‘The boy thattall is running’. (Press 1979:57)

27 pdjectives are marked with agreement morphologyedeling on their animacy; verbs, however, do not
have animacy agreement but must co-occur with sodstrative determiner.
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(24) [Nukwi-tcl ang] aipa-tci ‘PHU.
run-nomin this.anim.vis boy-NPNmmotall-pres
‘The running boy is tall’= ‘“The boy thatrignning is tall’. (Press 1979:58)

Here | would like to point out a mismatch in terwlimgy: Press (1979), following

Sapir (1930), callstlii and its allomorphmt, --tcj and-ri ‘active present participles’
(209). This terminology is misleading since papties are usually associated with verbal
morphology only, but as we will see in Chemehubeiforms ending irtl exhibit
nominal behaviors. Press herself mentions thabmescontexts these so called
participles are lexicalized as nouns and pointgdals liketeacher, doctoand
policemanin Chemehuevi (110):
(15) nd-mpo’o-tu’i-ka-tl

person-write-caus-perf-nomin

‘teacher, the one who makes people write’ (Press 1971
(16) nu-nkwu-tui-ka-tt

person-catch-cause-perf-nomin

‘the one who catches people’ = ‘policeman (Press 1978)16
(17) pu’ha-ga-ntu

power-have-nomin

‘the one who has power’= ‘doctor’ (Pres§24962)

In the related language Ute a similar morpheméeswed as a nominalizer,

having a “nominal habitual” meaning, similar in me® to the Englisher in worker.
(18) wwka+u

work-habit-nomin

‘he/she habitually works, worker’ Ute Reference Grammag80:88)

Furthermore, in subject relative clauses in Ute,werb is said to “take the

nominal suffix-tu” (Ute Reference Grammd®©80: 185), which is clearly the same
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suffix that forms the so called participles in tkeétive clauses in Chemehuevi. Compare
the Ute example of a relative clause in (19) with Chemehuevi example in (20):
(19) Ute
‘ aapa-ci ‘uwuka-vaatu
boy-subj he work-fut-nomin
‘The boy who will work...’ Ute Reference Grammdn©80: 187)
(20) Chemehuevi
NuUU-k  uni-vaata.
1sg-cop do-fut-nomin

‘I'm the one who will do it’ = “I’'m going talo it” (Press 1979:81

To avoid confusion, I will refer to the forms inegtion as ‘adjectival
nominalizations’ and ‘verbal nominalizations’/'vedmouns’. | will examine the
structure of the Chemehuevi nominalizations anatiret clauses in sections 4.3.3 and
4.3.5 below and show that the adjectival and vestehs they are based on are indeed
nominalized/relativized.

Another complicating factor is that on the surfageems that Chemehuevi
adjectival nominalizations not only modify nounst ban also form predicates. Compare
the stative verb and the adjectival nominalizatroexamples (21) and (22). There is no
difference in meaning in the two sentences — justdifferent ways of saying the same
thing. The predicative function of the adjectivairh in (22) is misleading, however: as
we will see later in the chaptpa’antim’‘tall’ is a relative clause that modifies a
phonologically null head noun. Technically, itlsstcomplex nP that forms the main
predicate in (22), anga’antiimis an attributive adjective, literally meaning ‘liea tall

one.
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(21) Mang pa’a-yu.

3sg.anim.vis tall-pres

‘He is tall'. (Press 1979:58)
(22) Manga-k pRg’'a-nti-m].

3sg.anim.vis-cop tall-nomin-anim

‘He is tall’. (JHJ)

In order to explain this ability of adjectives topear in different syntactic
contexts, we will again turn to the Root HypotheS€ikarly, the roopa’a does not
belong to any lexical category. When inserted anteerbal context, it produces a stative
verb; when inserted into an attributive structutracquires adjectival characteristics
(such as agreement, for example) and is furtherimaliped as a part of a reduced
relative clause. In section 4.3.4, we will turrthheory of relative clauses, particularly of
the headless variety, in order to understand tteenal structure of attributive
modification in Chemehuevi. But before we do thhettus consider Chemehuevi

adjectives in their guise as stative verbs.

4.2 Chemehuevi predicative adjectives as stative verbs

Sapir (1930) in his seminal work on Southern Pastéiges, “Most adjectives are really
verbs (predicative), or participles of verbs (&titive)” (95).The same is true for the
Chemehuevi adjectives. In predicative use theynditaction as verbs: they take tense
markers (which are unattested with adjectival pgofes), their agreement patterns differ
from those of adjectival participles, and they @b require the copula to form predicates.

Consider the examples below: the adjectival stea'a- ‘tall’, nagami ‘sick’, nangaya
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‘angry’, ‘U0- ‘pretty’ all take the present tense markgii,-and neither of them require
copula—ukto form the predicate (in (26kis optional).
(23) Muga’i-n pa’ayd.

very-1sg tall-pres

‘I am very tall’. (Press 1979:99)

(24) Muga’i-a’anga nagamii.
very-3sg.anim.vis sick-pres

‘He is very sick’. (JPH&CLThe Crow is Made Blag¢lk)
(25) Manga naapu-wu ngeyayd.

3sg.anim.vis old man-NPN.nom angryspre

‘The old man is angry’. (JHJ)

(26) Umi-(k) ‘Guy.
2sg-cop pretty-pres
‘You are pretty’. (RM)
One indication that ‘adjectival’ verb®atative is the fact that the present tense
marker -yl which is common on adjectives can only appearmoinentaneous] stems
(Press 1979:71), which suggests that adjectivddsvare durative or have a [-mom]
feature. Momentaneous verbs are usually inceptiaeaccomplished instantaneously;
[-mom] verbs are durativeun vs. dash off, feels. touch, be afraids. get a scarg
Press also reports that ‘adjectival’ stative verés take simple past markevsi-
in the meaning of ‘was Adj’ andnpuin the meaning of ‘got Adj’ (71), which stems
from the fact thatviattaches to durative or [-mom] verbs, batpUattaches to [+mom]
verbs. Adjectival verbs are also attested withfthere tense markervaa
(27) Miauntsivi-ang.

small-past-3sg.anim.vis
‘He was small’. (MP)
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To summarize, the Chemehuevi predicative adjectredmve like stative verbs:
they are durative non-momentaneous verbs; theytdenoontinuous state that does not
have an instantaneous end point. Recall from aaudsion of different flavors of ‘little’

v in chapter 3 that stative verbs meaning sometliedoe tallin English are formed by
the incorporation of the root into the functionabld g, the one that forms unaccusative
non-eventive /stative verbs. Based on these assumspthe derivation of an adjectival
stative verb in Chemehuevi will be as follows:
(28) a. Mang pa’a-yu.

3sg.anim.vis tall-pres

‘He is tall'. (Press 1979:58)

b. TP

vP T
_yu
RootP VBE j\

-
Theme Root
mang pa’a-

There are also adjectives that demonstrate an meadization of stative ‘little’
vge: they consist of a root followed by obligatory xuf-gai/-kai‘be’. The most
prominent of these are color adjectives {23)ut there are words of other semantic
classes there as well (30).

(29) a. tupa-ga(i) ‘black’
b. tosa-ga(i) ‘white’
c. owasia-ka(i) ‘yellow’

d. anka-ga(i) ‘red’
e. sawa-ga(i) ‘green/blue’

% Laird (1976) mentions that the color names arealaterivatives: “. tosa-white; but independently
tosagar| white, deriving frontosagah is white, being white, having the quality of wédriess” (286).
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f. kutca-ka(i) ‘gray’
g. parowa-ga(i) ‘purple’ (Pre€59, Lexicon)

(30) a. tutca-gai ‘dirty’
b. kiilwa-gai ‘sharp’,
c. yum’i-gai ‘weak’ (OCD)
Predictably these roots can also appear withgat-/-kai-,but these cases are
limited to incorporation, as is illustrated in tteeamples below:
(31) tupa-ma’a-ngump-anga-tlaya
black-paint-instr-3sg.anim.vis-2sg
“You will paint him black’. (JPH&CLThe Crow is Made Blagkt)
(32) tupa-tatsitsi’i-gai
black-shine-have/be
‘glittering black’
(JPH&CIhe Crow is Made Blagk)
(33) anka-nampa
‘red foot’

(34) anka-pah
‘red water’ (OCD)

Based on our previous discussion of stative venm&bion, color adjectives are

derived in the following way:

(35) vP

RootP VBE
_gai_

Theme Root j
angka-
Once an ‘adjectival’ stative verb is formed it Ggpear with all legitimate finite

and non-finite verbal morphology, as is demonstratehe examples below: the color
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verb appears with a simple present tense mai@and forms a predicate in (36), or

with a present participle markert in (37) as an attributive modifier.

(36) Pavi-a-n naro’o-on@ngka-gayu.

brother-obl-1sg shirt-his red-bespre

‘My brother’s shirt is red’. (Press 1979:60)
(37) NU angka-garu wihi puni-va.

1sg red-be-nomin.obl knife.obl seetpas

‘I looked at the red knife’. (Press 1979:57)

Whereas the formation of predicative adjectivesgiidy easy to grasp, attributive

adjectives have a more complex structure. Let usdur attention to these.

4.3 Chemehuevi attributive adjectives

4.3.1 Attributive adjectives as nominalizations

As | mentioned before, the majority of adjective<Chemehuevi, when elicited in bare
form, appear with the nominalizetli with allomorphs nasalizedhtt, palatalized tei/-
tsiand spirantizedri. Below are examples of bare adjectives from wistd Elicited by

Tylor and Major who worked with several Chemehuspeakers in late 1960s — early

1970s.

(38) Table #14. Chemehuevi adjectives in bare form

Data collected by Tylor (1972) Data collected byjddg1969)
straight mukuta-ti big hoko-ntl

crooked kwampani-tcl dirty tutsaga-ri

smooth suunaava-ntu clean katc tutsaga-ri
rough tsinkaga-ri dull katc kiwa’'wa

lazy mawaga-ntu sharp kiwa-ga-ntu

not lazy kaatc mawa-ti heavy pl’uttiya-ntd
clean kaats tutsaga-tu light katc putiya-wa-tu
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dirty tutsaga-tu
long pa’a-ntl
short tovipi-tsu
thick tumunda-tu
thin takUnapi-tcu
heavy pltiya-nti
light katcu putuya-wa-tu
tall pa’a-nti

low tavuypi-tcu
deep tukwa-nta
shallow tukowa-tu
old hia-tcu
new aya-ru

rich tumpika-tu

narrow
wide
long
crooked
strong
weak
pregnant
different
different

tsiau-tcu
awaa-ntu
pa'antogantt length-having
makatcurtputtcl
mutcu-ntt-m (anim)
katc mutcu-wa’a-ti-m (anim.
no’o-ga-nti
kimatcua-ti-m (anim)
kimatcua-tu

There are a number of what Sapir refers to as’‘&dgectives, i.e., adjectives that

are not derived withtd. However, this term is misleading because thesesvalso have

nominal endings, the familiar NPN markesi, -ntsi, -pu, -pas in (39), or they end ir

ni, an adverbial suffix with the meaning of ‘like’ahis added to verbal stems as in (40)

below.

(39) Adjectives ending with an NPN marker

a. miaupi-tsi  ‘small’

b. mirau-ntsi ‘small’

c. mi'au-pi  ‘small, little’
d. ha’G-pu ‘good’

e. ha'l-tsi ‘good’

f. Gith-pa ‘old’

(40) Adjectives ending irni ‘like’

a. uva-ni ‘bad’
b. Gvi-pU-ni  ‘bad’
c. UvlU-yu-ni  ‘bad’
d. twa-ni ‘fast’

(GT)

(OCD)

(OCD)

(OCD)

All adjectives in Chemehuevi can modify a nous, be attributive. Below are

examples from the recordings of Tyler and Major:
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(41) Data collected by Tyler (1972)

a. aya-ri ayamovitsi ‘new automobile’
b. hoko-nti kani ‘big house’

C. miaupi-tcu kani ‘little house’

d. tosaga-ru kani ‘white house’

e. angkaga-ru kani ‘red house

f. pa’a-ntla totsivagantu ‘having long hair’
g. tovipi-tsu totsivigantl ‘having short hair’

(42) Data collected by Major (1969)

a. ha’u-pu tawatsi ‘good man’

b. ha’l-tsi mamau ‘good woman’
c. ha’t-tsi pungutsi ‘good dog’

d. mi'aupd-tsi aipatsi ‘small boy’

e. mi'aupu-tsi na’untsitsi ‘small girl’

f. al-ri tukvovi ‘fresh meat’

As for the word order of attributive modificatidAress (1979) reports that as
modifiers adjectives appear either before or dfterhead noun:

(43) a.Pa’a-nti-m aipa-tci nukwi-ya.
tall-nomin-anim boy-NPN.nom run-pres

b. Aipa-tci pa’a-nti-m nukwi-yu.
boy-NPN.nom tall-nomin-anim run-pres
‘The tall boy is running’. (Press 1979:57)

Attributive adjectives agree with the head nounase, number and animacy. In
(44), both head nounuusi‘cat’ and the adjective that modifies it are markath the
oblique case markera.
(44) Puusia-n  suya'i-tcta mavo’a-mpd.
catebl-1sg cold-nomimbl cover-past
‘| covered the cat which was cold'. (Press 1979:109)

In (45), the plurality and animacy of the head naipatciw ‘boys’ is reflected in

the adjectival form that modifies it:
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(45) Aipatciw pa’aka-ri-m nukwi-ka-yiim?®.
boypl tallsevnomin-anim run-sev-pres-anim
‘The tall boys are running’. (Press 1979:57)

Verbal nominalizations are formed in the same way @n be used attributively.
In the examples below, verbal nouns modify an oneun (example (46)) or a
phonologically null pronoun (examples (47)-(48) eytcan be marked with the
nominative case (examples (46)-(47)), or with tbeugative case (as in example (48)),
depending on the grammatical relation of the ndwety modify (subject or object,
respectively).
(46) Nukwi-tcu ang aipa-tci "gogll.
run-nomin.nom 3sg.anim.vis.nom boy-Nin tall-pres
‘The running boy is tall’= ‘“The boy thatrgnning is tall’. (Press 1979:58)
(47) Nukwi-tcu ang wir'iku-va.
run-nomin.nom  3sg.anim.vis.nom fall4{pas
‘The running one fell’. (Press 1979:58)
(48) Nud-(k)nukwi-tct unga-y kwipa-vu.
1sg-cop run-nomin.obl 3sg.anim.invis-ob#dist
‘ hit the running one’, ‘I hit the one whweas running’. (MP)
Press (1979) makes an observation that the vedoaisrdo not show animacy
agreement with the head noun, as do adjectivalsiddm in the examples below the two

relative clauses modify the subject of the sentemaeg but the verbal nominalization in

(49) lacks the animacy agreement:

29 Adjectives are marked [+anim] with both singuladgoiural head nouns. The animacy marker
-‘Um (the glottal stop is deleted after the participheling, allowing /U/ to assimilate and delete r@sglin
-mon the surface) indicates that the head noun aanate entity whether human or animal.
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(49) Mang tika-ric  ang saarontci hivi-sua-ngu.
3sg.anim.viv eat-nomin that one bdar-drink-finish-mom
‘The eating one drank up the beer’.

(50) Mang pa’a-nti-m saarontci hivi-sua-ngu.
3sg.anim.vis tall-nomin-anim beer-odfink-finish-mom
‘The tall one drank up the beer’. réBs 1979:57)

In the sections that follow, | will demonstrate tthfzese differences are indicative
of two different underlying structures. The verbhaminalizations have an embedded
‘little’ v in their structure, while the adjectivalominalizations have an embedded ‘little’
a, a functional head that is selected by a disttidgreement head. To understand these

differences let us turn to some literature on thecsure of derived nominalizations.

4.3.2 Theoretical background: Nominalizations witbiM

Recall that within DM lexical categories in genesed viewed as structurally determined
realizations of category-neutral roots. From thasspective, simple nouns and
nominalizations are words derived with the helphaf category-forming functional head
‘little’ n °. The original proposal dates back to Marantz (J9&%o revives Chomsky’s
(1970) discussion of nominalizations in EngffstMarantz’s main proposal was to move
the derivation of nominalizations out of lexicordanto the syntax, while preserving
Chomsky’s idea of a transformational approach &ir ttormation. Marantz focuses on

roots like DESTROY and GROW and argues that when they are placed in ndmina

%0 For other work on mixed categories, see Borsleykuornfilt (2000); Fu, Roeper, and Borer (2001)
among others.
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environment, the result is a nominalizatioegtructionandgrowth); when the roots are
found in a verbal environment, they surface as vébstroyandgrow). By the nominal
environment he originally meant a Determiner; tedavork (Marantz 2000), he
introduced the category forming head ‘littl€. n

Harley and Noyer (1998) built on Marantz’ origimabposal to show that
differences between gerunds and derived nominaizain English can be accounted for
by looking closely at their internal syntactic stiwre. They show that gerunds, being
verbal derivatives, have a vP layer in their suitet while derived nominalizations lack
this verbal component. Thus, gerunds, like theior{1a), will have the structure in
(51b):

(51) a. The barbarian army’s suddedbstroying the city upset Caesar.

b. SC
DP vP
v FP
DR RootP
Root it
destroying (based on Harley and Noyer 1998:11)

Derived nominalizations, like the ones in (52a) &2b), lack the vP layer and in
the environment of the D determiner are spelledasutominals.
(52) a. The barbarian army’s sudd#astruction of the city upset Caesar.

b. Belushi’smixing of drugs and alcohol proved fatal.
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(53) DP
DP D’
D RootP
‘s
Root DP
destruction
mixing (based on Hadeyl Noyer 1998:12-13)

Under this analysis the English suffingis viewed as a multifunctional Vocabulary
Item, inserted as the gerundive affix or as a naiiger. In fact, Harley and Noyer (1998)
argue that as a nominalizang is a default, or Elsewhere Vocabulary Item, irestih
the environments where no other more specified iteavailable. For example, the root

DESTR in the nominal environment is specified fog hominalizertion (plus some
readjustment rules that modify the phonologicaihfaf the root). The rootMIX,
however, is not specified for any nominalizer, anthe nominal environment it is
spelled out with the defauting.

Harley (2006b) provides an updated version of ainiglysis while bringing up
some of the unresolved issues in the morphologyafinalizations. Her main focus is
on verb-particle constructions in English and theihavior in so called ‘mixed’
nominalizations. For the purposes of our discusdienll focus on Harley’s treatment of
derived nominalizations that have an embedded V&per.

In her discussion of nominals that contain vedfhkes, like the one in
nominalization of verhHarley considers several of their propertiesth@y do not

assign accusative case and need the prepositiorirescue’ the DP in their argument
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position; (ii) they can be modified by adjectivbst not adverbs; and (iii) they can co-
occur wit determiners and be pluralized. All ofsaeharacteristics are indicative of the
nominal nature of these nominalizations. Howevetiarley points out, the word
nominalizationitself clearly contains a verbalizeiz-, that is under her analysis is a
Spell-out of a ‘little’ v, a head that can introduan Agent (yo) and assign accusative
case to its internal argument. If th&is present, why cannot it license the accusative
case? Following Kratzer (1996) and Pylkkanen (20B2yley suggests that the ‘little’ v
must be distinct from the Voice, a functional héaat introduces Agents and selects for
FP, the accusative case licenser. So, in the denivaf the wordhominalizationthe

‘little’ v is present, but the Agent/Accusative ed&genser heads (VoiceP and FP) are
excluded.

(54) a. nomin-al-iz-ation

b. nP
n° vP
-ation
A aP
-iz-
DP a'

aO
-al-  nomin- (Harley 2006hb: 22)

Harley makes an important point relevant to oucwlsion of the Chemehuevi
adjectival forms: “The key point.is that wherever you see a morpheme, there must be

corresponding terminal node in the structural agialgf the sentence” , whether this
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terminal node is “originally syntactic (i.e., hasginated as part of the Numeration and
been added to the structure via syntactic Mergahserted as a ‘dissociated’
morpheme/terminal node at Morphology, prior to \mdary insertion” (3). From our
discussion of adjectival and verbal nominalization€hemehuevi, we have seen that
there is a morpheme they have in common, nominatize We have also seen that they
differ with respect to the presence/absence oAtireement head, a dissociated terminal
node that selects for aPs, but not vPs, in theulage. Now let us turn to the analysis of

Chemehuevi adjectival and verbal nominalizatiospat of attributive modification.

4.3.3 Chemehuevi adjectival and verbal nominalizesi

We have seen earlier that the Chemehuevi attribatiljectives agree with the
nouns they modify in animacy, case and number. & Fetures are common for
adjectives crosslinguistically. To account for thegreement facts, suppose that in the
structure of adjectival nominalizations, the routarporates into the adjective-forming
‘little’ a head, and then is nominalized by incorporating am f§ head. Following
Embick (2000) and Bobaljik (2008), | claim that egment is a morphological process
and that merging of phi-features (like animacy me@ehuevi adjectives) takes place
after syntax. Similarly to cliticization of the p®Essive agreement markers discussed in
chapter 3, | assume that the animacy agreementemiarknerged as an Agr head in the

morphological compenent of the grammar (shaded jpdithe derivation in (55b)). In
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section 4.3.5, we will discuss how nominalizatiémen relative clauses, but for now
consider a partial derivation for the adjectivaimoal in (55):
(55) a. aipatci pa’a-ntin

boy tall-nomin-anim

‘a tall boy’ (Press 1979:57)

b. (partial derivation)

nP
aP n°
DP a n° Agr
[+anim] -ntd [+anim]
aipatci RootP  a -m
Iboy1
Root
pa'a
‘tall

Verbal nominalizations lack the agreement marlesaose they do not have an
underlying ‘little’ a head: the root incorporates directly into the aéHead ‘little’ v.
There are several indications that the vP layardeed present in these nominalizations:
(i) they may contain verbal morphology, like th@pastual markerka-in example (56),
and (ii) they can contain an object, as in (578, dbject of the verhika-‘eat’ (marked
oblique by the ‘little’ v) is fronted to the sentinitial position, possibly for emphatic
reason.
(56) Tuu-mpi arrfwU'iku-ka-tll] patdya-nti uru’a-yd.

rock-NPN.nom that fall-perf-nomheavy-nomin  be-pres
‘That rock which fell was/is heavy'. (Press949D09)



137

(57) a.Pagu-tciya-uk mang [rc ti tuka-rd].
fish-NPN-obl-cop 3sg.anim.vis eat-nomin
‘He eats fish’ = ‘He is a fish-eating Gne (based on Press 197P:75

b. (partial derivation)

nP
vP n
-ri
[ob] Vv P
RootP v~
[obi]

NP Root

pagitci tuka”
‘fish’ ‘eat’

A note on the availability of allomorphy: recalbtrearlier | argued against the
strong definition of phase (Arad 2003, 2005) asfits¢ vP/nP/aP. Adjectival and verbal
nominalizations discussed here clearly containmbeglded aP and vP level;
nevertheless, the nominalizei is still subject to morpho-phonological allomorphgat
is supposed to be available only within the donudia phase. | argued earlier that it is
Voice that defines a phase in Chemehuevi andlieiprojection that is not available in
these nominalization.

Before we turn to the structure of attributive nfm@ition and reduced relative
clauses in Chemehuevi, let us not forget the ded&true’ adjectives likeni'au-ntsi
‘small’, ha’i-pi‘good’, or Gvi-yU-ni‘bad’. These are not adjectival in their structdre

they do not have an adjective forming head in tHermvation. The first group is derived

with a noun forming ‘little’ n (an NPN markep#, -tsi etc.) and when these items occur
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as modifiers of a head n, the resulting attribuphieases act as N+N compounds (notice

the absence of agreement morphology typical faeajal attributes):

(58)
a. ha’i-pu tawatsi ‘good man’
b. ha't-tsi mamau ‘good woman’
c. ha’i-tsi pungutsi ‘good dog’
d. mi'aupu-tsi aipatsi ‘small boy’
e. mi'aupu-tsi na’untsitsi ‘small girl’
(59) nP
RootP n
_pu
Root ¥
ha'ti ...~
‘good’

The words in the second group are derived withfiixsuni, translated as ‘like’ in
OCD, which most likely attaches to verbal stemsisider example in (60c) below — the

root is followed by a tense markeyti-an indication that we are dealing with a verb.

(60) a. tvi-ni ‘bad, evil’
b. Gvi-pa-ni ‘bad, evil’
c. UvU-yu-ni ‘bad, evil’
d. tawd-ni ‘fast’ (OCD)
(61) vP
vP Adv
-ni

RootP v ‘likg’

-,
-

Root v
‘bad’
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Before addressing the structure of attributive rficdiion, we need to address
several theoretical issues. First, Press (1978ssthat participles (nominalizations in
our terminology) are the only source of relativaudes in the language. Secondly, both
verbal and adjectival nominalizations can fdreadlesselative clauses, in which case
they do not modify any overt noun, but an impliedéfinite third person pronowpro
(Press 1979:58). Before considering the Chemetdagai and the structure of attributive
modifications, let us deviate into some theoretgpadstions about the structure of relative

clauses in general and headless relatives in p&atic

4.3.4 Typology and internal structure of relati@uses

Relative clauses (henceforth, RCs) are modifyiagists that typically consist of a head
and a modifying clause with a shared referent. @rogotypical RC can be exemplified
by the Englistthe book [that | ordered elvherethe bookis the head antthat | orderede

is a relative clause modifying the head. This tgpan RC is known in the literature as
an Externally Headed Relative Clause (EHRC) dubédact that the nominal head
appears outside of the modifying clause. The EndgR€s argpostnominabecause they
follow the head noun (as the sweatethat | madevhere the head is in bold), which is
the case for verb-medial (SVO) and verb-initialgaages. In verb-final language, RCs

tend to bgprenominalasshown in the example from Finnish below:
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(62) Finnish
[minun teke-ma-ni] villatakki
1sg.gen make-part-1sg sweater
‘the sweater (that) | made’ (Nikolae2806:503)
There are three major approaches to the strucfuEelBCs. The Head External
Analysis (Montague 1974, Partee 1975, Chomsky 19a@kendoff 1977) suggests that
the head of the RC originateatsideof the RC. The relative clause CP is adjoinedhéo t
head NP; there is also an A’-movement of a relaberator Op from the clause internal
position to Spec-CP (see Bhatt 2002 for a detallsdussion).
The Head Raising Analysis (Brame 1968, SchachtéB19ergnaud 1974, Kayne
1994, Bhatt 2002) assumes that the head of therR@atesinsidethe relative clause
CP and undergoes raising to a clause externaligosithe advantage of this analysis is
that it explains reconstruction effects and bindifigariables within the R€ (Schachter
1973, Vergnaud 1974) and the interpretation ofridihunké® (Brame 1968, Schachter
1973), facts that are unexplained by the Head Bateéknalysis. However, the Raising
Analysis is not without its own problems. One agh is the case clash problem that
arises in languages in which NPs can get case tlnerembedded verb and the externally
assigned case on the head noun outside the R@xplamed.

The Matching Analysis (originated in Carlson 19f&)ps to avoid this problem,

and accounts for binding facts. It claims that éf®no transformational relationship

31 As representative example is in (i) when the anapiust be interpreted in the lower clause, i.e.,
reconstructed:

0] The portrait of himselthat Johppainted was extremely flattering. (Schachter 1973)
32 |diom chunks such as a verb and its object mugtteepreted as a constituent, hence it has begredr
that the NFheadwaymust originate within the RC and raised to its mdéposition in (ii) below:

(i) Theheadwaythat wemadewas satisfactory. (Schachter 1973)
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between the head NP and the RC internal traceiposinstead it argues that a
phonologically null operator Op raises from theatele clause internal position to the
Spec-CP position, and mediates the semantic re&dtip between the relative clause
internal position and the head. In more recent W8duerland 1998, 2000, 2002, Hulsey
and Sauerland 2006), there is a version of the IMiagcAnalysis that involves two
instances of the head NP, one outside and oneeitisedrelative clause CP. The internal
head NP is phonologically deleted under identityngfaning with the external head, but
crucially the two copies are not related by movem®auerland (2002) argues for the
process ofelative deletionan obligatory ellipsis process that deletes ¢lneel copy of

the NP when the two NPs are different tokens ofsdrae noun and are identical in
meaning. Admittedly, his approach aims to recontieeRaising and Matching analyses,
and stems from the observation that the interpogtatf the head noun in an RC is
ambiguous between external and internal posititis & how Sauerland (2002)
compares to Raising analysis in (63) with Matchanglysis in (64). In (63) he shows a
raising structure where after initial movement pe&CP of the relative clause, the NP
pandasis moved out of the internal clause to the claggernal position. Since lower
copies in movement chains are deleted in PF, drdyigher copy gbandasis
pronounced. In (64) however, there is no raisingasfdasout of the RC, and the
intermediary copies are deleted under relativetmeldy identity (Sauerland 2002:4).

movement@p pandas

(63) The pandas [Op pandas] we saw [Op pandasgiad U..
¢+

raising gfandas
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movement@p pandas
v
(64) The pandas [Op pandas] we saw [Op pandasgiad U..
L

relative deletion gbandas (Sauerland 2002:4)

The strength of this analysis is that the head &lPbe present both outside and
inside the relative clause, thus resolving the césh problem, as well as explaining
reconstruction of pronouns and anaphors and irg&on of idiom chunks.

One of the advantages of the Raising Analysis dREHlis that it can be easily
extended to RCs that are headed internally. Inligrii@aded Relative Clauses (IHRCs)
are favored by verb-final languages and can be pkied by the sentence from Udihe
in (65) below where again the head is bolded:

(65) Udihe
si anda-i ene:-ni  [bi ag’a-i xoton-du bagdi:-tigi-ni]
you friend-2sg went-3sg brother-1sg city-lodiving-lative-3sg
‘Your friend went to the city where my brotherds.’
(Nikolaeva 2006: 503).

It has been argued that in these RCs, the headisaaised covertly at LF, either
to a clause external position (see Barss et abB b®3Navajo RCs), or to the Spec-CP
position of the lower clause ( see Basilico 1996r&@s in several Yuman languages).

In some languages with IHRCs there is evidenceRI&d demonstrate some

degree of nominalization. Such RCs make use offimite-forms that show tense-aspect-

33McCIoskey (1990, 2002) offers another way of cormgrtwo patterns of RC formation in the same
language. He argues that in Irish there are tweepet that form RCs: one involving Operator movemen
(A-movement) that leaves a gap within the RC, #raother one involving no movement but a binding
relationship between the head and a resumptiveoprowithin the RC.
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mood and agreement reduction and resemble sintpleusts (adjectives and

participles). The more strongly the RC is nomirgtizthe fewer grammatical functions it
can relativize and the less likely it will alloweliull representation of the head noun
(Nikolaeva 2006:505). These are the cases wherefitesentation of the modified noun,
i.e., the head, often reduces to a gap, as isade af headless RCs. As we will see in the
sections below, this is the case of the ChemelR€g — they display a high degree of
nominalization and can be headless. Moreover, mmeslanguages there is no distinction
between RCs and attributive modification and adjestand RCs show identical
patterns. Again this is the case of the ChemehRe4.

Quechuan languages present a good example of niimaoh&Cs. Cole et al.
(1982) states that in Imbabura, RCs appear in nalmed form, with the nominalizer
determined by the temporal relationship betweerRGeand the matrix clause. In the
examples below the nominalizer can be either ptesgpast:

(66) [ punu-jui] wawg mana cai-pi-chu

sleep- progsres.nomchild not this-in-neg
‘The child who is sleeping is not here’

(67) [ punushca] wawg mana cai-pi-chu
sleeppast. nom child not this-in-neg
‘The child who was sleeping is not here’ (Cole et al.1982:115-116)

Interestingly Imbabura has both EHRCs, as the ongg&6)-(67) above and
IHRCs as in the example below:
(68) [wambrawvagra-ta randishca] ali wagra —mi

boy cow-acc bypast nongood cow-validator
‘The cow that the boy bought is a good’'co (Cole et al.1982:118)
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Cole (1987) points out that IHRCs are found onl{oM languages and only in
languages with null anaphors (in argument posijiohisese languages have left-
branching NP structure and the RC structure loidesthe one in (69) below wheeds a
phonologically null pronoun co-indexed with a namtiNP antecedent inside the
modifying clause.

(69) NP
S NP
...NR ... e (Cole 1987:278)

So far we have discussed examples of language®\lieiRCs modify nominals
that appear either outside of the RC or withitdidwever, in some languages there are
RCs that do not have an obvious syntactic headlai#va (2006) states that “such
clauses serve for concept formation rather thantifiieation and are referred to as free
relatives” (502). Free relatives do not have to ifyaa noun (i.e., a whole clause in the
example (70) below) and, as all RCs, they can semmember of syntactic functions (i.e.,
subject in (70) and object in (72) below).

(70) [Whatever you say] is wrong.
(71) He arrived late, [which | didn’t like]. (Nikolaeva 20082
(72) 1 like [who Fred married]. (Rol%e1997:78)

Depending on the analysis such RCs are considétest & be headless or have a
phonologically empty head. Modini (1995:179) progm¢hat headless RCs are a subtype
of EHRCs in that in both the relativized NP and hlead occupy separate positions

(unlike the IHRCs), but within the headless RCshbad is pronominalized, whereas in
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the headed RCs the relativized NP is pronominalizethct this is the analysis that
proves fruitful with the Chemehuevi data as we s@é below.

There are several syntactic approaches to hedg{éssAccording to the Comp
Hypothesis, a headless RC is headed by a baseagethempty nominal category and the
wh-word appears in Spec-CP via regudrmovement (Groos & Riemsdijk 1981).

(73) I like [np € [cpWhq Fred marriedi].

In the alternative analysis of free relatives, knaag the Head Hypothesis
(exemplified by Bresnan and Grimshaw 1978),wmeword is base-generated in the
position of the head, and Spec-CP is occupied napty operator Op, binding the trace
in the embedded clause:

(74) 1 like [vp Who [cp Op Fred married}.

Kayne (1994) suggests a unifying analysis for hdad®l headless RCs as part of
his version of the Raising Analysis. This analygiggests that the RC is a syntactic
complement of the bhead of the DP. The modified head noun is gengiaternally to
the RC from where it raises to the Spec-CP position
(75) brthe [cp [pridog [that you sawli]

In case ofvh-RCs, the relative selector is also &(tein the example () below) that
selects a complement CP; the largerviiich bookis base-generated in the lower clause
and is raised to the Spec-CP position (first themdvement applies to the [+wh] DP
which book and then the NBookfurther raises to the Spec-DP in order to be goaekr

by the higher B):

(76) [Dpthe [Cp [Dp[prOOk]j [D’ which Ij]]| [IP | read t]]]
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Headless RCs are analyzed as CP complements oihefitally null determiner £)
corresponding in some sense to Groos and Reimsdijkpty nominal category, and are
internally headed. Kayne (1994: 154 n.13) pointstioat they differ from the headed
variety in that the complement of thvr-word does not need to rise to the position
governed by the higher®i.e., only thevh-movement part applies. Thus the headless
RC inwe gave them what little money we hatl have the following structure:
(77) [pp[cp [opWhat little money][r we had {]] (Roberts 1882)
With these theoretical points in mind, let us ttathe Chemehuevi relative

clauses, particularly the headless RCs and ativédoamodification.

4.3.5 Chemehuevi relative clauses and attributiedifitation

First let us consider headed RCs in Chemehue\stabish the order of the head
noun and the modifying relative clause. Chemehisean OV language, so we would
expect to have either prenominal or Internally HEhRRCs, or both. However, this is not
the case. Consider the examples below: the heatie &Cs (in bold) precede the
modifying clause and are positioned outside the Rt@.reason is that the subjects of
embedded clauses are always marked oblique (P8&s53). Thus the nominative case
marking in the head nouns in (78)-(79) indicates they are positioned outside of the
embedded clause and thus act as subjects of tmealaaise, not the subject or object of

the embedded clause.
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S \Y,
(78) Waampakwi-tci kc nddni  paka-mpa-na] aipa-tci-a kwipa-vi
scorpion-NPNom 1sg.obl kill-fut-nomin boy-NPN-obl stirgast
‘The scorpion | am going to kill stung theyh (Press 1979:111
S Vv

(79) Tukatlaa [puusi-a pu-vaan Kkari-kai-na ] yokakii
tablelom cat-obl which-on sit-perf-nomin  collapgast
‘The table on which the cat sat collapsed’ (PressQ4927)
This pattern of postnominal EHRC is observed ireo#xamples as well. The
relative clause itself is formed by the nominalizexdn of the verb (as in (80)) or an

adjective (as in (81)):

(80) Tuu-mpi arrfwU’iku-ka-ti]  puttya-ntu uru’a-ya.
rock-NPN.nom that fall-perf-nomheavy-nomin  be-pres
‘That rock which fell was/is heavy'. (Press99D09)

(81) Puusi-a-n Hcsuya'itcu-a) mavo’a-mpd.

cat-obl-1sg cold-nomin-obl covesspa

‘| covered the cat which was cold'. (Pré€59:109)

Adopting Sauerland’s (1998, 2000, 2002) versiothefMatching Analysis of

RCs, | suggest the following derivation for the thed RCs in Chemehuevi: a silent copy
of the head NP is a complement of the phonologicalll relative Operator Op that is
raised to the clause internal Spec-CP positiomézk its features againsf;Ghe lower
copy of the NP is then elided due to the obligafmocess ofelative deletiorsince the
external and the internal NPs are identical in nrearnThe Operator is assigned the
oblique case assigned by the verb of the RC; thd N>, base generated outside the RC
and coindexed with the lower copies, is marked maive by the T of the main clause.

The head NP is a complement of the D head thabearull as in examples (78)-(79), or

overtly realized in cases of demonstratives axamgple (80) above. The full
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demonstrative pronoun always appears to the ld¢ft@fNP, but it can also follow the NP

in which case it appears in an abbreviated foan\(s. man)>*.

(82) DP
D NP
[3.inanim.vis]
=ar NP CP
tuumpi
‘rock’ [Op-tidimpi] C
‘rock’
nP C
[+rel]
AspP f
-tu <.
Asp’ |
vP Asp ./
-ka- T‘
v’ ’:
RBot V-

NP Root
[Op-taimmpi]wi'iku-""
‘fell’
Now let us consider the structure of relative ctmuormed by an adjectival
nominal. The headed variety is exemplified by thetence (83) below: the head noun

aipatci ‘boy’ (in bold) is base generated outside the R@ ia matched with its copies

within the RC. The head noun is marked with nonnmatase — a clear indication that

3 press (1979) gives some evidence that these pasital demonstratives are affixes (56); however, |
suggest that they are clitics and as such musthattathe first word of the clause to be pronoun@eshce
the word order in (80)).
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the noun is outside of the embedded clause; trextdhl nominapa’antim’‘tall’ is the

only constituent pronounced within the RC.

(83) a.Aipa-tci kc pa’a-nti-m ] nukwi-yu.
boy-NPN.nom tall-nomin-aninunrpres
‘The tall boy is running’. (Press 1979:57)
b. DP
D NP
NP CP
aipatci

‘boy’ [Op-aipateh C

nP C
[+rel]
aP %
dp-aipatc]; a’ n° Agr
[+anim] -ntd [+anim]
RBot & -m
Roo
pa’'a-
‘tall’

Adjectival nominals also forrheadlesselatives (examples (84)-(85) below), in
which case the relative clause consists of the nahitiself. Press (1979) says of these
RCs that they act like ordinary nouns and “moddyng sort of indefinite third person
pronoun (‘one who’)” (110).

(84) [rcPa’a-nti-m] nukwi-yil.
tall-nomin-anim run-pres

‘The tall one is running’.

(85) NUU-(k) kchoko-nti-m]  kwiha-va.
1sg-(cop) big-nomin-anim catch-past
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‘| caught a large one’. (Press 1979:110)
In fact, sentences like these are very commonanahguage and we find many
examples of headless RCs acting like nominalizatidhe examples below illustrate the
formation of such headless RCs. In (86), the netatiause is headed by a phonologically
null pronoun (based on Modini 1995). This pronownmstrhave some-features -- [3
person, singular, animate, visible] in the examyrider discussion-- because the
demonstrative head D, as well as the adjectivalinaimvithin the relative clause agree

with it. The D head is overt in this example andl muthe example (87) below. The head

NP consists of a phonologically null pronoun, éitif that has some-features.

(86) a. Mang rdpa’a-nti-nj saaron-tci-a  hivi-sua-ngu.
3sg.anim.vis.nom tall-nomin-anitmeer-NPN-obl drink-finish-mom
‘The tall one drank up the beer’. ¢Bs 1979:57)
b. DP
D nP
[3sg.anim.invis]
mang nP CP
n° nP C
[3sg.anim.invis] [+rel]
aP %n
nPa n’ Agr
-ntu -m
RootP ° a
Root
pa’'a-
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(87) a. kePa’a-ntu-m wu’'iku-va.
tall-nomin-anim fall-past

‘The tall one fell’. (Press 1979:58)
b. DP
D nP
nk CP
n° nP C
[3sg.anim.invis] [+rel]
aP n°

nPk a n° Agr

-ntd -m
RootP ° a
Root
pa’a-
‘tall’

These headless RCs behave like nominals becaustusily they are nPs: they
can co-occur with determiners (the demonstratiamgin example (86) above);
moreover, once merged with & Bead, they act like subjects or objects. They bear

agreement morphology because they are formed bydjeetival head ‘littlea.

4.4 Conclusion

In this chapter, we have investigated another &xategory in Chemehuevi —

adjectives, and we have seen evidence that woad$athunder one category in one
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language can belong to two different categoriemniother. The Chemehuevi adjectives
are not a homogeneous class: the same root caccoo-with verbal or adjective-/ noun-
forming functional heads, resulting in formationteb different lexical categories,
stative verbs on the one hand and adjectival ndmorathe other. We have also seen
that Chemehuevi lacks so called ‘true’ adjectiadswords with ‘adjectival’ meanings
are derived. However, | have shown that there taoeg indications that the Chemehuevi
attributive adjectival forms contain a categoryniiarg functional head ‘little’ a: they
agree with their head nouns in case, number amdaayi, as do adjectives cross-
linguistically.

This chapter also demonstrated that in Chemehatgnbutive modification
involves reduced relative clauses. In order to ifiyaginoun, an adjectival form is derived
into a nominal that forms a relative clause that wedify an overt noun or a
phonologically null one. We have also comparedcijal nominalizations with their
close relatives, verbal nominalizations, and haeaiified the structural reasons for their
similarities and differences. The purely syntaaepproach to the derivation of these
nominalizations argued for in this dissertationyiled explanations for a cluster of
previously unexplained facts about adjectival aarbal forms ending irtl. | have
shown that both adjectival and verbal derivativesderived nominalizations (not
participles as in previous terminology) and botinfaelative clauses to modify nouns.
The differences between the two (absence/presdrargrnacy agreement) stem from
their internal structure, i.e., whether or not fiblen in question has an embedded vP or

aP layer. The fact that both adjectival and verlmahinalizations are subject to morpho-
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phonological allomorphy (alternations of nominatiz&l) also provides support for my
suggestion that the Chemehuevi initial phase isrdehed not by aP or vP, but by the
Agent-projecting Voice, since Voice is not presanthese nominalizations.

Overall, this chapter provides strong evidenceawof of the Root Hypothesis:
roots are acategorial and lexical categories aradd by the combinations of roots with
category forming functional heads. Furthermoresé¢hfeinctional heads determine the

ways in which lexical categories form predicateswa are about to learn from chapter 5.

4.5Notes for community use: How to build adjectives irChemehuevi

Adjectives are words that describe certain qualibieproperties of objects, people or
animals in the world, likemart, pretty, wooderor brownin English. For the purposes of
our discussion of the Chemehuevi adjectives,iingortant to distinguish between
adjectives that form phrases ligdorown dogor a tall boy, and adjectives that form
sentences lik&he dog is brownor The boy is tallbecause in Chemehuevi these two
types of adjectives are formed differently. Letcosisider the first type first. Similarly to
Chemehuevi nouns, adjectives can have four diffexedings that have to be
memorized. Below | include some adjectives groupaxbrding to the type of ending
they takex-tl, -tcu/tsd, -nttor —ri:

(88) Adjectives ending irtl

mukuta-ti straight

tumunda-tti  thick

tukowa-tu shallow
tumpika-tt rich

apop
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(89) Adjectives ending irtcl/-tsu
kwampani-tct crooked
tovipi-tsu short
takUnapi-tct  thin
taviypi-tci  low

hua-tcu old

PO T®

(90) Adjectives ending imtu
suunaava-nti  smooth
mawaga-ntu lazy
pa’a-nti long, tall
puttya-nti heavy
tukwa-ntu deep

PO T

(91) Adjectives ending ifri

a. tutsaga-ru dirty
b. tsinkaga-ri rough
C. aya-ru new

These adjectives can be used to describe nourtsnsgs like in the examples

below:

(92)

a. ayarl ayamovitsi ‘a new automobile’

b. hokontt kani ‘a big house’

C. miaupitct kani ‘a little house’

d. tosagari kani ‘a white house’

e. angkagart kani ‘a red house (GT)

If an adjective describes a person, we add enaing it:

(93) pa’antim aipatci
‘a tall boy’ (Press 1979)

(94) mutcuntim aipatci
‘a strong boy’

Phrases like the ones in (92)-(94) can also be nmaddull sentences, but the

order of words will be different, similarly to wheve change the English phraséall
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boyinto a sentenc&he boy is tallCompare the Chemehuevi phrases in (93) and §94) t
corresponding sentences in (95) and (96). We hmaed copula-k® (sometimes
pronounced asuK) to the first word of the sentence, so in (95agattaches taipatci

‘boy’, but in (95b) tomanga‘that’.

(95) a. Aipatcik pa’antim.
‘The boy is tall'.

b. Mangé& aipatci pa’antim.
Thatboy is tall'.

(96) Aipatcik mutcuntiim.
‘The boy is strong’.

We will see more examples of the use-bfn the next chapter because it is

required not only in sentences formed by adjectingsalso in the ones formed by nouns.

% The uses ofk (-uk)are similar but not identical to the usessih English
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CHAPTER FIVE

PREDICATION AND LEXICAL CATEGORIES IN CHEMEHUEVI

5.1 Introduction

In previous chapters we have examined lexical caiteg in the Chemehuevi language.

In this chapter, we consider the predicational proes of nouns, adjectives and verbs.
Following Baker (2003), | show that the Chemehueuins require a copula to form
predicates, whereas verbs do not. | also exammeythtactic behavior of the enclitic
copula—ukin different contexts and demonstrate that iegguired with all nominal
predicates, including those formed not only by ruout also by reduced relative clauses
(based on adjectival and verbal nominalizatipos)py any constituent that has an
underlying nP structure. The analysis given in thigpter provides an explanation for the
previously unexplained role of the enclittak and answers the questions of why it is

required in some contexts and is optional in others

5.2 The puzzle of the enclitie-uk

Press (1979) provides a detailed description oktiitic—ukthat has a number of
puzzling properties that on the surface seem raimefom and disconnected from one

another. She refers to this element as an enahiicglosses it as ‘K’ in her examples,
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hinting that it “might be related to some copularly’ (74). Phonetically, this element is
realized as either [uk] or [K] depending on whethéollows a consonant as in (1) or a
vowel as in (2); however the vowel following thd [& undeterminable since all final

vowels in Chemehuevi are voicel&ss

(1) Pagu-tci-yadk mang tika-ra.
fish-NPN-obl-K 3sg.anim.vis  eatmnin
‘He eats fish’. (Press 1979:75)

(2) NOUK nain-tci.
1sg-K girl-NPN.nom
‘am a girl’. (Press 1979:75)
Press points out that John P. Harrington associatkdith the & person inanimate
invisible affixal pronoun-ukaor -uk'a (74)*’. Here are two examples from Harrington’s

unpublished field notes:

(3) 'Umi-tsu’a-ti-muwira’uk"a ‘ampaga-ri?
2sg-become-nomin-kind-cop  speak-nomin

‘Are you the kind that talks?’ (JPH&CLThe Horned Owl25)
(4) ‘Ava’anazuk“a ‘Umi hiwa-wi-gaipu-ga-nta...

many-cop 2sg relative-pl.afdeseased-have-nomin

‘You have many deceased relatives...’ (JPH&CLThe Horned Owl5)

We also find the same association in the work afd_é1976), who refers to the
copula use of the pronomindlik"a ‘that inanimate invisible’ or‘ik “a ‘this inanimate

here’ in the following examples:

% Historically, the copula might have been relateeuka‘this inanimate invisible’, but since the final
vowels are unpronounced and the copula is an Endlits impossible to determine whether thera is
vowel and which one it is.

37| reject a possibility thatukis an agreement pronominal copula similar to pnoinal copulas in
Hebrew and Arabic (Doron 1986), mainly due to thet that none of the other pronominal
person/number/animacy clitics appear in this cantaxy ‘3sg.inanim’ and Chemehuevi has robust
agreement morphology.
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(5) ‘Unu-pi-ik “a.
bad/demon-NPN-3sg.inanim.here
‘Itis a demon’.
(6) NU'Gk nawa.
1sg-3sg.inanim person
‘I am a person, | am a Chemehuevi'. (Laird ¥2286)
Press also points out thaik is always attached to the first word in a sentence
regardless of the phrase boundaries. Considexdrage in (7): when the possessor is a

full DP, the enclitic-uk attaches to the determiner, i.e., the first warthe sentence, and

clearly demonstrates that it is a second-posititic.c

(7) Ing-uk tava-tci page-ntu.
3sg.anim.here-K  man-NPN.nom  oldetesiave-nomin
‘This man has an older sister.’ (JHJ)

The puzzles ofukbegin to surface when we consider the contexighich it
appears. Here is how Press summarizes the uses efntlitic K:

“K can optionally appear in almost any sentenceyigied the word order is such
that K’s own constraints can be met. | am not ceeaactly what K is; it is
prohibited in imperatives, required in certain lgraf cleft sentences, obligatory
in predicate nominative constructions with no owepula, and obligatory with at
least one aspect (with non-adjective verbs, whithout K are interpreted as an
active participle)”.

(Press 1979:124)
Below are instances edukillustrating its distribution. The first three essare

when-ukis obligatory: in (8) it appears with a verbal rioalization (‘participle’ in
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Press’ terminology) that incidentally gives thelvarhabitual meaning, in (9) with a cleft
construction, and in (10) with a nominal predicate.
(8) Tuka-rik  nad.

eat-nomin-K 1sg

‘| eat’. (Press 1979:125)

(9) Martk huvavi tika-kai-na-n.
that-K soup eat-perf-nomin-1sg

‘That soup is what | ate’. (Press 1979:111)
(20) Itcuk wii.
this-K knife
‘This is a knife’. (Press 1979:125)

Compare the last example in this group to the ar(@1) below: this is an
instance wherukis prohibited with an imperative:
(112) ItcU-(*k) hivi-ngu.
this-K  drink-imp
‘Drink this!’ (Press 1979:93)
In the next context the presence-okis optional; both (12) and (13) have
predicates formed by finite verbs, whether statidgdctival or eventive/verbal:
(12) Umi-(ka) ‘Guyd.
2sg-(K) pretty-pres
‘You are pretty’. (RM)
(13) NUU-(k) nuwki-ya.
1sg-(K) run-pres
‘I am running’. (JHJ)
The optionality of an element in some cases anegairement in others posits

certain challenges for a uniform account of itschion and structural position. In the

following sections, | will demonstrate that in Chefmuevi there are two elements that are
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phonologically realized asuk one is the functional head that forms predicaad, the

other a focus particle.

5.3 Theoretical background: Predication

In this section we will briefly consider severalated theoretical approaches to the
formation of predicates by different lexical catags. In particular, we are interested in
differences between verbs, adjectives and noutieimay they form predicates. Two
main principles of these approaches are that @jyeproposition contains a predicational
core, which expresses predicate argument relat{fonthe semantics of predication is
read off a particular syntactic structure. Theipatars of this syntactic structure differ
from author to author: for example, in early woskS®towell (1981), lexical categories
were considered predicational in that they indepatig assigned thematic roles to their
arguments. Later, predication was understood asibn of a functional element that
acted as a mediator between lexical categorieshemidarguments (e.g. Hornstein and
Lightfoot 1987, Raposo and Uriagereka 1990). Thimaach has been applied not only
to English but also to data from number of langgageluding European Portuguese
(Raposo and Uriagereka 1990), Scottish Gaelic (Adgd Ramchand 2003), Edo,
Chichewa and Mohawk (Baker 2003), among others.

For the purposes of our discussion of Chemehuedigation, | will focus on the

predicate argument structure in the works of Bow&@93) and Baker (2003).
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5.3.1 Bowers (1993): functional category Pr fordication

In order to unify predicate formation of main amdadl clauses as well as predication
formation across lexical categories, Bowers ardoea functional category Pr,
mnemonic fopredication whose semantic function is predication and wipichects an
external argument and takes a VP, AP, NP or PB asmplement. The predication
relation, in this configuration, holds between #infgument in SpecPrP and the
complement of Pr. On this view, none of the lexatlegories can assign a theta role to
an element in its specifier, and all need an ingsliate projection Pr in order to take a

subject. Bowers’ configuration for PrP is repedte(l4):

(14) PrP
(subject) NP Pr
Pr XP (predicate)
where X ={V, A, N, P} (Bowdr893:595)

Bowers shows that this configuration can be appbea variety of predicates:
main clauses, small clauses (SC), predicates fobyiegrbs, nouns, adjectives and
prepositions. Here are some example sentencesltistriate a derivation of a predicate
according to Bowers.

(15) [pe [iis [prrdohn Er e [vpa genius]]]]]-
(16) [pThey considerd;pJohn bre [wea genius]]]].
(A7)[ipe [prrJohn Ere [vp Overestimates his abilities]]]].

(18)[re [iis [prrJohn B e [ap full of himself]]]]].
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As we can see from the examples above, Bowerstifural projection Pr
parallels other functional elements suggestederliterature for verbal predicates: it is
similar to the functional head Voice projectingexternal argument in the work of
Kratzer (1996), as well as Chomsky’s (1995) littidHowever, Bowers extends the need
for Pr to predicates formed by nouns, adjectives@epositionsBowers points out
several advantages of this analysis: (i) it suggastniform structural definition of the
external argument and of the predication relatmrbbth small and main clauses; (i) it
situates the SC within the framework of X-bar thyear SC is PrP, the maximal
projection of Pr; (iii) it explains the status bktelemenasin SC complements of verbs
like regard— in the sentenderegard John as crazy/an idicsis a realization of Pr; (iv)
it makes the relation between syntax and semaotipsedication transparent (Bowers

1993:596-597).

5.3.2 Baker (2003): functional categdtyedfor predication

Baker (2003) takes the differences between lexigtdgories further. He argues that only
adjectives and nouns require a functional hetito project a subject; verbs, on the
other hand, take subjects either independentih ¢y are unaccusative), or through the
mediation of a little v projecting an external amgent (if they are transitive). To be more
precise, his theory of predication is based orcairal differences between verbs on the
one hand and adjectives and nouns on the otheBdlaar, only verbs can project a

specifier and thus have a subject; nouns and aggsatannot have a specifier and thus
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need an extra functional projection which he cBhsdthat projects a specifier and

provides an argument for the N/Ad] in its completyaosition. Baker’s configurations

for VPs as opposed to APs/NPs are repeated in below

(19) Table #15. Baker’s (2003) structures for ungative VP vs. PredP (35).

a. Chris hungers.

b. Chris is hungry/ a teacher.

TP

NP

Chris

\Y,

hunger
<Th>

TP
e T
T PredP
NP Pred’ <Th>
Chris Pred AP/NP

hungry/ a teache

Baker supports this distinction between verbs omside and adjectives and

nouns on the other, by pointing out that it is irsgible to conjoin two small clauses of

different categories that are complements of thb reade.

(20) *Eating poisoned food made Chris [sick] ang]d

(Baker 2003:38)

In Bowers’ analysis, boteickanddie form a PredP and thus conjunction should

be grammatical. For Baker they are different catiege- the former is a PredP [sick] and

the later is an unaccusative VP [die], and thabis he explains the ungrammaticality of

(20).

A similar distinction is illustrated when a prediedormed by a transitive or

unergative verb is coordinated with a predicatenfedt by an adjective or noun phrase.

For Bowers each phrase in brackets in (21)-(22)wwé$ a PredP and thus should be able
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to coordinate with another PredP. Baker showsttieatoordination is ungrammatical
becausehirsty andchampion of the chess claase PredPs, wheredsnk a can of soda
andcelebrateare vPs.

(21)*Sitting in the hot sun made Chris [thirsty]dgiarink a can of sodal].

(22)* Winning the game made Chris [champion of¢hess club] and [celebrate].

(Baker 2003:38)

5.3.3 Overt realization d*red

Both Baker and Bowers agree that in Engksad has no overt realization (aside fras
in SC complements of verbs likegard mentioned above). Even though the vierbe
appears with both adjectival and nominal predicat€23a) below, it disappears in small
clauses (23b):
(23) a. Chris is intelligent/ a genius.
b. I consider Chris intelligent/ a genius. (Balkzf03:40)

It also shows up with participial verbs, even thoag Baker points out they
should be able to theta-mark their subjects indeeetty:
(24) Chris *(is) dying. (Baker 2003:40)

As predicted by any syntactic theory with crossliistic aspirations, an element
whose presence is hypothesized in the abstrac&ynstructure might have an overt
realization in some languages, but not in otheekeB gives examples of languages that

have an overt realization Bfred In a Nigerian language Edo, when Ns and As aet as
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main clause predicates, they must appear with alaagement yé for adjectives andé
for nouns.
(25) Edo
a. Emeri mosé.
Mary be.beautifyl
‘Mary is beautiful’.
b. Emeéri *(yé) mosémose.
Mary PRED beautiful
‘Mary is beautiful’.
c. Uyi *(ré) okhaémwen.

Uyi PRED chief

‘Uyi is a chief’. aller 2003:40)

Crucially, unlike the English copulze these copula elements are never used as
auxiliaries to accompany verbs in Edo; the langueagea completely distinct set of
verbal auxiliaries. Baker also shows that neigrémorré inflect for tense or subject
agreement, a fact that further supports the idattkiey are non-verbal copulas.

Baker lists several other languages that have art ovalization oPred Niger-
Congo languages, Hausa, Kanuri, Gude, Mande, SpamaliBerber (in Africa); Parji,
Chinese, Viethamese (in Asia); Samoan and Niuga@¢eania); Canela-Kraho,
Chacabo, Paumari (in South America); and finallyda Popoloc and Chemehuevi (in

North America). In the following section we congidgaker’s claim about the ovdered

head in Chemehuevi.
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54 Predin Chemehuevi

Baker’s claim about the overt realizationRoed in Chemehuevi is based on
Wetzer’s (1996) discussion of Chemehuevi color @djes. According to Wetzer, color
terms require what Press (1975) calls a stativiexsiga~-kato be used predicatively

(11). The example (from Press 1975) he uses ttidte this paradigm is repeated

below:
(26) Pavi-a-n naro’o-ong angfayu.
brother-obl-1sg shirt-his  red-statgpre
‘My brother’s shirt is red’. ¢éBs 1975:113)

In fact all color adjectives require the suffgai, as is shown in (27) below:
(27) a. tupa-ga(i) ‘black’
b. tosa-ga(i) ‘white’
c. owasia-ka(i) ‘yellow’
d. anka-ga(i) ‘red’
e. sawa-ga(i) ‘green/blue’
f. kutca-ka(i) ‘gray’
g. parowa-ga(i) ‘purple’ (Pres§g99Lexicon)
Based on the Chemehuevi color terms, it is feasitdegai is the overt
realization ofPred As you will recall from chapter 3, suffegai has a meaning of
‘be/have’, and that is exactly what Baker suggtstanterpretation oPred might be in
some languages. However, | claim in the followiegtons that even though Baker’'s
intuition is right in that Chemehuevi does haveairation ofPred it is not-gai, but the

mysterious clitic copulauk,discussed in the beginning of the chapter.
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5.4.1 Verbal predicates in Chemehuevi

In Baker’s (2003) theory of predication, verbs gpecial in that they do not requifeed
to form predicates, whereas adjectives and noun8slave shift our focus to
Chemehuevi, recall that in this language the athsaljectives is not uniform: the same
root in most cases can form a stative verb or ggctdal nominalization. As we saw in
chapter 4, these two instantiations of roots hafferdnt syntactic behaviors. They also
differ with respect to predicate formation. Chemmhwerbs, both adjectival/stative and
non-adjectival, form predicates withdeted whereas adjectival nominalizations like
other nouns requirBredto form predicates. Consider the examples belo28) and
(29) the predicates are formed by finite vemhsvkiy('‘is running’ andpa’ayu‘is tall’

without a copula.

(28) Pa’a-nti-mu aipa-tci nukwi-ya.
tall-nomin-anim boy-NPN.nom run-pres
‘The tall boy is running’. (Press 1979:57)
(29) Nukwi-tcii ang aipa-tci pa’'a-yu.
run-nomin this.anim.vis boy-NPN.nomall-pres
‘The running boy is tall’. (Press 1979:58)

Here are more examples of verbal predicates, famhee texts, with no copula
attested:

(30) Ma’ipitsi  ‘uva niung-karu-yd...
old woman there weave basket-sit-pres
‘An old woman there is sitting weaving a kets..’ (JPH&CLHorned Ow]| 4)

(31) Pia-ya-vi kwihi tugun-twel-winu-tu’i-ngu.
mother-obj-poss take up-toward nEiERd-caus-mom
‘Picking up his mother, he stood her up’. (JPH&ClLEorned Ow) 6)
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When the predicate is formed with an adjectivatenbal nominalization, as in

the examples (32)-(33) below, the copulkis required.

(32) Aipa-tcik pa’a-ntld-m.
boy-NPN.nom-cop tall-nomin-anim
‘The boy is tall'.

(33) Nudk nukwi-tci.
1sg-cop run-nomin
‘I run’. (Press 1979:74)
Finite verbs can appear with copedak optionally, in which case the subject

appears to be slightly focused (Press 1979:75).

(34) NUU-K) nuwki-yQ.
1sg-(cop) run-pres

‘I am running’. (JHJ)
(35) Manga-k) na’untci-tci wanumi-yu.

3sg.anim.vis-(cop) girl-NPN.nom dance-pres

‘This girl is dancing'. (JHJ)

We return to the emphatic functions-afkin section 5.5; but for now our main

observation is that finite Chemehuevi verbs doraqtire a copula to form a predicate.

5.4.2 Chemehuevi color terms and predicates forfimoga them

Now let us consider color terms mentioned by Balsepotential candidates for predicate
formation through the functional heRded As mentioned above, these adjectives consist
of a root and an obligatory suffbgai/-kai ‘be/have’.

(36) a. tupa-ga(i) ‘black’
b. tosa-ga(i) ‘white’
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c. owasia-ka(i) ‘yellow’

d. anka-ga(i) ‘red’

e. sawa-ga(i) ‘green/blue’

f. kutca-ka(i) ‘gray’

g. parowa-ga(i) ‘purple’ (Pres§g99Lexicon)

Laird (1976) mentions that the color names arevdévies: “.. tosa-white; but
independentlyosagar] white, deriving frontosagah is white, being white, having the
guality of whiteness” (286). Wetzer (1996) alsdsahbout “the nominal affiliation” of
color adjectives across languages and suggestththamay be “the result of semantic
bleaching of nouns which originally referred toedig characterized by a specific colour”
(11). Recall from our discussion of the Chemehuwelor terms in chapter 3 that these
forms are stative verbs and are derived by therparation of a root into the verbal
functional head ‘little’ ¢g, spelled out as the suffbgai/-kai‘be’. Color roots can appear
without—gai/-kai, but these cases are limited to incorporation ath@r verbal roots as in
examples (37)-(38) or cases of compounding as9@0):

(37) tupa-ma’a-ngump-anga-tlaya
black-paint-instr-him-you
‘You will paint him black’.
(JPH&CI,he Crow is Made Blagkd)
(38) tupa-tatsitsi’i-gai
black-shine-have/be
‘glittering black’

(JPH&CI,he Crow is Made Blagk)
(39) anka-nampa

‘red foot’ (OCD)
(40) anka-pah
‘red water’ (OCD)

Besides color terms, there are other roots that oarebine with gai to form

adjectives. Among these drdca-gai‘dirty’, kiiwa-gai‘sharp’,yum’i-gai ‘weak’. These



170

adjectives, together with color terms, have a highree of compositionality: they are
bound roots that have to incorporate into othenstéverbal or nominal). In fact, they do
look a lot like nominal roots incorporated intgai ‘be/have’:

(41) a. kani-gai

house-have

‘to dwell, have a house’ (OCD)
b. niwi-gai

person-be

‘to live’ (OCD)

c. stina’avi-gai-ngu
coyote-be-mom
‘became a coyote’ (JPH&CL, Coyote Kills His Mother-in-Lawl8)

Aside from their derived nature, color adjectivathw-gai~-kaibehave
syntactically exactly like other adjectives. As see from textual examples in (42)-(45)
below, color roots form attributive constructiomsth the nominalizerrii and have an

agreement markerm/mu[+anim] (which shows agreement between the ‘atjecand the

animate noun it modifies).

(42) lwa’a-mi ‘oasia-ka-ri-m ma’a-ngumpa-su.
now-you yellow-be-nomin-anim paint-iragain
‘Now (1) will paint you yellow’.
(JPH&CIThe Crow is Made Blaclb)

(43) Auvisuangka-gariu-m ma’a-ngumpa-'ami.
soon  red-be-nomin-anim paint-ingit
‘Soon (I will) paint you red’.
(JPH&CI,he Crow is Made Blagl6)

(44) Haita-ungwangka-ga-ri-mi-'ungwa ma’a-yu.
then-he red-be-nomin-anim-him paint-past
‘Then he painted him red’.
(JPH&CIIhe Crow is Made Blacgk6)
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(45) Haita-‘'ungwa tupa-ga-ri-mi-'ungwa ma’a-ngu.
then-he black-be-nomin-anim-him paint-mom
‘Then he painted him black’.
(JPH&CIhe Crow is Made Blagk)

Recall that similar morphology is attested on otajectival nominalizations

within reduced relative clauses, such as the oriéGnrepeated below:

(46) Aipa-tci-k pa’a-ntd-m.
boy-NPN.nom-cop  tall-nomin-anim
‘The boy is tall’. (Press 1979:74)

Like other adjectives and verbs, color terms caruowith finite morphology

(47) or as nominalizations within a reduced relatlause (48):

(47) Pavi-a-n naro’o-ongangka-gayu.

brother-obl-1sg shirt-his red-lregp

‘My brother’s shirt is red’. (Press 1979:60)
(48) NU angka-ga-ru wihi puni-va.

1sg red-be-nomin  knife.obl loo&st

‘I looked at the red knife’. (Press 1979:57)

The last example is particularly revealing withpest to the predicate formation.
Here the color terrangkagared’ appears in the attributive use modifying tltminwihi
‘knife’ and the predicate itself is the vephni- ‘to see’. Still the suffixgaiis present.
Clearly if it were the realization #fredas is suggested by Baker, it would have no
syntactic reason for being there, since Baker hinbgdieves that “thé>redhead is not
present in the attributive constructions” (2003193

It seems therefore that Baker’s notion thgéHs the overt realization d&?red
head in Chemehuevi is wrong, so let us considethene@andidate faPredthis time

referring to the data from nominal predicates.
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5.4.3 Nominal predicates in Chemehuevi

The most basic kind of a nominal predicate is tipgaéive nominal predicate such as the
ones below. The predicate is formed by a nounagphpears with either the non-possessed
noun marker (50)-(51) or a possessive marker (52)-the subject is a demonstrative
pronoun followed by the enclitic coputaik

(50) Itc-uk nadni - tamu-pi.
3sg.inanim.vis-cop 1sg.obl car-NPN.nom
‘This is my car.’

(51) Itc-uk kani-@.
3sg.inanim.vis -cop house-NPN.nom
‘This is a house.’

(52) Itc-uk nadni - kani-n.
3sg.inanim.vis-cop 1sg.obl house-1sg
‘This is my house.’

(53) Ing-uk tava-tci nadni - pavi-n.
3sg.anim.vis-cop man-NPN.nom 1sg.obl ohiether-1sg
‘This man is my older brother.’

(54) Ing-uk nadni  tcaka’i-n.
3sg.anim.vis-cop 1sg.obl younger brothey-1s
‘He is my younger brother.’

(55) Itc-uk nadni - pungu-n
3sg.inanim.vis-cop 1sg.obl dog-1sg
‘This is my dog.’ (JHI)

Another kind of a nominal predicate that we finddhemehuevi is possessive
nominal predicates. In the sentences below thegonamal possessarii-‘1sg’ is

immediately followed by the coputauk/-kand the possessee is augmenteeyhy
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‘be/have’ and the familiar nominalizentt, an allomorph oftl. In a way the sentences
(56)-(60) have the meaning ‘I am the one that hasrX{ am the one having X&.

(56) Nuu-k  pavi-ga-nta.
1sg-cop older brother-have-nomin
‘I have an older brother.

(57) Nud-k  tcaka’i’-ga-nta.
1sg-cop younger brother-have-nomin
‘I have a younger brother.’

(58) Nui-k  pungu-ga-ntu.
1sg-cop dog-have-nomin
‘I have a dog.’

(59) Nud-k  kani-ga-ntu.
1sg-cop house-have-nomin
‘I have a house.’

(60) Mango-k o’ntokoro pu’i-ga-ntu.
3sg.anim.vis-cop brown  eye-have-nomin
‘He has brown eyes.’ (JHJ)

If you recall our discussion of these predicateshiapter 3, Section 3.2.1, | have
argued that these predicates consist of a nonmoél(Possessee) that incorporates into a
functional head Rave that further incorporates into a verbal functionehd gg, giving
us the possessive meaning (based on Freeze 1982y H895). In the example below,
the rootkani- ‘house’ successively incorporates intoiaf? and then ‘little’ \se (spelled-
out as gai) and is nominalized by nominalizertti due to [+nasal] feature on thgaRk.

(61) Partial derivation of a possessive nominatijpate
a. NUd-k kani-ga-nta.

38 The Online Chemehuevi Dictionary cites the fogantiias a single morpheme with the meaning ‘the
one who has’ or ‘havingaapu-gantitbeing that has hornshuvi-a-gantiifsong owner’ kukwa-ganti
‘place or person having woodipo'ovi-ganti ‘pregnant, fetus having'.
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1sg-cop house-have-nomin

‘I have a house’ = lit. ‘| am the one havia¢ouse’. (JHJ)
b. DP
D nP
nP; CP
n° nP C
[+rel]
vP % n<=-nti

PP ¥E <=-gai
nP; P’

Possessee HRE

kan Lj

However this is only part of the picture, as weédtav explain the presence of the
copula—uk Before we consider the full analysis, let us metw adjectival predicates

because they have the same structure as the pessessinal predicates.
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5.4.4 Predicates formed by adjectival nominalizatio

When used predicatively, adjectival nominalizatiahsays require the enclitic copula
—uk Below are examples of predicative adjectival nmahzations from several sources
(recorded interviews done by Tylor and Major in Q86

(62) Data from Tylor’s interviews

a. ltcuk tutsa-ga-tu.
3.inanim.here-cop dirty-be-nomin
‘It is dirty’.

b. Umik mugua-ti.
2sg-cop crazy-nomin
‘You are crazy'.

c. Umangok higa-tca.
3sg.anim.vis-cop old-nomin
‘He’s old'.
d. Tumpi-ka-tik mang, avusi-tu’i-yd-ang.

money-have-nomin-cop 3sg.anim.vis bad-caus-psgsanim.vis
‘He is rich, but I dislike him.’

e. NUuk tawaya-nta.
1sg-cop ready-nomin
‘I'm ready’.

(63) Data from Major’s interviews
a. Umarik kiwa-ga-nta.

3.inanim.vis -cop edge-have-nomin
‘It's sharp’.
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b.Mangok no’o-ga-nti-m.
3sg.anim.vis-cop fetus-have-nomin-anim
‘She is pregnant’.

c. Mangok yuhu-ga-nti-m.
3sg.anim.vis fat-have-nomin-anim
‘He is fat, that person is fat'.
The so called ‘true’ adjectives, derived by NPN-keas, consistently form
predicates with the coputauk
(64) Data from Tyler’s interviews
a. Marik hau-pi.
3.inanim.vis-cop good-NPN
‘That is good’.
b. Mariik avupu-ni.
3.inanim.vis bad-like

‘That is bad'.

(65) Data from Major’s interviews

a. Umangauk avupu-wa-ni.
3sg.anim.vis-cop bad-anim-like
‘He’s bad'.

Counter to these examples, Press (1979) maintaasvith adjectives the enclitic
copula is optiondf. However, the examples from Press’s recordedviiges clearly

demonstrate thatukis consistently present with adjectival predicates:

39 Notice that the animacy marker is attested onlyim out of eight examples with an animate subjébe
animacy marker appears in [+sing] contexts in ffeesh of Pearl Eddie, but is missing in examplesryi
by Bessie Waco whose Chemehuevi dialect might baea influenced by Southern Paiute (her first
language was reportedly S. Paiute). These exampdesonsistent with Sapir's description of use of
‘animate plural’ in S. Paiute.
40 (i) Aipatci-(k) pa’a-ntii-m.

boy-(K) tall-nomin-anim

‘The boy is tall'. (Press 1979:74)
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(66) Data from Press’s interviews

a. Mutcuk nukwi-pi hai-pi.
fast-cop run-NPN good-NPN
‘Fast running is good'.

b. Sampavak nukwi-pi had-pi.
slow-cop run-NPN good-NPN
‘Slow running is good'.

c. Miauntsi-vaa-ntik mang.
small-fut-nomin-cop ~ 3sg.anim.vis
‘He will be small’.
d. NUUk pitanga-ra-m.
1sg-cop fast-nomin-anim
‘I'm fast'. (Press 1979:100)
An interesting example showing thatk appears with a predicative adjective, but

not with a verbal predicate is repeated below:

(67) Johnik  utusampnutcu-nti-mu, alvi-angyum’i-ga-yu.
John-cop always strong-nomin-anim, naw-hweak-be-pres
‘John is always strong, but now he is weak'. (Press 1949:

The copula-ukis also consistently attested in the speech otomgultant,
Johnny Hill Jr.. Below is a representative sample:

(68) Mangak piso’o-tci nagamiiktc
3sg.anim.vis-cop  child-NPN.nom siakmin
‘The child is sick'’.

(69) Mariik tavi-pa mutatil.
3.inanim.vis-cop ground-NPN.nom harawnio
‘The ground is hard’.

A possible explanation of this reported optionaligg in the fact that the same content can béedic

either as a predicate/sentence whakis required (as in (i) above) or as an attribupheaseaipatci

pa’antiim ‘a tall boy’ and no copula is necessary thereoltld have been be a simple misunderstanding of
what is being said.



(70) Maruk pavon’okwi-tcu aaku-hoko-nta.

3sg.inanim.vis-cop watermelon-NPN.noneryvbig-nomin
‘The watermelon is big’.

(71) Itchuk nadni - kani-'n tosaga-ru.
3.inanim.here-cop 1sg.obl house-1sg windteHn
‘My house is white’.

(72) Itcuk nadni tamu-pi haoli
3.inanim.here-cop 1sg.obl car-NPN.nom ghiétiN
‘My car is nice’.

(73) Mangok anga-vu-ing nadkutcu-nto.
3sg.anim.vis-cop arm-NPN-3sg.anim.visyv&rong-nomin
‘His arms are strong’.

(74) Mangok kani-ing mi’autai-

3sg.anim.vis-cop house-3sg.anim.vis sMBEN
‘His house is small’.

5.4.5 Analysis: copulauk as the overt realization &fred
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(JHJ)

| claim that the enclitic copulauk in Chemehuevi is the overt realizationRsed (in the

sense of Baker 2003), a functional head that esatdeninals to make predicat®sed

takes a nominal as its complement and projecteeifggr, which hosts the external

argument. In ChemehueWryedis required in all nominal predicative contexisgle

nominal predicates and possessive nhominal predicasewell as predicates formed by

nominalizations (i.e., reduced relative clauses)ité& verbal predicates, however, do not

requirePred Since Chemehuevi does not have underived adgs;tive cannot test his

theory of predication in relation to them.
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Consider a finite verbal predicate, like the oné€7ib): the predicate is projected
by a stative functional verhsy, spelled out asga, into which the root incorporates.

(75) Derivation of a verbal predicate
a. Pavi-a-n naro’o-ong angkayfja
brother-obl-1sg shirt-his  red-begp
‘My brother’s shirt is red’.

b. TP
T)
vP T
_yu
RootP ME
ga
DP Root

angka

pavian naro’'ong ‘red’
‘my brother’s shirt’

This analysis also explains why copwiakis prohibited with imperatives in
Chemehuevi: a predicate formed by a verb (impegaiivindicative) does not require
Pred
(76) Itcu-(*k)  hivi-ngu.

this-cop  drink-imp
‘Drink this!’ (Press 1979:93)

Now let us turn to a derivation of a nominal predécas in (77) below: NP
merges witiPred, which in turn projects a specifier occupied by,N#Ppredicate is
formed. NB may further rise to Spec-TP for case reasons. ptetitee Weak Phonology’

view of 2% position clitics defended by Bogkowi2001, 2004), who argues that syntax

controls the position and movement of all elemémisuding clitics), but phonology
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filters out otherwise grammatical sentences to reefa pa position requirement. Under
this viewPredis base-generated on the right (as all heads @m&huevi, a head final
language), but its phonological realization, cléapula-k, surfaces in the second
position due to PF requirements on clitics, statirag “clitics occur in the second
position of their intonational phrase” (Boskov004: 39), roughly defined as a unit of
prosodic structure with one main phrasal stress varose rightmost boundary is usually
followed by a pause.
(77) Derivation of a simple nominal predicate

a. Nuu-k  nowda.

1sg-cop person.NPN.nom
‘I am a person/Chemehuevi'.

b. PredP
NP Pred’
naa-
I /’\ NPy Pred
nawd =k

\_ ‘person’,”

Both possessive nominal and ‘adjectival’ predicatesre one feature — the
predicate is formed by a headless relative claos&aming a nominalizerté. Compare
the following sentences: in both the subject itofeed by the enclitic copulak-and the
predicate consists of a headless relative clauss.RC has a null head and can be
roughly translated into English as ‘the one haartgother’ in (78) and ‘the one being
tall’ in (79).

(78) Nuu-k pavi-ga-nta.

1sg-cop brother-have-nomin
‘I have a brother’.
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(79) Aipa-tci-k pa’a-nti-m.

boy-NPN-cop tall-nomin-anim

‘The boy is tall’ = ‘The boy is the one thatall’. (JHJ)

The relative clause that forms the predicates &) &nd (79) has a strong

nominalized flavor. This is due to the fact thatRtave an nP head that is
phonologically null but structurally behaves asoaimal. Thus it is not surprising that
the predicate formed by such an RC requiresdtieel head to project a specifier/subject,
similarly to other nominal predicates. Recall frohapter 4 the structure of the headless
RC with the adjectival nominalization: the head isull head fiwith some -features
matched with an identical head within the aP; thet s embedded under adjectival head

‘little” a, and is further nominalized by’ rntil

(80) Derivation of an adjectival headless relatilaise

DP
D nP
nRk CP
n° nP C
[3sg.anim.invis] [+rel]

aP n

nP a n’ Agr
-ntd -m

RootP a

Root
pa’a-
‘tall’
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Predicate formation in (81) is identical to whatws with simple nominal
predicates: th@redhead is merged with BRnd projects a specifer that hosts the
subject (DB) of the predicate.

(81) Derivation of a predicate formed by a reducddtive clause

PredP
DR Pred’
aipatci-
‘the boy’ DP; Pred
”\} pa’antim =k

\'the one thatis tall'

The possessive nominal predicates have the sanvatitamn: the only difference
is the absence of the animacy marker that marlectidgs and indicates that the category
forming ‘little’ ais embedded somewhere in the derivation of arctidg predicate.

(82) Derivation of a possessive nominal predicate

PredP
DR Pred’
nuad-
T DP, Pred
A pavigantu =k

“the one having a brother”

Thus far we have seen that a clear pattern hagyechéinite verbs in
Chemehuevi do not require the functioRaédhead to form predicates; nominals do

including simple nouns and nominals with a com@gxcture. As such we came closer
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to understanding the functions and nature of tleéitencopula—uk it is used to form
predicates in nominal contexts.

Now we are in the position to address the obligat@ture of copulaukwith
verbs in so called *habitual aspect’, i.e., verpalrticiples’ in old terminology. Press
points out that this is the only case when verlgsiire the copula, but does not provide
any explanation for such a requirement. The exemglantences are repeated in (83)-
(84):

(83) Nuuk tukatu.
1sg-cop eat-nomin
‘| eat’.
(84) Nuuk nukwi-tca.
1sg-cop run-nomin
‘I run’. (Press 1979:199)

In chapter 4, we have established that the veriddike the ones above are not
participles but nominalizations that form reduceldtive clauses and that is the reason
why they behave as nominals. Even though they coataP layer, these forms are
complex DPs and as such they req&redto form predicates. The derivation of a

predicatein (84) will have the following represeita:

(85) Derivation of a predicate formed by a verbalim

PredP
DB Pred’
naad-
‘I DP; Pred
A nukwitcU -k

. ‘running one
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5.5 Copula-uk as a focus particle: a complete picture

In previous sections we have examined in detagsashere copulaukis obligatory,
namely predicates formed from nominals, whateveir fihternal structure may be. In this
section we will turn to the optional uses-afk Press (1979) mentions that whek eo-
occurs with finite verbs (as the ones in (85)-(8élow, it does not contribute anything
semantically, but the subject may be slightly feazis

(85) Nud-(k) huvitu-wa.
1sg-(cop) sing-pres

‘I am singing’.
(86) Manga-(k) na’intci-tci  winurya:
3sg.anim.vis-(cop) girl-NPN.nom dancespre
‘This girl is dancing'. (JHJ)

She also mentions the uses-akwith cleft constructions (‘It was John who cut
the wood) or in responses to questions like ‘Whabathe fish?’ (Press 1979:75). We
find plentiful examples of such focused use intthditional Chemehuevi stories
recorded by Harrington and Laird in their field @atBelow are several of such
examples, in which the element followed-ayKk'a is focused (emphasis is mine). In each
case the speaker is either emphasizing an elemantentence as in (87)-(90) or
juxtaposing two propositions as in (91)-(92).

(87) Manga-uk"“a pi-piso’a-ni-anga ‘Uvipuwian..
3sg.anim.vis-cop RED-child-1sg-3sg.anis.bad

THAT one, that child of mine, is bad...’
(JPH&CIhe Horned Owl4)
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(88) ‘Ava’ana‘uk “a juhu-wiwai-Ka-ku kani-pa-'uka-ya.
much-cop fat-hang-perf-res ug$ein-3.inanim.invis-obl
‘MUCH fat was hanging in that house’.
(JPH&CTwo Yucca Girls4-5)

(89) Hu-'umuuk"“a pluva-ni'i-fai-pagai-Kai-n’a-rami-'umdi
emph-3pl.anim.invis-cop stay-cont-perfrglaperf-nomin-1dual-3pl.anim.invis
‘THOSE with whom we stayed while traveling,

hu-mard‘a-vi-wa’i-mu.
emph-3sg.inim.invis-poss way-without-anim
were not that way.
(JPH&CTwo Yucca Girls13)

(90) Hu-"ing’a-su-uk"a puva-ni'ida-na-rami-'unga.
emph-3sg.anim.here-one-cop stay-asnttdmin-1ldual-3sg.anim.invis.
‘THIS ONE, we are going to stay with’.

(JPH&CTwo Yucca Girls13)

(91) Nu-nia-uk“a  plva karii-kai-na,
1sg-poss-cop in this position sitnesnin
‘It is MY place where | was sitting,

‘itsticik "a plva-ni ‘alivika-karu-kai-na.”
3.inanim.here-cop in this position-1sgow mom-sit-res-nomin
THIS is where | have just now sat.’

(JPH&CIhe Horned Owl5)

(92) HU'u-aikd!, niruk“a-aika  pagai-ni‘i-gai niwi-ga-aika. ..,
yes 1sg-cop walk-cont-be person-be=live-fut
‘All right, I will live by traveling around,

‘Umi-ik"a kani-va-ni’i-va-nti-aika...
2sg-copula house-at-cont-fut-nomin
YOU are the one that is to stay at house...’".
(JPH&CExchanging of Noseg)

| found that the use efukfor the expression of emphasis has parallels in

languages related to Chemehuevi. Sapir (1930) m&na similar enclitic that occurs in

“L Aikais the Mythical Coyote’s speech signature whichally appears after his words in quoted speech.
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Southern Paiute in focus constructions, and sifgitarChemehuevi this focus element
has the meaning of *“that inanimate invisibleiga:
(93) Southern Paiute
a.Nraqg*‘ ai’ ‘ltisI.
b.“m"“a’ng-aga ‘It is he (vis.)'.
c.'m"a’ng-aga ni’ni pinikaikaina ‘It is he is whom | saw’.
(§a1930:270)
One difference between the Chemehuaikand the Southern Paivi@ga- the
latter can be used with imperatives, whereas thradois prohibited with imperatives:
(94) ga-aga ‘SingV (Sapir 1930:254)
A similar emphatic suffix is attested in Utgté Reference Grammgat980),
where it marks a focused constituent (focusing typa, rather than identity of the
individual):
(95) Ute
Ta'wa-ciku (‘ura-‘ay) sivaatu-ci paxa-ga-tu
man-EMP  be-imm goat-obj  kill-anteomin
‘It was a man who killed the goat’ (rathleah a woman).
Ute Reference Grammat980:207)
There is a significant difference from the Chemefuse of emphatieukin Ute:
The use of the suffixkuin Ute precludes the use of the definite artideidnstrative
(which marks the noun as being a specific indivijjwahereas in Chemehuevuk can
co-occur with demonstratives.
(96) Ute
a. ‘u ta'wa-ci ‘ura-‘ay sivaatu-ci paxa-ga-tu
that man-subj be-imm goat-obj |-&itter-nomin

‘It was that man who killed the goat’.

b.*'u ta'wa-ciku ‘ura-‘ay sivaatu-ci paxa-ga-tu
that man-emph  be-imm gdat-okill-anter-nomin
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‘It was that man who killed a goagtfier than a woman).
UWte Reference Grammat980:207-208)

Furthermore, we find references to phonologicalyilar emphatic elements in
other Uto-Aztecan languages, further removed frioenSouthern Numic Chemehuevi,
Southern Paiute and Ute. In his survey of Uto-Aatelanguages, Langacker (1977)
mentions “an affirmative particle” that appearganus constructions similar to the
English cleft sentences (29). In Classical Nahaiatl Tarahumara this particle is realized
as—ka-and-k"a- respectively:

(97) Classical Nahuatl
ka ye'waatlin ni-kdya
aff he subj.rel I-him-wait
‘It's him that I've been waiting for’. (Langackéirx:29)
(98) Tarahumara
Q: yeruka ani-re=ke A: rioSikwa ani-re-ke
Who say-past=emph god aff say-past=emph
‘Who said it?’ ‘God said it'.
(Langacker 1977:30)

Langacker suggests that this affirmative partiele be reconstructed to Proto-
Uto-Aztecan and adds that “affirmative and emphalgenents in UA present a complex
picture both synchronically and diachronically” {32

In this section we have seen evidence from othetdWyuages that they employ
a clitic realized ask"a ~aqga ~ kwa ~ ka ~ ku ~ {&~ uk which has emphatic or
affirmative meaning and tends to attach to the Wusrd in a sentence. Clearly, there is a
connection between these forms used across langoégas family in cleft sentences

and for emphasis. For now, | will leave the invgation of focus/topic structure in

Chemehuevi and its correlates in related langutaydsture research.
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5.6 Conclusion

In the beginning of this chapter we have revisgederal puzzles of the encliticikin
Chemehuevi, first mentioned in the work of Pre€@¥@). We have seen that this element
is obligatory in some contexts but optional in eshén investigation of the predicational
properties of lexical categories in Chemehuevightlof Baker’s (2003) theory of
predication showed that this copula is requiredvwidbminal predicates, such as
possessive and equative predicates, as well agvathicates formed by relative clauses;
however, finite verbs form predicates independertdlyder this analysis the coputak

is viewed as the overt realization of a functidmahdPredthat facilitates predicate
formation of nominal elements. This copula doesimi¢ct for Tense or Aspect, not does
it show subject agreement. Historically it is rethto the % person inanimate invisible
postfix pronounuka (Press 1979:74, Laird 1976). As for the contextens—uk appears
optionally, we have seen indications that such asegmphatic and have parallels in
other Southern Numic language, as well as in ddrgguages of the Uto-Aztecan family.
Overall the analysis argued for in the chapter ialpderstand not only predicate
formation in Chemehuevi, but also sheds light avimusly unexplained behavior of

clitic copula—ukand its occurance with verbal nominalizations.
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5.7 Notes for community use: How to build sentences Chemehuevi

In chapter 4, | mentioned that when we form sergeriom adjectives, we need to use
copula-k/-uk after the first word in the sentence. The sameileols used to form
sentences from nouns. Compare adjectival sentém¢89) to sentences based on nouns
in (100): both types havek/-uk attached to the first word in the sentence; howeve
sentences in (99) are based on adjectisie,(hard, bigetc.) and describe a property,
whereas sentences in (100) are all based on nbonose, car, brothedog, etc.) and talk
about a person, object or animal.
(99) a. Mangde piso’otci nagamutcu.
that-cop child sick
‘The child is sick’.
b. Marik tlvipt mutcuntd.
that-cop ground hard
‘The ground is hard'.
c. Marik pavon’okwitcti naakihokontu.
that-cop watermelon  big
‘The watermelon is big’.
d. Itchak nadni kani’'n tosagaru.
this-cop my house-my white
‘This house of mine is white’.
e. Itk nudni tamupi ha’tpi.
this-cop my car nice
‘This car of mine is nice’. (JHJ)
(100) a. Itcuk  nadni tamupi.

this-copmy car
‘This is my car.’
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b. ltcuk kani.
this-cop house
‘This is a house.’
c. ltcuk nuuni kani'n.
this-cop my  house-my
‘This is my house.’

d. Inguk tavatci nadni  avpn.
this-cop man my older brother-my
‘This man is my older brother.’

e. Ingdk nadni  tcaka'in.
this-cop my younger brother-my
‘He is my younger brother.’

f. Itcuk nddni  pungu’n.
this-cop my dog-my

‘This is my dog.’ (JHJ)

As for the choice of copulak is used when the word it attaches to ends in a
vowel. This can be seen in (99 a-c), whekdollows mang- or mari-, both ending in
vowels. Copula-uk is used when it attaches to a word ending inns@oant: the first
word in all examples in (100) ends in a ‘hard’ sou- oring-, that is why—uis inserted
before—k.

The same rules apply when we talk about possessamtences in (101) talk
about something or someone belonging to a perstanaly. The ‘possessor’, i.e., the
person who has something, is mentioned first. Tobows the copula-k, followed by
the person or object being possessed, togetherewiing -gantt,which is means ‘the

one having something’. To be more precise, allesads in (101) follow the pattern ‘I

am the one that has something’, whekeoughly corresponds to the English ‘am’.
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(101) a. NUlk pavi-gantd.
I-cop  older brother-having
‘I have an older brother.’

b. Nitk tcaka'i’-gantu.
I-cop younger brother-having
‘I have a younger brother.’

c. Nutk pungu-gantu.
I-cop dog-having
‘I have a dog.’
d. NGk kani-gantu.
I-cop house-having
‘I have a house.’
e. Mangd o’ntokoro pu’i-ga-ntu.
He-cop brown eye-having
‘He has brown eyes.’ (JHJ)
Finally, let us turn to sentences made up by vérhese describe actions or
activities, likerunning dancing orworking As a rule, we do not find copulakin this
context. As you can see in (102) below, the actvordssing danceandrun are
followed by endings-waand-yu indicating that the action is taking place in gesent,
or by the ending-viin (103), if the action took place in the past.
(102) a. NUU huvitwa.
I sing-present
‘I am singing’.
b. Manga na’Untcitci wUunUmik
that girl danmeesent

‘The girl is dancing’.

c. Manga aipatci nukwiAl.
that boy run-present
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‘The boy is running’. (JHJ)
(103) a. NUU namantua-umd tco-kwipatili-
I together-them headio-past
‘| bashed them together on the head.’ (Pra€59:51)
b. NUU  nukwwAl.
I run-past
‘I ran’. (JHJ)

In this section, | described the most common amplka types of sentences in
Chemehuevi. We find much more complex structuremmected speech, and especially

in traditional oral narratives and songs.
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PART TWO

CHEMEHUEVI CAUSATIVE VERBS
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CHAPTER SIX

CHEMEHUEVI CAUSATIVES: THEORETICAL BACKGROUND

6.1 Introduction

The study of causative constructions in the langsaf the world has been one of the
most recurrent topics of linguistic inquiry. Lingts from different theoretical
backgrounds have been drawn to causatives for dewuai reasons. First of all, any
analysis of causatives requires a careful integmatf syntax, morphology and semantics.
Secondly, causative constructions across languggee a surprising uniformity, which
makes them an interesting subject for those whadydanguage universals. Thirdly, the
typology of causatives sheds light on crosslinguigstrictions on possible causative
structures, which in turn help linguists understanlds of morphosyntax on a larger
scale. Lastly, the study of causation goes beytnitt Bnguistic inquiry, into the spheres
of philosophy and cognitive science.

This part of my dissertation focuses on morphosstit@aspects of causatives in
Chemehuevi, an area that has never been a subjbetooetical exploration. In chapter
6, | present the data on the Chemehuevi causaties\and outline major theoretical
concepts and issues in the theory of causativetmmtions, including typology of
causatives and a sample of syntactic approachesltéocus on structural approaches to
lexical vs. syntactic causatives in order to bailtheoretical foundation for the analysis

of the Chemehuevi causative verbs in chapter inAlse previous chapters, | view the
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Chemehuevi data from the perspective of Distribiedphology with the focus on how
the relative distance of the causative affix frdra toot influences its distribution and

morphosyntactic behavior.

6.2  Variants of the causative morpheme in Chemehuev

In Harrington’s unpublished field notes the moshaaonly attested causative marker in
Chemehuevi istu’i-*2. Laird (1976:326) also liststu-, -ru-, -ro-, -tcu-as instantiations
of the causative morpheme. The Online Chemehuetiddiary (Elzinga 2006) cites
several instances of the causative morphetue: -tui-, -tu’i-, -tcu-, -ru-,and-ro-*>. The
picture seems to be rather complicated due torssepce of allomorphy as well as the
effects of several phonological processes.

Press (1979) identifiesu’i- and-tu- as two primary causative morphemes in
Chemehuevi and mentions that “they may be two sépauffixes, though they vary
freely when suffixed to nouns” (63). She also peiot thattu'i- is used with verb
stems, in which case it does not alternate viith Press’s examples of alternation
betweentu’i- and-tu- are repeated in (1) below, where both suffixesatiested with a
nounwihi- ‘knife’:

(1) a. wihitcu'i **

knife-make
‘make a knife’

“2In some versions of Harrington/Laird’s texts /Hlis labialized tu’i-. According to Laird this was the
‘old’ way of speaking, and | assume thai~tu’"i alternation is a diachronic one.

3 _ro- is a variant of ru- due to vowel harmony.

“*4 Front vowel /i/ causes the palatalization of /t/.
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b. wihitcu
knife-make
‘make a knife’ (Press 1979:63)
We find another example eiiu’i-~-tu- alternation with a rodi- ‘heat of the
sun’; this root has a spirantization feature whiadgers spirantization of the initial

consonant of the causative affixes (i.e., t > riRegrnm__):

(2) a. taru'i -ga
heat-caus-prt

‘It's hot (outside).’ (Laird 1976:322)
b. taru-ga
heat-caus-prt
‘It's hot (outside).’ (JHJ)

This alternation betweetu’i- and-tu- is attested in very few examples, and at
this point it is unclear whether the two forms werdree variation within one speaker,
variants employed by different speakers in the same or diachronic variants. One
thing is clear, however: whetu’i- and-tu- are attached directly to roots, they become
subject to morpho-phonologically conditioned allaptoy, with palatalizedtcu-,
nasalizedntu-/ntu’i-, and spirantizeeru-/-ru’i- as corresponding variants. Table #16
illustrates this allomorphy with examples from lca{d.976), Harrington’s unpublished

field notes, as well as the Online Chemehuevi Diry.
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Allomorphs of \taus

+ Vcaus /-tu-/

+ Vcaus ftu'i-/

Base forms

a. huwvia**-
song-caus

Spirantized

b. wanad -
web-caus
‘make a web’

c. taru-ga
heat/sun-caus-prt
‘it's hot’

d. patsau -
moccasin-caus
‘make moccasins’

e. havitliaau
bed-caus
‘make beds’

f. paga-pUru-
shoe-NPN-caus
‘make shoes’

g. tsotsivi’aru
hair-caus
‘make one’s hair’

h. huufu
arrow-caus
‘make an arrow’

p. tugwaru’i -
night-caus
‘camp for the night’
g. taru’i -ga
sun-caus-prt
‘it's hot’

Nasalized

i. naro’atu
shirt-caus
‘make a shirt’

J. kwasuntu
dress-caus

‘put on a dress’

r. takwintui
circle-caus
‘to encircle’

> For some reason unknown to me, in this examplés not palatalized by the front vowiel
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Palatalized k. wihteu- S. wihitcu'’i -
knife-caus knife-caus
‘make a knife’ ‘make a knife’
|. sonitcu-
nest-caus
‘make a nest
m. moviisu-
beak-caus
‘make a beak’
n. kanitsu-
house-caus
‘make a house’
0. pihitsu-
breast-make
‘make breasts’

Notice that in all of the examples in Table #16 ¢hasative affix tu- follows the
root without an NPN marker, a clear indication ttise causative verbs are formed
from bare roots, not derived nominal stems. Indhse of the causativéwi-, we know it
attaches to a verbal stem because in many exampleble #17 below there is
intervening verbal morphology between the root gnedcausative affix (example 4aa,
4bb, 4pp among others). When a causative verlrised from a verbal stem, onlyu’i-
is attested and none of the morpho-phonologicatgeses illustrated in Table #16 apply.
In some casestu’i- surfaces without the glottal stop-#isi, but these forms are clearly in
free variation: for example, both are attested withsame stempec- ‘write’, in
examples (4c) below. Table #17 summarizes mogteoattested examples of causatives

based on verbal stems.
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(4) Table #17. Chemehuevi causative affix attadbederbal stems: invariantiri-

Non-causative verb stem VAAUS

a. yawi- ‘carry’ aa. yawi-kaui
carry-perf-caus
‘made carry’

aaa. na-yawi'tui
self-carry-caus
‘send’

b. puni- see’ bb. puni-keaii
see-perf-caus

‘make look, make show, show’

bbb. nG-mpunitu’i
person-see-caus
‘show’

C. po’o- ‘write’ CC. po'dd'i
write-caus
‘teach school’

ccc. ni-mpo'dui
person-write-caus
‘teach school’

d. kwipa- ‘hit’ dd. tco-kwipay'i
head-hit-caus
‘bash together’

e. na’ai- ‘burn’ (intrans) ee. nalaii
burn-caus
‘make fire’, ‘make burn’

f. noyogwa-  ‘boil’ (intrans) ff. noyogway'i
boil-caus
‘make boil’

g. wiyd'a-  ‘hang’ (intrans) gg. wiyatu'i
hang-caus
‘make hang’

h. havi- ‘lie down’ (sQ) hh. havitu’i
lie-caus
‘make lie down’
i. kwavi ‘lie down’ (pl)
il. kwa-kwavitu'i
mome-lie-caus
‘make them lie down’




J. tuka- ‘eat’

jj- tikas'i
eat-caus
‘feed, make eat’

k. maga- ‘give’

kk. magdai
give-caus
‘make give’

l. nukwi- ‘run

Il. nukwitu'i -
run-caus-
‘make run’

m. huvitu- ‘sing’

mm. huvittw'i -
sing-caus-
‘make sing’

n. windmi- ‘dance’

nn. winunus -
dance-caus
‘make dance’

0. nagami- ‘being sick’

00. hagatuit -
sick-caus
‘make sick’

p. ha’lpiyuwa ‘being well’

pp. ha'lpi-yu-wair' -
good-be-become-caus
‘make well’

g. winu- ‘stand

qq. wandit -
stand-caus
‘make stand

r. ‘awa’anu-  ‘being wide’

rr. ‘awa’antr’i -
wide-caus
‘making wide’

S. pagai- ‘go along’

SS. pagai-
go along-caus
‘let go along’

t. kart- ‘sit down’

tt. kartir'i
sit-caus
‘make sit down’

u. wi'i-ku- ‘have fallen’

uu. wi'i-kuw’i -
fall-perf-caus
‘caused to fall’

V. naruga ‘buy

VV. narugai-kani
buy-caus-house
‘store, shop’

w. nta-gah  ‘wind blowing’

ww. nURri -ga
wind blow-caus-prt
‘causing wind to blow’
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X. pitsu ‘suck’ XX. PItstiFi
suck-caus
‘make nurse’

y. paya’ai ‘drown’ yy. paya’diy’i
drown-caus
‘make drown’

Below are several contextual examples of bathand-tu’i- from the stories
collected by Harrington and Laird, and the samé&ibigion is attested there:

(5) Kani-vinapa-yu-'ungwa tokwarkari-gu ponia-ya-ungwa-ya
house-behind-obl-3sg.anim.invis sew-sitsg®  skunk-obl-3sg.anim.invis-obl
‘Behind the house, the Skunk was sitting sexing,

usukwi-huvitu-kwari-gai, kavu-a patsagwa'i.
whistle-song-make-sit-while  wood ratrskibl moccasin-make-prt.
whistling a song, while making moccasins @uvood rat skins’.

PE&CL, Horned Owl:4)

(6) Haita-'unga patsa-ngu-su ‘atiga-ru-na,
then-3sg.anim.invis moccasin-make-mom-agairew-nomin-nomin
‘Then he put on moccasins again, the new ones,

kani-a-vi taldivtu’ Vi-ngu.
house-obl-poss  winding-caus-mom
and circled around his house’. (JHJI&CIlHorned Owi 6)

(7) Kimantsi-a paga-pi4-ngu-su.
other-obl  shoe-NPN-make-mom-again
‘Other moccasins he put on again'. (JPH&CIHorned Owl:7)

(8) Haita-'umi kani-a-ukwa-ya puni-kai-wa’i-ngu-"'umd,
then-3pl.anim.invis house-obl-3sg.inanim.invis-oblsee-perf-go to.pl-mom-3pl.anim.invis
‘Then they went over to look at the house,

novi-pu-a ‘u-agarua hipU-kad'i -tsi puni-kai-ngu.
windbreak-NPN-obl 3.inanim.invis.obl-through holkgfhave-make-after see-perf-mom
made a hole through the windbreak and tbelgdd inside’
(JREL, Horned Owl:22)

(9) ‘Upa’-umi na’afu’ “i-kYai-yu  na-yu*ai-k’a-ri-ni'i-yu-"uma.
in-3pl.anim.invis burn-make-perf-past  refwin-res-nomin-cont-past-3pl.anim.invis
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‘Inside they made a fire and were warming thelves’.
(JPH&CIOwo Date Worm Girls17)

(10) Haita-'umu haviti-aa-ngu-ntsi ha-havi.
then-3pl.anim.invis bed-obj-make-mom-aftenom-lie down
‘Then having made their beds, they lay down’.
(JPH&CL,Two Date Worm Girls17)
So far we have seen that there are two main caedatims in Chemehuewvtu’i,
which with a few exceptions attaches to verbal steand-tu-, which attaches directly to
roots. The first form seems rather invariant (Wite exception of free variation between
speakers), whereas the second form is subjecv@aenorpho-phonological processes.
In the next section | will review basic theory @fusative verbs as well as frameworks

that will help us sort out differences betweentthe classes of causative constructions in

Chemehuevi.

6.3  Theoretical background

Let us turn to several typological and theoretisalies raised in the literature on
causative constructions. The focus is on generafypeoaches to causatives, particularly
on the structural/syntactic explanations of crasgtlistic differences between causatives

of different types.

6.3.1 Causatives: definition, valence and arguragntture
Causative constructions are the linguistic expogssi the conceptual notion of

causation. As such, they contain the expressidiothf cause and effect, and their
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argument structure includes participants or estitiat initiate either the cause or the

caused event. Payne (1997:176) gives the followafmition of a causative:

(11) Definition: a causative is a linguistic ex@es that contains in semantic/logical
structure a predicate of cause, one argument aflwikia predicate expressing an
effect, [where] the predicate of cause [...] contdiresnotion of causation [and]
the predicate of effect [...] expresses the effet¢hefcausative situation.

An example from English illustrates this definition

(12) CAUS (Duck,FETCH (Coyote, ever-lasting water)) = Duck caused Coyotetch

ever-lasting water.

In this example, the causing predicate takes tyyaraentsCauseror Agent of
the predicate of causB(cK and the predicate expressing the effect (FETCélote,
ever-lasting wate); the predicate of effect in turn has two argutagDauseeor the
Agent of the caused evergyotg and Themedver-lasting water Causer and Causee
are not the only thematic roles licensed by causatredicates. In the cases when the
instigator of the causing event is inanimate,htmatic role is that d€ause as in the
example below:

(13) Education makes people reach their dreams.

Causative morphology increases the valence ofla gerce in most languages it
adds a participant to the existing argument stre¢tuFor example, addition of a

causative affix to an intransitive monadic verluissin a transitive causative form,

¢ According to Pylkkanen (2001), in some languagé@sn(sh, Japanese and as we will see Chemehuevi)
there are causatives without Causer (desideratisieadversity causative constructions).
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whose argument structure contains the originalesl{Causee) and the subject
introduced by the transitivizer (Causer). Causatieemed from transitive verbs have
three participants: the original subject and objederpreted as Causee and Theme, and
the subject introduced by the transitivizer, thei€ea.

In English, both unaccusative and unergative vednsbe transitivized by
conversion (examples (14) - (17)), but this progessot fully productive:
(14) English

a. Anne walked.

b. John walked Anne to the school.

(15) a. The ship sank.
b. The captain sank the ship.

(16) a. The tree fell.
b. The lumberjack felled the tree.

(17) a. The door slammed.
b. John slammed the door.

Examples from Classical Nahuatl demonstrate a mtdduformation of
causatives from unaccusative and unergative verbs:
(18) Classical Nahuatl
a/E-mitz-huetzi-tia
3sSubj-2s0bij-fall-caus
‘He makes you fall’. (lreey 1981:190)
b. Ti-nech-tza'tzi-tia
2sSubj-1sObj-shout-caus
‘You make me shout’. (Laayn1981:181)

In many languages causative affixes can also bedatidtransitive verbs, as is

well demonstrated by an example from Classical [ddHelow:
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(19) Classical Nahuatl

Ni-mitz-cua-I-tia in nacatl.
1sSubj-2sObj-eat-NonActive-caus the meat
‘I made you eat the meat'. (Layrnk981:181)

Cross-linguistically the logical/semantic structofecausatives gives rise to a

variety of causative constructions.

6.3.2 Typology of causatives: lexical, affixal asyhtactic causatives

The traditional typology of causatives recognizese prototypical types — lexical,
morphological, and syntactic. In thexical causative type, the notion of cause “is
wrapped up in the lexical meaning of the verb fig¢élayne 1997:177). According to
Payne, morphologically this type of causative camlve (i) no change in the verb (as in
the English verlzlose The doors closed;s. The boy closed the dodrgii) some
idiosyncratic change in the vemsg vs. raise), (iii) different verb /suppletione@at vs.
feed, see vs. show, die vs. kill, leasnteacl).

Morphological or affixalcausatives are derived from non-causative stents wit

the help of causative affixes. In some languagésikChee) such formation of causatives

is lexically restricted and non-productive; in ath€Turkish, Japanese, Malayalam, and
Chemehuevi, among others) any verb can form a netwgltal causative. Examples
below illustrate such productivity in Japaneseaasative morphemés)aseis added to

an intransitive verb in (20a) and to a transitieebvin (20b).
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(20) Japanese
a. Hanako ga Zirooo ik-ase-ta.
Hanako nom Ziroo acc go-caus-past
‘Hanako made Ziroo go.’ (Song 1996:9)
b. Yakko-ga Wakko-ni pizza-o danse-ta.
Yakko-nom Wakko-dat pizza-acc eat-caus-past
‘Yakko made Wakko eat pizza.’ (Harley 1995:52)
Syntacti¢ or periphrastic causatives involve two separate predicates, one
expressing the notion of cause, the other the natieffect. Most causatives in English
involve a separate causative verb, egke, cause, for¢etc. In Korean periphrastic
causatives, there is a complementizegthat clearly separates the two predicates:
(21) Korean
a. cini-ka wusss-ta
Jinee-nom smile-pst-ind
‘Jinee smiled.’
b. kiho-ka cini-ka  wus-ke ha-ss-ta
Keeho-nom Jinee-nom smile-comp causmas
‘Keeno caused Jinee to smile.’ Sohg 1996:3)
6.3.2.1 Affixal causatives and case marking — typichl distinctions
We will focus on the affixal or morphological catigas in the remainder of this chapter,

due to a variety of distinctions that are preseithiw this class, which are relevant to the

study of the Chemehuevi causatives.
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Spencer (1991) identifies three possibilities afecenarking for arguments in a
causative predicate. The first case is exemplifigChamorro, where after
causativization the original subject is marked aetive and the original object oblidfe

(22) Chamorro

Ha na’-taitai ham nja’estru] [ni esti na lebblu].
3sg.subj caus-read us-obj ¢aeher obl this ptcl book
‘The teacher made us read this book'. (Spencer 12%B)

For the ease of exposition, | will represent a atiue derived from a transitive
verb in a schematic fashion (adopted from Spen@@t )l where NPis the Causer, NP
is the Causee and the subject of the original rausative clause, and B the Theme
and the direct object of the original clause. TthesBantu type of causative case marking
is schematized below:
(23) NRV NP, -> NPy.nom V-CAUS NPi.acc NP2.osL

The second option, exemplified by Swabhili, is whiea original subject becomes

the direct object of the causative, and the origdtgect remains accusative.

(24) Swahili
Maria a-li-m-lip-isha Johni pesa kwa watoto.
Mary she-past-him-pay-caus Jolmmoney to  children
‘Mary made John pay the money to the chitdr (Spencer 1991:253)

(25) NPV NP3 -> NPy.nom V-CAUS NPace NPoacc
The last option, exemplified by Turkish, is the emevhich the old object

remains the object and the old subject is demateshtoptional adjunct:

“"Harley (pc) points out that this case markingeratis representative of both morphological caueati
(as in Chamorro example) and some periphrasticatimes (as in Romance languages).
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(26) Turkish

Digi mektub-u  mudur-e imzala-t-t
Dentist letter-acc  director-datignscaus-past
‘The dentist made the director sign thtelé (Spencer 19933

(27) NPV NP, -> NPy.nom V-CAUS NPL.pat NP.acc
As we will see in chapter 7, in Chemehuevi only shubject of the main clause
(Causer) is marked with the nominative case, wdliléhe other arguments (Causee,

Theme) are oblique.

6.3.2.2 Case marking, true objecthood and clausetire of affixal causatives

Case marking of the NPs in causative predicateslisone indicator of their clause
structure. An issue related to case marking ightamatic identity of the ‘true’ object of
the causative verb. From what we have seen inrthaqus section, in some languages
(as in Turkish) Theme is the true object of thewael verb, but in others (as in
Chamorro) Causee is the true object. Marantz (18B£usses several features of true
objecthood and relates them to the clausal streaficausativesvionoclausal
causativedehave like regular transitive verbs, i.e., syiitatly they are a single clause.
Some properties of the monoclausal type of caussative: (a) the Causee (NBppears
as an oblique or indirect object (not the true objand if there is Verb-Object agreement
in a language, the derived verb agrees with thgir@i Theme (NB); (b) if the lower
object (NR), Theme, is a reflexive, only the matrix subjédPg) can be its antecedent;
(c) if the causative is passivized, Theme {NB promoted to the matrix subject position

(Spencer 1991:268). The corresponding derivatioaseéhematically represented in (28).
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(28) a. NR-nom V' NP2.acc -> NPo.nom V-CAUS  NRL.ogLpat NP2-acc
b. NB.nom V-CAUS NP .osupat SELRy+1-acc
c. NBnom V-CAUS-PASS (NRogr) (NPo.osl)

Malayalam, a Dravidian language of Southern Inei@mplifies the monoclausal
type of causative. Here the Theme is the true ¢hifeis marked with the accusative case
(29a), when the Theme is a reflexive, only Causerlme its antecedent (29b), and it
when the verb is passivized, the Theme is promiatélde subject position (29c¢).

(29) Malayalam

a. Amma kiyekkort aanaye ulliccu.
mother-nom child-instr elephanc pinch-caus-past
‘Mother made the child pinch the elaph. (Marantz 1984:276)
b. Amma kiiyekkont aanaye swaanrh witil wecc rulliccu
mother-nom child-instr elephant-acc self's house at pinch-caus-past
‘Mother made the child pinch the elaphat mother’s/*child’s/*elephant’s
house'.
c. Ammayaal aana ullik’k’appettu.
mother-instr elephant-nom pinch-epass-past
‘The elephant was caused by mothéetpinched'. (Marantz 1984:282)

Thebiclausal causativebave a different distribution with regards to tnee
object’: (a) the Causee (NHSs the true direct object of the derived verb #m Theme,
NP, appears as a ‘frozen’ direct object or is mankét an oblique case; the verb agrees
with the Causee, if it shows object agreem@ntf the Theme (NP is a reflexive, only
the Causee (NfPcan be its antecedent; (c) if the causative ssip&zed, the Causee is
promoted to the matrix subject position.

(30) a. NR-nom V' NP2.acc -> NPonom V-CAUS NP .acc NP2osL



210

b. NR.nom V-CAUS NPiacc SELR+0-08L

c. NPnom V-CAUS-PASS (NR.osl) (NPo.osL)

The Bantu language, Chi-Mwi:ni, has biclausal ctiues, in which the Causee is
the true object. Only the higher object (Causea)ssve as the antecedent to the lower
object (Theme) reflexive (31b), and can becomestligect when the causative verb is
passivized (31c):

(31) Chi-Mwi:ni
a. Mwa:limuEwa-andk-ish-iz-e wa:na  Xat
teacher  SP-OP-write-caus-T/Aldrkn letter
‘The teacher made the children witie letter’.
(Abasheikh 1979 as cited in Marantg4:967)
b. Wa:na wa- aid-ish-iz-a: xat na mwa:limu.
children SP-write-caus-pass-T/Adeby teacher
‘The children were made to writeetidr by the teacher’. (Marantz 1984:270)
c. Mi ni-m-big-ish-iz-e  mwa:na rudy-é.
|  SP-OP-hit-caus-T/A child imiself
‘I made the child hit himself'. (Mararit984:271)

In chapter 7, | use these diagnostics to deterthi@elausal structure of the
Chemehuevi causatives. It is also useful to paitloat since there are different ways in
which one might construe of the term ‘clause’ (i#8,CP), in my discussion of the

Chemehuevi causatives by ‘monoclausal’ | mean @oinone vP, one event and by bi-

clausal two vPs, two events.
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6.3.3 Early syntactic analyses of the typologyftikal causatives: Marantz (1984) and

Baker (1988)

In the previous sections we have examined sevspacts in which affixal causatives can
differ and saw that these differences are relataddno- or biclausal structure of the
causative predicates. In this section we will cdestwo theories that attempt to explain
these clusters of properties across languages dbethich sprang from the framework

of Government and Binding in early 1980s.

6.3.3.1 Marantz (1984): Morphological merger of sative affixes

Marantz (1984) offers one of the first structurausions to differences in case marking
and agreement between mono- and biclausal causaltieeargues that the difference
comes from the timing of the morphological mergethe causative affix with the stem.
In his theory of grammatical relations, there aeesal levels of representation: (i)
logico-semantic structuré-$ structurg, which represents “the syntactically encoded
semantic dependencies among sentential constituUéptgii) the syntactic structures{
structurg, an intermediary between I-s representation hadgstrface representation,
which is essentially a “constituent structure tré&dt displays the grammatical relations
among constituents, encoded in the I-s structurethe surface structure where all
syntactic operations happen. Crucially, Marantz&otry does not derive the s-structure

from I-s structure, but rather determines whetherd is a valid mapping relationship
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between the two. Affixes, like other lexical ensriearry features. The features of a
derived word are determined by the features afatsstituents through the process of
percolation: features of every morpheme percolpttha word tree, and features of
affixes take precedence over the features of rooless an affix is unspecified for any
features (Marantz 1984:9).

For Marantz (1984:264), a causative affix has gm@ent structure and a lexical
entry:
(32) ‘cause’ (caused), [+log subject], [+transifive

Like any other affix with an argument structureaaisative affix is independent
at some level and must merge with a root or a stdra.level at which the merger takes
place determines whether a language has mono-iclad$al causatives.

Marantz (1984) claims that cross-linguistically ddrived causatives, both mono-
and biclausal have the I-s structure in (33).

(33) I-s representation of a derived causativegthas Marantz 1984:262)

S
NPy VP
causer
\ S
causative
verb/affix NPy VP
causee
\Y NP

theme
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The monoclausal causative type results when thgenef the causative to the

root occurs at I-s structure. Recall that in tlyfset the lower object is marked as direct

objects are marked, and the causee has an obligden (instrumental in Malayalam).

(34) Table #18. Monoclausal causative structuregtan Malayalam, Marantz

1984:279, 281)

(a) I-s relations (b) merger at I-s structure
S S
NP Vi NP VR
causer causer
S 1V NP NP, V3
CAUS causee theme
NP, VR V. Vv
causee Cﬁ\US
NP, \b amma  kutyekkort annaye wlli —ik'k’-
theme mother-nom child-instr elephant-acc pinchsca

The causative predicate {Mloes not take an object because only the root can
assign a syntactic role to its argument, so thg object is that of the root verb {\ The
causee becomes an indirect argument of the deverdd(\3) and is marked with the
instrumental case in Malayalam. In other languagésthe |-s merger, the causee can be
expressed as a goal or however the displaced $ufjagassive is expressed (Marantz
1984:282).

In languages like Chi-Mwi:ni, the merger of the sative affix with the root takes
place at s-structure. Recall that in this casetusee acts like a direct object of the
derived causative verb, and the original objectasked as oblique. Marantz argues that
the causative morpheme is an ECM predicate, inithakes the lower proposition as a

complement. This ECM construction is Raising-to-€abjin which NP is the subject of
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the lower clause and the object of the upper claBsth the causative and the root verb

take objects in I-structure, but only the causeereaeive a syntactic role from the

derived verb, since Chi-Mwi:ni verbs assign onlgaale each. The I-s representation,

merger at s-structure and the post-merger repra@samiare summarized in (35):

(35) Table #19. Biclausal causative structure (@aseChi-Mwi:ni, Marantz 1984:268-

269)
(a) I-s representation (b)Merger at s-structure ) pbst-merger
S S S
NPy VP NPy VP NPy VP
causer Causer %\ causer
\/ S V NP NP,
CAUS V. NPI[S,VP] S causee theme
NP, VP CAUS causee V  CAUS
causee NP, VP
v NR causee
theme \% NR
theme

So for Marantz (1984), all causatives are formednoyphological merger, but

mono-clausal causatives are forntedore syntax (which makes them closer to a regular

transitive verb), while biclausal causatives amnfed in the syntactic componerih the

theory we will consider next, developed by Bakehigmdissertation, both types of

causatives are derived in the syntax, and therdiffees between mono- and biclausal

causatives are the result of two different derosadi
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6.3.3.2 Baker (1988): incorporation analysis ofixf causatives

Baker (1988) argues for an incorporation analysmarphological causatives, in which
the V that heads the lower VP incorporates intoctngsative V head via head movement.
The crucial assumptions of this approach are that@phemes (including the causative
affix) are input to the syntax and that the cawsatnorpheme is a Verb projecting the
matrix VP. The incorporation of the lower verb irth@ matrix causative V is subject to
independent syntactic principles such as:

0] Head Movement Constrain may move into Y, where X and Y are zero
level categories, only if Y governs the positionXofTravis 1984),

(i) Empty Category PrincipleAll traces must be properly governed,

(i)  The Uniformity of Theta Assignment Hypothelsisntical thematic
relationships between items are represented byiadéstructural
relationships between those items at the level-sfrDcture (Baker 1988:46).

In essence the UTAH guarantees that the sameomehip holds between the verb

like meltand its argumerthe ice(Theme) at D-structure, regardless of whether the
Theme surfaces as the subjédt€ ice meltedor as the objectiphn melted the i¢eThe
main significance of the UTAH is in that it “poiraésvay from a lexical analysis of
causative applicative, and noun incorporation structures gines theoretical motivation
for analysis in terms of syntactid ¥novement” (Baker 1988:49).

Baker argues that crosslinguistically two typesaiisative structures result from

differences in Case-marking (173). Monoclausal aauss are attested in languages that

lack double object constructions because theirsredmnot assign (structural or inherent)

case to more than one NP. So for the Theme irotherlclause to get case, it must tag
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along with the whole VP to form a morphological gative, resulting in structure (36a)
below. Baker includes Malayalam, Chichewa, Turkisgaltec, Finnish and Quechua in
this group (191). Languages that have biclausadatates must allow their verbs to

assign structural or inherent case to more tharNghand consequently also allow true
double objects. This is the case in some Bantwiages (Kinyarwanda, Luyia, Mashi,
Kimeru, Chimwiini), Choctaw, and Japanese (dativeé accusative cases are assigned by
triadic verbs). In the biclausal causative, the ieives the accusative case from the
derived verb, while the NRremains in the lower VP with oblique case.

(36) Table #20. Formation of mono- vs. biclausaisadives (based on Baker 1988:173)

a. Monoclausal b. Biclausal
S S
NR VP NR VP
Veaus  CP
VP, P

NP

Recall that in monoclausal causatives, the lowgaNP, (Theme) becomes the
direct object of the causative verb, while the loagbject NP (Causee) becomes
oblique. Baker reaches this result by raising tlveer VP in its entirety to Spec-CP; the

lower V then incorporates into the causative Vu@inre 36a). In biclausal causatives, the
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lower subject NPP(Causee) is the true object of the causative {gnhilar to the ECM
verb likebelieve, a fact that allows Baker to posit that in these the lower V
incorporates directly into the causative V (struetB6b). The configuration in (36a)
allows for the accusative case marking of the byPthe derived causative verb that
governs into the VP in the Spec-CP position.

The strength of Baker’s theory is in deriving typgical differences from
independent syntactic principles. He also demotestihat morphological causative
formation through verb incorporation is parallehmany ways to the formation of
applicatives, complex verbs, noun incorporation paskive formation. He also offers
another testing technique for biclausality — thaikability of double object constructions

in a language.

6.3.4 Japanese affixal causatives: lexical vs.a&yitt

So far we have considered several planes in tr@dgjral classification of causatives.
Causatives can be lexical, morphological (affixat)syntactic (periphrastic); they can be
either mono- or biclausal with respect to differpraperties such as case; and can have
various combinatorial possibilities across langsa@e., can be restricted to intransitive
stems, or have no restrictions). In this sectiomwill see that the typology outlined
above is not always straightforward. It has beawshin the literature that even though
Japanese causatives belong tontwephologicaltype, some of them behavelasical

(unproductive)xausatives, while others -- sgntactic (productivegausatives, a fact that



218

makes a uniform analysis of Japanese causatives gpablematic. Let us consider the
Japanese causatives in some detail.

To form a causative in Japanese, the causativelraorg-(s)ases attached to a
non-causative verb, and the resulting causativie &ets as a single phonological and
morphological entity (Kitagawa 1986, Manning, Sadiga 1999). Morphologically all
V+sasecausatives are very similar: they constitute glsiphonological word, are
subject to phonological allomorphygaseis a bound morpheme, etc. However, there are
a number of clear distinctions that indicate tltaheV+sasecausatives are lexical while
others are syntactic.

Several syntactic tests have been proposed inténature on Japanese causatives to
distinguish between monoclausal and biclausal ¢aesa(see Harley 2006a:5 for a
complete list). Among them are:

(1) Scope with biclausal causatives VP-modifying adverbieds take scope over
either the causing or the caused event (Shiba@6,Kitagawa 1994)); also
qguantifiers on the object of the root can have Igih and low scope; with
monoclausal causatives there is no ambiguity ips¢&itagawa 1994);

(i) Control: subject control adjuncts, such ‘while Xing’ oy‘means of Xing’
can be controlled by either Causer or Causee orlyda case of biclausal
causatives;

(i)  Binding the subject-oriented anaphors can be antecededhgy high or low

subject only in bi-clausal causatives (Kuroda 1%4patani 1976);
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(iv)  Disjunction only in the case of bi-clausals the causing &edcaused events
can be conjoined by the disjunct ‘or’;
(v) Negative polarity itemd\PI licensed in a single clause domain and as such
can indicate a mono-clausal nature of a causativeoa 1965).
Essentially all of these tests are based on thdifamtion of the number of events in
a particular utteranc&lono-clausal causatives contain only one eventedsebi-
clausal causatives contain two.
Harley (2006a:6-7) provides the following summafylistinguishing properties
of the two typesof morphological causatives in d&ga:
(37) a.Lexical causatives
monoclausal
can have idiomatic interpretation (Miyagal@80, 1984, Zenno 1985)
exhibit allomorphy with other lexical causataffixes (Jacobsen 1981)
strong speaker sense of ‘listedness’, nohystivity
may feed non-productive nominalization (MoR005)
behaves syntactically, semantically, andphologically like a single verb which
heads a single verb phrase
b.Syntactic causatives
productive and compositional
biclausal by tests involving scope/atiial control, binding, disjunction
monoclausal by tests involving negatplarity and tense
makecausative monoclausal by tests involving case
Causee must be animate/Agentive
Notice that syntactic causatives exhibit both mdenagal and biclausal properties,

another complication in the face of a uniform asmlyThe following examples illustrate

a lexical (38) and a syntactic causative (39) pad&se:
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(38) Taroo-ga zisyoku-o niow-ase-ta.

Taro-nom resignation-acc smell-caus-past

‘Taro hinted at resignation’. (Literallyfaro made resignation smell.”)
(39) Hanako-wa Yoshi-o ik-ase-ta.

Hanako-top Yoshi-acc go-caus-past

‘Hanako made Yoshi go.’

(Harley 2006a:3)
The main problem for a uniform account of Japameseal and syntactic

causatives is that it is tempting to say that lakocausatives are formed in the lexicon,
but syntactic causatives -- in the syntax. Suchi@h would explain the idiosyncratic
behavior of lexical causatives, and the produgtigitthe syntactic ones, as well as the
mono-clausal vs. bi-clausal structures of the Wahin Principles and Parameters

framework, Baker’s (1988) incorporation analysisfiixal causatives is probably the

most representative of such an approach.

6.3.4.1 Baker’s (1988) incorporation analysis

Recall from the previous section, that Baker argaeswo different derivations for
monoclausal and biclausal causatives. In his d&onof Japanese causatives, he
examines only the syntactic ¥asecausatives and analyses them as biclausal. Betow a
Baker’s (1988) example from Japanese and the qmnelng derivation:

(40) Taroo wa Hanako nisonohono  kaw-s)as

Taro-top Hanako-dat that book-acc buysepast
‘Taro made/let Hanako buy that book’. (Baker 19881}
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(41) Derivation for a Japanese syntactic causdhtissed on Baker 1988:185)

TP
NR T
Taro-wa
VP ™
'ta. /I‘
CpP Yaus!
-sasg’
IP G::/
NP, I
Hanoka-ni !
VP |/
NB VO

sono hono  kaw----~
Baker’s analysis accounts for the behavior of sstitaausatives, but has nothing
to say about the lexical causatives, since itssiaed that they are formed in the pre-

syntactic module, i.e., in the lexicon.

6.3.4.2 Harley (1995, 2005): Event structure and Ies. high-attachment causatives

Harley (1995, 2005) argues for a uniform accoontdxical and syntactic causatives in
Japanese based on the fact (observed by Miyaga® fitat there is a systematic
relationship between the two types: “Lexical intetptions of-saseare possible only if
the root to which it is attached does not haveusative form derived in another way”
(Harley 2006a:20). In other wordg+sasecan have a lexical interpretation only if a verb

in question does not have an irregular transitivdimansitive form. For example, there
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are 16 classes of verbs that have irregular inch@atusative forms (extensively
documented by Jacobsen 1992), which involve affotasr than-saseto form causative
forms (-e- inag-e-ru‘rise’, -s- inhita-s-u‘soak, -as- irhekom-as-udent’, -os- inhorob-
0s-u‘ruin’, among others). The main point is thaasds an ‘elsewhere’ morpheme: it
appears with both lexical and syntactic causatipesyided that no other causative affix
is assigned to that particular stem. Under theseigistances a unified treatment of-all
sasecausatives is needed and, as Harley demonstaasgatactic account is the only
way to go.

Harley argues for a decompositional Late Insertiemwv of all Japanese causative
verbs, in which a verb is formed from combinatidrm@oot with a verbal functional head
that can come in different flavors. Causative vertesformed when a root head-moves to
a functional head littleaaus (which projects an external argument Agent/Causer)
whereas inchoative verbs involve head movemertiefaot to the little M=come (which
does not project an external argument). Harley shinat lexical causatives denote a
single event (similar to the English veyper) and are non-compositional, whereas
syntactic causatives consist of two events, theinglevent plus an event resulting from
it, are productive and compositional (similar te tnglish periphrastic causativesuse
x to dieor make x leave One of the consequences of these structurardiftes is that
in the formation of a lexical causative;ays is immediately adjacent to the root, but in a
productive causative cxus takes a whole vP as a complement and is not atjaz¢he

root. Consider Harley's examples and corresponsgingtures repeated below:
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(42) Table #21. Japanese lexical vs. syntacticataugsstructures (Harley 2006a:32)

Lexical causative

Syntactic causative

a. vP

DP v’
Taro-ga
RootP cAMs

DP Root
tenoura-o  kae

b. vP
DP v’
Taro-wa
vP CAVs
-sase
DP V'
Hanako-ni
RootP Vo
%]
DP Root

hansai-o tutae

Taro-ga tenoura-o kae-s...
Taro-nom palm-acc return-caus
‘Taro did it all at once’.

Taro-wa Hanako-ni hanasi-o tutae-sase-ta.
Taro-top Hanako-dat story-acc convey-caus-pal

‘Taro made Hanako convey a story’.

Recall that in the case of lexical causatives theeemany morphemes that can

compete for the realization ogzs(depending on the class the verb belongs to);-and

saseis the least specified one, an elsewhere morph8me the example (42a) above

the VI that wins the competition has the followiggtry:

(43) —=s- <> ¥aus! [ vsview vl

Since the verlzaebelongs to class VI, -s- is the Vocabulary Itemstrgpecified

for this context; the elsewhere morphersase-is blocked because a more specified

morpheme wins the competition. As for the syntactigsative in (335b), there are two

little v® heads, one introducing the external argumeiiitag ‘convey’, and the other the

Causer of the causative clause. As Harley (200pla@s, “In a syntactic causative,

head-to-head movement of the root up through its immmediately c-commanding v

and into the matrixsasev® will create a complex structure in which the mataus
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will not meet the structural description for angsial root-conditioned allomorphs of
Vcaus (31). This is the reason why syntactic causatime¥apanese are always spelled-
out with—sasé®.

This syntactic approach to both lexical and symtaz#usatives successfully
accounts for monoclausal properties of the fornmer lziclausal properties of the latter.
The presence of two vPs in syntactic causativggers the ambiguity of scope of
adverbials, quantifiers and subject control adjsnas well as the ambiguity of subject
oriented anaphors. vP has also been argued tdosesof idiomatic interpretation
(Marantz 1997), a fact that explains why only leki+sasecausatives can have
lexicalized meanings: kus —sases adjacent to the root and both of them appetrinvi
a single vP. In a syntactic causativg s —sasdas not adjacent to the root and is
separated from it by another vP layer. This analggso captures the fact that both lexical
and analytic causatives can contagase unless there is a more specified form, ke.,
saseis analyzed as an “elsewhere” morpheme. It alpta@s the impossibility of lexical
unergative causatives in Japanese: unergative aeglessentially vP with an external
argument, and lexical causatives are always foromestems lacking an external
argument.

Harley’s analysis also explains why productive edives behave as monoclausal
by tests of tense, case and negative polarity it@imsse properties can be explained by

the size of the complement thafays takes, which is either RootP or vP, neither ofclhi

8 Arad (2003) argues that vP is also a locus famadirphic conditioning: “roots can only condition
specific allomorphs of morphemes which are syntadii directly adjacent to them “ (Harley 2006a:36)
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contains the TP projection, whose functional heasl rEsponsible for licensing
nominative case and carrying tense features. Negptlarity items are licensed by Neg
head that also lies outside of vP. The unavailghii T and Neg heads in the lower
clause of productive causatives results in a siteglee, case and NPl domain.

All of the diagnostic tests described above wiby# to be instrumental in
determining the structure of the Chemehuevi caussinf two types. For additional

finer-grained analysis of morphological causativesus turn to Pylkkanen (2002).

6.3.4.3 Pylkkanen (2002): Complementsqf;¥and causative typology

Pylkkanen (2002) offers an analysis of affixal atives in Japanese and other languages
that is also based on the size of the complemetteotausative head. Crucially for her
analysis, the causative heaghysdoes not project a Causer argument, and
causativization does not always increase the nuwiterguments. According to her, one
source of crosslinguistic variation is Voice-bundli vcauscan occur either by itself or
be bundled with Voice, the functional head intradgahe external argument. In non-
Voice bundling languages, like Japanese and Finthghcausing event is introduced by
Vcaus, but the Causer is projected independently byibiee head. This is the reason
why non-Voice bundling languages have instanceso$ation without the external
argument, like desiderative causatives in Finnigthadversity causatives in Japanese. |
will show in chapter 7 that Chemehuevi is a noneédiundling language: it has

causatives without a Causer, as well as causdia@sd on unergative verbs. English, on
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the other hand, is a Voice-bundling language:et®xausativesielt, burn, closge
depend on Voice and always have a Causer. Thespomding structures for Voice-
bundling are repeated in (44a) and (44b) below:

(44) Table #22. Variation: Voice-bundling of thausative head (based on Pylkkanen
2002:75)

a. Non-voice bundling causative b. Voice-bundling
(Japanese and Finnish) (English)
Chemehuevi
Causer auser
Voicé”® [Voice, \aus]
Causee
Mus - English zero causativemélt, burr) depend on
Voice for the external argument, and always
- Vcaus introduces a causing event have a Causer
- Voice introduces an external argument - Unergative causatives are unavailable
- Adversity causatives in Japanese
- Desiderative causatives in Finnish
- Unergative causatives are available (Spec-
Vcaus)

Example (45) from Japanese illustrates a case @&loansing event is present but
the Causer is missing. The sentence can have twaings, one in which Taro causes his
son’s death (in which case Voice projects Causat)tae other in which Taro is affected
by his son’s death, but does not cause it (no Va@ioeCauser):

(45) Taroo-ga musuko-o0 sin-ase-ta.
Taro-nom son-acc  die-caus-past
(i) “Taro caused his son to die’.
(ii) ‘Taro’s son died on him’.

The second meaning is known as dldwersity readingnd is only available with

lexical causatives (Oerhle & Nishio, 1981). Pylkkarshows that the availability of both

“9The little v is a category-defining functional kieia the sense of Marantz (1997), and Voice is the
functional head projecting the external argumema{ier 1996).
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meanings is due to two different structures assediwith lexical and productive
causatives. She argues thakys can combine with (i) a category-neutral r8ofii) a vP
lacking an external argument, and (iii) a vP withexternal argumerit termed a phase-
selecting ¥aus. In Japanese, lexical causatives are root-setp(i®a), whereas
productive causatives are phase-selecting (4&d)l $how in chapter 7 that Chemehuevi
Vcaus can select for both roots and VoiceP.

(46) Table #23. Variation: Selection of the causatiead (based on Pylkkanen 2002:77 )

a. Root-selectinggaus
(English zero-causative,
Japanese lexical causative
Chemehuevi tu

b. Verb-selecting ¥aus
(Finnish—tta causative,
)Bemba eshyacausative)

c. Phase-selectingxus
(Japanese productive
causatives, Luganda and
Venda causatives)

causatives Chemehuevi tu’i causatives
/\ />\VP VoiceP
Vcaus Root Vcaus Vcaus
\Y} Root EXT
- No adverbial VP - Manner adverbs are ok for Voice VF

modification of the caused
event (*manner adverbs
beautifully)

- No intervening verbal
morphology

- Monclausal = one vP

the caused event
- *Agentive adverbs
(deliberately, on purpose
- Intervening morphology is
ok

- All adverbial modification is
fine including agentive adverb

- All kinds of verbal heads can
intervene between CAUS and
the root

- Biclausal = two vPs

With root-selecting causatives, neither adverbi@todification of the caused

event, nor verbal morphology between the causatiogheme and the root should be

possible.

For example, in Japanese the adversity causatie@ingg(a diagnostic for lexical

causatives) disappears as soon as a VP-adverwakelyor quietlyis added or when a

* Similarly to Harley’s lexical causative.
*1 Similarly to Harley’s syntactic causative.




228

desiderative morphemsdai- intervenes betweertyys and the root, i.e., as soon as the
complement of ¥aus is larger than the root:

(47) Taroo-ga musuko-o0 isagiyoku sin-ase-ta.
Taro-nom son-acc  bravely diesspast
(i) ‘Taro bravely caused his son to die'.
(i* ‘Something caused Taro to be adversdfected by his son dying bravely'.

(48) Taroo-ga musuko-o sini-taku-sase-ta.
Taro-nom son-acc die-des-caus-past
(i) ‘Taro made his son want to die’.
(i) * ‘Taro was adversely affected by kisn wanting to die’.
(Pylkkanen 2002:99)

Verb-selecting causatives require verbal morpholagiyveen the anys and the
root, and also allow adverbial modification, exciptagentive adverbs, since the
external argument is not part of the structure.sTfemba causatives allow lower scope
for non-agentive manner adverbs ldugicklyandbeautifully, but disallow lower scope
for agentive adverbs liken purposeor willingly. Also many verbal affixes (stative and
reciprocal heads) can intervene betwegq¥yand the root.

(49) Naa-butwiish-ya Mwape ulubilo.
l.past-run-caus Mwape fast
() ‘I made Mwape RUN QUICKLY".
(i) ‘'l QUICKLY MADE Mwape run’'.
(Givon 1976:343, as cited in Pylkkan@02105)

(50) Naa-mu-fuund-ishya uku-laanda iciBemba kuftriou
I-past-him-learn-caus to-speak Bemlom-purpose
() ‘1, on purpose, made him learn to spBaknba’.
(i) **I made him on purpose learn to spézmba’.
(Givon 1976:329, as cited in Pylkka2€02:105)

(51) a. Naa-tem-ek-eshya iciimuti.
l.past-cut-stat-caus stick
‘| caused the stick to be cut'.
(Givon 1976:332, as cited in Pylkka2692:105)
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b. Naa-mon-an-ya  Mwape na Mutumba.
l.past-see-rec-caus Mwape and Mutumba
‘I made Mwape and Mutumba see each bther
(Givon 1976:335, as cited in Pylkka2692:105)

Phase-selecting causatives should not exhibit athyeaestrictions with regards
to adverb modification or intervening verbal morfagwy, since they select for VoiceP. In
Bantu languages, Venda and Luganda, many morphesnestervene between CAUS
and the root causatives, including a high appheathorpheme (examples 52-53); also

both languages allow lower scope agentive modibodor causative predicates

(examples 54-55).

(52) Venda
a. —tshimbila ‘walk’
b. —tshimbi-dza ‘make walk’ CAUS
c. —tshimbil-el-a ‘walk for’ ARIC

d. —tshimbil-e-dz-a ‘make walk for’ ALLPICALJS

(53) Luganda

a. tambula ‘walk’
b. tambu-z-a ‘make walk’ Oa
c. tambul-ir-a ‘walk for’ APPLIC
d. tambul-i-z-a ‘make walk for’ APRL-CAUS
(54) Venda
Muuhambadzi o-reng-iz-a Katonga mod9oro nga dzangalelo.
salesman 3sg.past-buy-caus-Fstokga car with enthusiasm

‘The salesman made Katonga BUY THE CAR ERLY".
(Pylkkanen 2002:108)

(55) Luganda
Omusomesa ya-wandi-sa Katonga ne obu nyikivu
teacher 3sg.past-write-caus-Rédtonga with the dedication
‘The teacher made Katonga WRITE WITH DEDIG®N.’
(Pylkkanen 2002:109)
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Pylkkanen’s typology also makes predictions abbetavailability of
causativizing unergatives within an all-syntacteniework. She argues that in English
unergative causatives are unavailabl®lin cried the chiljibecause Voice and CAUS
are bundled into one syntactic head and there a/adable position for the Causee (x),
which in non-bundling languages appears in theipeof vcaus, as its other argument.

(56) Root-causativized unergative

Ahus cry

In non-bundling voice languages, like Japanesesataiized unergatives are
available:

(57) John-ga  kodomo-o nak-asi-ta.
John-nom child-acc  cry-caus-past
‘John made the child cry'.

Pylkkanen’s analysis of causatives is quite intamgsespecially because it
provides answers to crosslinguistic variation ia tiehavior of causative constructions. It
also captures the generalization that there istesatic difference between causative
verbs based on roots and those based on verbad;stethat it is compatible to Harley’'s
low vs. high-attachment causatives. For the purpo$eur discussion of the
Chemehuevi causatives, three main themes can be takm Pylkkanen’s treatment of
crosslinguistic variation ofgaus: (i) a language can have causatives of two differe

types (root-selecting and phase-selecting causatiexist in Japanese and as we will

see in Chemehuevi); (ii) in some languages caus&iseparate from the presence of an
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external argument and | will show that Chemehugwarnie of the languages that have
causatives without a Causer; (iii) in some langsgtike Chemehuevi) Voice (not vP) is

a phase, i.e., a domain of special meaning/phogolog

6.4  Conclusion: Low vs. high-attachment analysis dffixal causatives

The idea of high or low attachment of the causadifi@ has proved quite efficient in
explaining differences between lexical and syntacéiusatives in Malagasy and Tagalog
(Travis 2000), and across several other languegennius 2005). The idea has also
been extended to word formation in general: basedata from Hebrew, Arad (2003)
demonstrates systematic differences between wordsefl directly from roots and those
formed from nouns, verbs and adjectives. As Haolatg it, “Attachment of a morpheme
to a higher functional projection results in reguterphology and compositional
meaning, while attachment of the same morphemddwex projection (often the root),
results in some allomorphy and potential meaniriigy’ Harley 2006a:37). For example,
Travis shows that in Malagasy and Tagalog, lextaaisatives exhibit a range of
idiosyncrasies:
0] Semantic idiosyncrasieransitive forms of inchoative verbs often have a
non-compositional meaning (in Tagalog, inchoatuenabogneansX
explode’, but the transitive counterpaggsabogmeans ‘Y scatters X', not ‘Y

explodes X' (158));
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(i) Phonological idiosyncrasiesn Malagasy, when lexical causative morpheme
/an-/ is added to a root with an initial conson&mjon occurs and the
consonant is deleted (an + p => am), whereas ysail combination of a
consonant with a nasal results in a nasalizaticgh@tonsonant (n + p =%p)
(159);

(i)  Lexical idiosyncrasiessometimes verbs with causative meaning contan th
causative morpheme but have no inchoative countefipal agalogm-pag-
halo means 'Y mix X', but there is nthumalo ‘X incorporates’ (157);
sometimes the lexical causative is optional (inalag bothhiwa andpag-
hiwa ‘X cut Y’ are possible (160)); often a transitiverb does not have a
causative morpheme in it (Malagasyvidy ‘X buy Y’ (160)).

The syntactic causatives in both languages have abthese idiosyncrasies and are
truly productive: they always add an additional S&ytheir meaning is always
compositional ‘X causes Y to V’, and they triggegular phonological processes (ex.
nasalization in Malagasy, as opposed to fusion).

Table #24 summarizes the differences between learchproductive morphological
causatives (based on Travis 2000, Pylkkanen 2088e¥2006a, Svenonius 2005).

(58) Table #24. Summary of properties of low arghhattachment causatives

Module Lexical /root/ low Productive / verb stem/
attachment causativeshigh attachment
causatives
Phonology Idiosyncratic Regular
Morphology Irregular, Regular
allomorphy
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[72)

Semantics Compositionality Non-compositional, Compositional
meaning drifts
Availability of Incomplete Complete paradigms:
inchoative/transitive | paradigms: either ong usually both attested
counterparts can be missing
Type of causation Direct Indirect (permissive,
assistive)
Animacy No restrictions Animate Causee
Syntax Case-marking:
Causee Marked as oblique Marked as direct
Theme Marked as direct object
object Marked as oblique
Theme is Reflexive | Causer as antecedent Causmderedent
Passive Theme is subject of | Causee is subject of
passive passive
Event/ clause Single event, mono- | Two events, bi-clausa
structure clausal predicate predicate
Restrictions on the | High (unaccusative, | Low (intransitive,
base intransitive stems transitive, unergative);
only) highly productive
Availability of Possible Impossible (in Voice-
causation w/out bundling languages)
Causer
Possible (in non-Voice
bundling languages)
Scope of adverbs, | Unambiguous Potentially ambiguou
subject control
adjuncts and subject
oriented anaphors
Iteration None Possible stacking
Morphosyntax | Intervening None Possible (ex. aspect

morphology betweern
CAUS and root

morphemes,
applicative, etc.)

This summary provides a general framework for thdysof Chemehuevi

causatives. In chapter 7 we examine causative wei®@semehuevi, with several

theoretical questions in mind: Where do Chemehoausatives fit typologically? Are

they monoclausal or biclausal, low-attachment ghkattachment? We will examine
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evidence from phonology, morphology, syntax andas#ros to show that indeed both
types of causatives are attested in ChemehueviviWalso address issues related to the
case marking and syntactic status of the argunodérisusative verbs. The answers to
these questions help place Chemehuevi causativemhe typology of causative
constructions, and also shed light on several gtmad issues in the study of affixal

causatives.

6.5Notes for community use: How use the causative cdnsction ‘make something’
in Chemehuevi

In this part of my dissertation, | discuss two tyjé causative constructions in
Chemehuevi. The first type is used when one isrtglebout making things, like building
a house, sewing a shirt, or baking bread, andadsdé using two separate words like in
the English examples, Chemehuevi has an optiorpressing the idea in one word.
Consider several examples below: a root, refetiorttpe object being made, is followed
by the causative endinrgu, with its variants-ntu, -ru and-tsu/-tcu(the type of ending
must be memorized for each word).
(59) a. huvitu

song-make

‘sing’
(60) a. wanau

web-make
‘make a web

b. taruga
heat-making
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‘it's hot’

C. patsawl
moccasin-make
‘make moccasins’

d. havitlaau
bed-make
‘make beds’

(61) a. naro’oatu
shirt-make
‘make a shirt’

b. kwasutu
dress-make
‘make a dress, put on a dress’

(62) a. wihitcu
knife-make
‘make a knife’

b. sontcu
nest-make

‘make a nest’

C. kanisu
house-make
‘make a house’

After the word of making something is formed, éhlaves like a regular verb and
can take regular verbal endings, likeguin the examples below indicating that an action
described by the verb has taken place.

(63) Kimantsia pagaptu-ngu-su.
other shoe-make-mom-again

‘Other moccasins he put on again’. (JPH&CIHorned Owl:7)

(64) Haita-’'umi haviti-aad-ngu-ntsi  hahavi.
then-they bed-make-mom-after dawn
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‘Then having made their beds, they lay down’.
(JPH&CL,Two Date Worm Girls17)

To describe how something is made, put the wosdrilging the manner of action

in front of the causative construction, as in exngp5):

(65) NuUni piya-n hautci samatal.
my  mother-my good/well bread-make
‘My mother makes good bread’, ‘My motherkesa bread well’. (JHJ)

The other type of the causative construction haganing of ‘to make someone

do something’ and uses endi’i. We will consider it in detail in the next chapter
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CHAPTER SEVEN

CHEMEHUEVI CAUSATIVES: STRUCTURE AND TYPOLOGY

In this chapter, | view the two types of causatreebs in Chemehuevi from the
perspective of the Low vs. High Attachment Hypotbelsclaim that-tu causatives are
root causatives and because in their case thetocaufianctional head attaches directly to
the root. It is located within the same phase withroot and can be influenced by its
idiosyncratic properties, resulting in allomorpmdaavailability of non-compositional
meanings. On the other hand, the'i causatives are high attachment; they are a result
attachment of the causative head to a derived ivetbia (VoiceP in the case of agentive
verbs). Since in my definition the first phase iarked by the Voice head, the high
causative-tu’i lies outside the boundaries of the first phasetand cannot have access
to the root and its features. This results in regayntax and semantics of the!'i

causatives, as well as in the absence of allomorphy

7.1 Low vs. high attachment causatives in Chemehuev

As the literature on affixal causatives indicates, differences between lexical and
productive causatives in languages like Japaneataddsy and Tagalog can be
explained in terms of low vs. high attachment & thusative morpheme (Travis 2000,

Pylkkanen 2002, Svenonius 2005, Harley 2006ahigwork | avoid the terms ‘lexical’
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vs. ‘syntactic’ primarily on the theoretical growmavithin the framework of Distributed
Morphology, there is no Lexicon, in the traditiosahse of the term, and all words,
especially morphologically complex ones, are baikyntax (Halle and Marantz 1993,
Harley and Noyer 1999). Consequently this systegsamt account for the properties of
what we traditionally call ‘lexical’ causatives bgying that they are built in the Lexicon,
and thus are fundamentally different from ‘synteiatausatives that are built in the
syntax. The differences are explained by positiffgreént structures for the two types of
affixal causatives, particularly by the structysakition of the causative affix. When it is
attached directly to the root (i.e., ‘low attachmigrhe resulting causative verb often
exhibits allomorphy, idiosyncratic meaning and m@strictions on the combinatorial
possibilities (for example, only unaccusative steas be lexically causativized in
Japanese). High attachment of the causative momphemthe other hand, results in
regular morphology, compositional meaning and ugwary productive attachment.
Recall that Arad (2005) formulates this localitynstraint on the interpretation of roots in
terms of phase theory, defining phase as rootigoageforming functional head. | have
argued before that in Chemehuevi category formeagls ¥, i’ and & do not mark the
first phase, but rather Agent-inroducing head Valoes. In section 7.1.2, | will present
more evidence for my definition of phase.

Another crucial difference between low and higlaetttment causatives is their
event structure: low attachment causatives areepasd as monoclausal predicates
consisting of a single event, whereas high attachmeusatives are biclausal and contain

two events, that of cause and that of effect. infthlowing sections, | present evidence
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from Chemehuevi phonology, morphology, syntax ardantics to establish that
causatives formed from roots consist of one vP/&BT; whereas causatives formed
from verbal stems consist of two vPs/VoicePs. Befege turn to the analysis of
phonological, semantic and syntactic differencas/ben the two types of causatives in

Chemehuevi, let us establish where Chemehuevi taesdit typologically.

7.1.1 Chemehuevi is a non-Voice bundling language

Recall from our discussion of Pylkkanen’s (2002)aipgy of causative constructions
that in some language the causative headais separate from the Voice head that
introduces the external argument, the Causer/Agetdim that Chemehuevi is a non-
Voice bundling language because (i) there are taeszerbs without a Causer, (ii) we
can causativize unergative and transitive verbs.

Sentences in ()-() below exemplify causatives aitha Causer: there is a causing
event, but no external Causer, and the Voice heeatisent from the causative derivation.
Notice that bothtu causatives (example (1)) artd’i causatives (example (2)) can
appear without a Causer, as is predictable in avmoe bundling language.

(1) Iva asi-huvitu-wa.

here salt song-caus-pres

‘Salt song is going on’. (JHJ)
(2) Sunawa-vi kani-gai-mi-yu wkaimu-wa'i-va,

coyote-NPN.nom house-have-usit-past compaitty-8369/poss
‘Coyote was dwelling with his company

*2 Recall that non-agentive verbs formed lyand \secome do not have a Voice projection.
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thvi-pU-a tugtiy'i -kwa'i-k’a.
earth-NPN-obl hungry-cause-away-perf
when it was hungry times on earth’.
(JPH&CIGila Monster Gets Killedl)
(3) Causatives without a Causer

vP
vP \eaus
-tu’i
RootP BEV
-O-
DP Root

thviplla tagu-
‘earth”  ‘hungry’

Examples in (4) through (6) demonstrate that agenterbs (unergative, transitive
and ditransitive) can be causativized with thgi causative, an option that is only
structurally available to non-Voice bundling langea because Spec-VoiceP hosts the

Causer and Spec-¥R)s can host the Causee (see the diagram in (8) foluatration).

(4) Umi-(k) manga-y na’untci-tci-a  winamitu’i -y.
2sg-cop 3sg.anim.vis-obl girl-NPN-obl  nda-caus-pres
‘You are making the little girl dance’. (JHJ)

(5) Moa-n naadni  tahi-ya pakaa-kai--ka-tU.
father-1sg 1sg.obl deer-obl kill/sg.obHpcaus-past
‘My father made me kill the deer’. (JHJ)

(6) Manga-(k) nauni - ami punglkira maga-katu’i -ka-td.
3sg.anim.vis-cop 1sg.obl 2sg.obl dog-NPN-ahVe-perf-caus-perf-nomin
‘He made me give you a dog’. (JHJ)
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(8) Causativization of an agentive verb

VoiceP
Causer Voice’
vP  ive®
VoiceP cAUS
i
Causee Voice’
vP Voice
-O-
RootP oY
-O-
Root
wunimi-
‘dance’

With these points in mind let us turn to differest®tweentu causatives and

-tu’i causatives, focusing on the availability of morgihmnological allomorphs first.

7.1.2 Morpho-phonological differences between e tiypes of causatives

As we have seen in the introduction to chaptert@&mattached to a root, the
Chemehuevi causative markers have several alloraoRyess (1979) identifies several
processes at work here. The first is a phonologicatess of palatalization: in

Chemehuevi /t/ becomes palatalized after the fvomtel /i/, and consequently the
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causative morpheméwri- becomestcu’i-, and-tu- -- -tcu->>. This process, however,
generally does not affect causatives formed frombalestems, only those formed from
roots. Consider examples below: the palatalizatide applies when the causative
morpheme is added to the roetthi- ‘knife’ and soni-‘nest’ in (9), but does not apply
when it is added to verbal stemskwt ‘run’ andyawr’i- ‘carry’ in (10).
(9) a. wihitcu'i-

knife-caus

‘make a knife’ (Press 1979:63)

b. sontcu-ga

nest-caus-prt
‘making a soft, fur-lined nest or derkélia rabbit's)’ (OCD)

(10) a. Nuu-k manga-y nukwi--v.
1sg-cop 3sg.anim.vis-obl  run-cpast
‘I made him run’.
(Press 1979:66)
b. na-yawi'tui
self-carry-caus
‘send’ (OCD)
The second process is morpho-phonological nas@lizea morpheme-initial
consonant is nasalized if the preceding morphem&asts a nasal feature (Sapir 1930,
Press 1979). The nasalized consonant carries délge feature of the original morpheme-
initial consonant, for example /p/ > [mp] and tmemains bilabial, and /t/ > [nt]
remaining alveolar. If the causativg- or tu’i- are preceded by such a morpheme, they

are pronounced astu- and ntu’i- respectively. Similarly to palatalization, nasatinn

is only attested in roott4ys environments:

%3 Some speakers pronourtcasts (IPA [ ] as [ts]).
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(11) a. naro'atu
shirt-caus
‘make a shirt’
b. takwintui
circle-caus
‘encircle’
. kwasuntu
dress-caus
‘to get dressed’ (OCD)
Finally, Chemehuevi morpheme-initial stops undesgmantization if the
preceding morpheme contains a spirantization fegtsapir 1930, Press 1979). In the
case of the causative morpheme, the initial /tbbrexs [r] and thus we have allomorphs
-ru’i- and fu-. Examples in (12) illustrate this pattern, aneptlalso confirm that the
spirantization rule, like palatalization and nazatiion rules, affects causative affixes

attached to rooté

(12) a. taru’i -g’ah
heat-caus-ing

‘It's hot.” (as in hot weather) (Laird 1976:322)
b. wanau

web-caus

‘make a web’ (OCD)

** There is an example of the ‘root’ causative afiegho a nP, an indication that nPs are not phimses
Chemehuevi.
(i) paga-pUru-ngu-su

shoe-NPN-caus-mom-again

‘...(he) put on moccasins again...’ (JPH&CHorned Owl 7)
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This systematic difference between root causatwelscausatives formed from
verbal stems in the application of phonological armapho-phonological rules suggests
that the two classes of causative constructionstaneturally different.

| claim that-tu causatives are low attachment and constitute weateone
vP/VoiceP, whereastu’i causatives are high attachment and consist ottwats, two
vPs/VoicePs. The first piece of evidence for thésne comes from the application of
palatalization, spirantization and nasalizatiorsuh other contexts.

Let us consider another context in which palatébra spirantization and
nasalization regularly apply in Chemehuevi. A geadmple of these processes is
alternations of the nominalizeii- and related to it palatalizettd-, nasalizednti- and
spirantized Hi-. Representative examples are given in (13) below:

(13) a. moharad
bitter-nomin
‘bitter’ (Press 1979:61)
b.palatalized

mi'aupitcU

small-nomin

‘small’ (JHJ)
c. nasalized

mutchuati

strong-nomin

‘strong’ (JHJ)
d.spirantized

augad

new-nomin
‘new’ (JPHE,GHorned Owl 6)
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Recall from our discussion of attributive modificet in chapter 4 that the

nominalizertii attaches above category forming heddsnal V, that do not constitute a

phase. Regular morpho-phonological rules of nastdia, palatalization and

spirantization apply in this context due to thaeliment of the head within the same

phase. The same morpho-phonological rules do r@y aghen a corresponding element

attaches further up the tree from the root. We &radear illustration of this rule in

comparison between the following pairs: in (14&) tiominalizer hattaches to the vP

nukwi-‘run’ triggering palatalization; however in (14the causative affix attaches above

Voice and the causative morpheme does not undetigtafization. The phase

boundaries are marked with dotted lines.

(14) Table #25. Availability of allomorphy: low veigh attachment of a functional head

a. nukwitcl b. nukwitu’i
run-nomin run-caus
‘running one’ ‘make X run’ (JHJ)
vP
nP ™~ VoiceP Maus
-tu’i
v Voice’
-tci S -
RootP v ". VP "*>.Voice
-O-
Root RootP 36
nukwi- - @-
Root \
nukwi '

When we go back to root causatives, it becomes thheha similar distinction is

at work: when the causative morpheme is attachedttlf to a root, all regular morpho-

phonological rules apply, producing a number afralbrphs depending on the stem to



246

which the causative affix applies. In (15) belowgjJe the representative derivations for

low attachment root+aus verbshuvitu-‘sing’, wanaru-‘make a web’naro’ontu-

‘make a shirt’, andanitsu ‘make a house'.

(15) Table #26. Derivations for Chemehuevi rootsadives with allomorphy

(a) huvi-tu- (b) wana-ru- (c) naro’o-ntu- (d) kani-tsu-
song-caus web-caus shirt-caus house-caus
‘to sing’ ‘make a web’ ‘make a shirt”’ ‘make a house’
VoiceP VoiceP VoiceP VoiceP
Causer Voice’ Causer Voice] Causer Voice’ Causer Voice’
vP Voice vP Voice vP  Voice vP Voice
Root ¥aus Root ¥Aus Root ¥Aus Root ¥AUs
huvi- -tu- wana- -ru- naro’'o- -ntu- kani- -tsu-
[+sprnt] [+nasal]

In derivation (15a), root incorporates into a fuocal head little ¥ays forming a

causing event. During Vocabulary insertion, the &mdary Itemhuvt is inserted as a

Root and VI tu for little vcaus, This allomorph of ¥aus is inserted when the v head

attaches directly to the root and there are no hghonological features involved.

(11)-tu- <> vcaus/ [ Root__]

Examples (15 b and c) involve cases when the ra@ahmorpho-phonological

feature, like [+sprnt] or [+nasal], that influendée phonological realization of a

particular morpheme. Within DM, cases like theseaucounted for by a set of

readjustment rules “that have the form of phonaabrules and apply to morphemes

after Vocabulary insertion” (Halle and Marantz 19%8B). Thus at Vocabulary insertion,

the verbs in (15b) and (c) will all havéu inserted for ¥aus;, however, at PF this affix
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will undergo a readjustment dependent on the enment where it occurs. The
readjustments discussed above are represented:below
(16)t—» r/ RoOOt sprnT__
(17)t &> nt/ RoOt[ nasay

In fact, these rules apply not only to the causadiffix, but in several other
environments (ex. nominalizett has forms-ri and—ntu,as well as the palatalized
tsl). As for the example (15d), the rd@ni- does not have any features relevant to the
insertion of ¥ays, and that is why the least specified VI for a edive attached directly
to the rootss-tu-, is inserted. The palatalization <fi- occurs in the PF component of the
grammar-.

Now let us consider a derivation of a high attachhoausative verlwinumitu’i-
‘make someone dance’. Here a causing event, penjdnt \taus is added to an existing
event, headed by its own ‘little’ v, resulting ibclausal structure. Since the veldnce
is agentive, ¥aus selects for an Agent-projecting Voice head, whsysecifier is filled by
the Causee. The phase boundary is marked withteddate.
(18) a. winumi-tu’i

dance-caus
‘make someone dance’ (JHJ)

% These facts could also be viewed as ‘level ordeeiifiects’ in terms of lexical phonology (Kiparsky
1982, Mohanan & Mohanan 1984), explained hererimseof Phase Theory, since in DM there is no
lexicon in which to construct “lexical” phonology.
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b. VoiceP
Causer Voice’
vP Voice

VoiceP cAUs

-tu'i
Causee Voice’
vP T*~._ Voice
\\:Q-
RootP DY phase boundary

-O- \

Root

wundmi- '

The root undergoes successive cyclic incorporatitmvpo and \eaus. At the
point of Vocabulary Insertion, the root is realizsithe Viwiunumi-‘dance’, but none of
the VIs for \taus that are specified for roots can be inserted imow-ays here since it is
not adjacent to a root, and more importantly agacibove Voice, i.e., above the first
phase. | suggest that thisaysis spelled-out as an Elsewhere causative morphaie,
inserted as a realization ofA¢s in the underspecified cases.

(19) -tu’i- <> vcaus / elsewhere.
All Vocabulary Items for ¥aysare summarized in (20) below:
(20) Vocabulary Items foraaus:
a. -tu-<>vcaus/[ Root ]
b. -tu'i- <> vcaus/ elsewhere
There is more evidence that palatalization applieger adjacency to the root.

Compare examples in (21)-(22) below: palatalizatipplies only whengaus is
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immediately adjacent to the root. In example (823, oblique markeryaintervenes
between the root and causative head and palatahizébes not occur.

(21) kani-tsu-vaa
house-make-fut
‘will make a house’ (JPH&CL,Coyote Carries His Own Housg)

(22) tsuupikani-ya-tu-'u
tipi-house-obl-caus-past
‘he made atipi’... (JPH&CL, The Struggle Over The Mand)
Also nasalization of gays can be triggered by a momentaneous aspect morpheme

—ngu-in high attachment causatives. This is predicexhbse the two functional heads
are adjacent and both occur above phase-delimitig/ These are the only attested
examples of nasalization of a high attachmenty
(23) panangka-ngu-ntu’i -v’a

come down-mom-caus-fut

‘will cause to descend’ (JPH&CL, Bat Killed Rattlesnake24)
(24) uruwangu-ntu’u

go-mom-caus.past

‘caused to go’ (JPH&CL,Coyote Is Going To Get Antsi Sed8)
(25) togwaingu-ntu’i -mia

half-mom-caus-usative
‘(he) filled (it)’ (JPH&CLOwo Date Worm Girls6)
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(26) vP
AspP cAVs
-ntu’i
VoiceP Asp
_ngu_

Voice’' [+nasal]

vP~._  Voice

The next set of examples provides further evidéacdefining phase in terms of
Voice in Chemehuevi. In examples (27a)-(27c) belin,high attachment causative verb
is nominalized with the familiar nominalizetiiand, unlike in examples (13) above, in
this high attachment contextl is not subject to root-conditioned allomorphy s i

predicted from its position outside the first phase

(27) a. Manga-k aipa-tci kaa-pi-a kurukwi-tu’i-kas.
3sg.anim.vis-cop boy-NPN.nom -@&UPN-obl break-caus-perf-nomin
‘The boy broke the cup’. (JHJ)
b. NGdni  mua-n manga-y aipa-tci-a pungu-tci-a

1sg.obl father-1sg.nom 3sg.anim.visai. NPN-obldog-NPN-obl

tuka-pi-a maga-ka-tu’i-kia-
food-NPN-oblgive-perf-caus-perf-past

‘My father made the boy give the dogdoo
(JHJ)
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c. Hu-ung manga-y nahumpa tukvo-vi-a
emph-3sg.anim.invis 3sg.anim.vis-ameself meat-NPN-obl

tugu’uni-kai-tu'i-katd.
cook-perf-caus-perf-nomin

‘He made her cook the meat by herself'. (JHJ)

In this section we have seen that in Chemehueviditachment causative verbs
differ from high attachment causatives in the aggtlon of several morpho-phonological
processes. We have established that palatalizatgsalization and spirantization apply
to the causative head attached directly to thelveoause they appear within the same
phase. Since the high attachment causatives arefbby a phase-selectingays (in
terms of Pylkkanen 2002) that attaches above Voic@llomorphy is observed. Notice
that this low vs. high attachment analysis explaioih the presence/absence of
allomorphy in the two types of causatives, as aglthe cross-linguistic observation that
high attachment (‘syntactic’ in traditional termiagy) causatives are dyadic, i.e.,

involve two events (more on this in section 7.3.3).

7.1.3 Semantic differences between the two typesosatives

The literature on affixal causatives (Harley 200Bayvis 2000 among others) argues that
low attachment causatives are subject to semamtidexical idiosyncrasies: (i) they can
have idiomatic meanings, (ii) they may have no oatlve counterpart, (iii) sometimes

they are optional.
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Chemehuevi root causatives exhibit several of tipesperties. First of all,
several of them demonstrate the presence of nopasitional meaning. For example,
the combination okwasu-‘dress’and causativentucan mean both ‘make a dress’ and
‘to dress, to put on a dress’, even though a vienjlar causativenaro’o-ntucan only
mean ‘make a shirt’, not ‘put a shirt on’:

(28) a. kwasu-ntu

dress-caus

‘put on a dress’, ‘make a dress’ (OCD)
b. naro’o-ntu

shirt-caus

‘make a shirt’ (OCD)

A similar situation is attested in the next grodigwamples: the incorporation of
the roottugwa-‘night’ into vcaus results in a low attachment causativgwa-ru®i
which can have two meanings. In examples (29), awe la compositional meaning ‘the
night came’/‘it became night'.

(29) a. tugwaru’ “i-k"ai-ngu
night-caus-perf-mom
‘(it) became night’ (JPH&CL, Coyote Is Going To Get Antsi Seéd)

b. togwai-tugwaru’ "i-wai-ngu
half-night-caus-get-mom
‘when it got to be midnight’ (JPH&CL, Coyote Gets Duck For A Doctor)

c. tastia-tugwau’ "i-wa’i-ngu
dawn-night-caus-get-mom
‘when it was getting to be early morring
(JPH&CL,Coyote Fetches The Everlasting Water
d. tugwaru’i -nti-paa
night-caus-nomin-water
‘night water’ (place name), literallyigit-causing water’ (o) ®:
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However, there is also a more idiomatic meaninglavi: in examples (30),
tugwa-ru’i means ‘to spend the night’,
(30) a. Haita-umii tugwma’ “i-yQ.
then-3pl.anim.invis night-caus-past
‘Then they spend the night'. (JPH&CL,Chipmunk Killed Tutusiwi#)
b. HUw'uvaa-rami tugwaar “i-v’a
there-1pl.incl night-caus-fut
‘There we will spend the night. JPH&CL, Coyote Kills His Mother-in-lan?2)
c. Haita-umi ‘uva’  tugwa Vi-yQ.
then-3pl.anim.invis there  night-cquast
‘Then there they spend the night'.
(JPH&CLBIluebirds Went To War With Wo#)
In the next group of examples, there are seveedlfes of non-compositionality.
First of all, the combination of a roedu- (whose meaning is unclear but is related to
something internal/ psychologi¢dland the causative affix gives a meaning of ‘iakh

and further ‘to like’ and ‘to hate’:

(31) -suntu’i
‘think’ (OCD)

(32) ha’-suntu’i
good-think
‘like’ (OCD)
(33) U’'vli-suntu’i
bad-think
‘hate’ (OCD)
Furthermore, there is no non-causative countegdauintu’i ‘think’, and

consequently no non-causative formsafusuntu’i‘like’ and ’'visuntu’i‘hate. Clearly

% Consider related formsu-mai‘remember’ su-awagaiwant’, -su-mpafeel’: all of these are psych
verbs, but the meaning str is not clearly identifiable.
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these root causative verbs are lexicalized, iavghundergone a meaning drift and are no
longer compositional.

Among semantic idiosyncrasies of low attachmensatives, Travis (2000)
mentions that sometimes they are optional, i.prpductive causative is available in the
language. Consider the next pair of examples fréven@huevi: the same raakwi

‘circle, coil’®’

Is attested with eithemtui or —tu’i, which indicates that (34) is an
example of a root causative because of the avigyatf nasalization, and (35) is an
example of high attachment causative. We can tberefssume that the low attachment
variant is optional.
(34) takwintui
circle-caus
‘to encircle, to circle around something’ (OCD)
(35) takwitu’i -ngu
circle-caus-mom
‘to encircle, to circle around something ’ (JPH&CLThe Horned Owl6)
When it comes to the high attachment causativesyéhleir meaning is always
compositional and both intransitive and transifimens are always available. Below are
several inchoative/transitive pairs from Chemehuevi
(36) ‘burn’
a. Haga-ngu-ntsi na’®i-ka-ti  ‘ivanti?

what-mom-NPN burn-perf-nomin here
‘What was burnt here?’ (JPH&CLCoyote Imitates Antliaril)

" Another example with this root:
(i) takwi-tsupa-ga
circle-slip loose-prt
‘winding around a person's legs, sdigarson flinging legs or snake flinging coils’ (OCD)
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b.na’di-tui -kai-yl
burn-caus-res-pres

‘having made a fire’ (JPH&CL, TwoDate Worm Girls17)
(37) ‘boil’
anhoyoga
boil
‘bolil, intrans.’ (OCD)
b. Pa-ya-ukwa noyod'a-tu’i -kartri-mu.

Water-obl-3.inianim.invis boil-caus-they
‘They were sitting, boiling the water’
(JPH&CCrow Is Made Black11)
(38) ‘hang’

a. ‘uni-ngu-ntsi wuyu"a-tu'"i-k’ai-na-vii  ‘uva’ana wayu"a-kai-ngu-mi-yd...
do-mom-after hang-caus-perf-nominspoes top of hang-perf-mom-anim/subj-pres
‘Having done so, over his thing thathael hung he would hang ...’

TwoDate Worm Girls 11)
(39) ‘lie vs. lay’

a. Haita-’'umi havita-ru-ngu-ntsiha-havi.
then-they bed-make-mom-after m@m-

‘Then, having made their beds, they laywd'. TwoDate Worm Girls 17)

b. napuwi-a-'umiha-havi-tu’"i-k*a-tsi...
old man-obl-they mom-lie—caus-past+afte
‘having lain the old man down, they...’
The Man Who Was Rooted To The Eazh

(40) ‘break’
akirukwi
break
‘break’ —tran (stick/bone) ¢éBs 1979, 160)
b. Manga-k aipa-tci kaa-pi-a kurukwi-tu’'i -ka-ta.
3sg.anim.vis-cop boy-NPN.nontup-NPN-obl break-caus-perf-nomin
‘The boy broke the cup’. (JHI)

Low and high attachment causatives also differ wepect to expressing direct
vs. indirect causation. Direct causation expreasgisect and immediate relation between

actions of the Causer and the caused event; indiagisation often implies that the
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Causer was indirectly involved in the caused evient,permitted something to happen
or assisted in it happening. Svenonius (2005) explde difference between the two
types in terms of event structure, “ ...indirect i is the result of juxtaposing two
events, the causing event and the caused ever aitect causation is the result of
fusing two subevents into a single event” (4).

This distinction is found in the Chemehuevi dataydigh attachment causative
verbs have assistive or permissive meanings, aatsin glosses as ‘let do X’ or ‘tell to
do X'. Below are several examples from Harringthdf notes:

(41) kuna-pikatu’i -tsi-wa’i-sampa
fire-touch-caus-prt-neg-only
‘only without letting it touch fire’ (JPH&CLTwo Date Worm Girls5)

(42) pa-pafj-tu"i-tsi
mom-walk/pl-caus-prt

‘having let them go...’ (JPH&CL, The Struggle Over The Man®3)
(43) waydtatu’ Vi-.

hang-caus-

‘letting it hang...’ (JPH&CL,Coyote Kills His Mother-in-law8)

(44) tugagaiu’ "i-yu
seed gather-caus-past
‘tell to come gather seeds’ (JPH&CL,The Struggle Over The Mand4)
So far we have seen that the two types of causatiies in Chemehuevi differ
systematically in their morpho-phonology and semeanRoot causatives are subjects to

root-conditioned allomorphy and meaning drifts, Mligh attachment causatives do not

have allomorphs and their meaning is always futljnpositional. In the next section |
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will present syntactic differences betwedn and—tu’i causatives in Chemehuevi that

stem from their clause and event structure.

7.1.4 Differences in the clause/event structured&mwce from syntax and

morphosyntax

In this section we consider a cluster of morphotagtic properties that distinguish
between low and high attachment causatives in Cheew that come from the
differences in their clause and event structunest e consider case marking,
passivization and reflexivization of high attachmeswusatives to establish that they are
biclausal in structure (by this | mean that thegtam two vPs). These tests can only
apply to causativization of transitive clauseshaf type ‘make x do y to z’, where x is
the Causee and z is the Theme. None of thesectstspply to Chemehuevi root
causatives since they are of the type ‘make x’,relxdas the incorporated Theme, and
they can only contain one vP. However, there aneraests (like intervening verbal
morphology, adverbial modification, and availalyilidf causative iteration) that can be

applied to root causatives, to which we will retinrsections 7.1.3.2. and 7.1.3.4 below.

7.1.4.1 Case marking, passivization and reflextzaof causative verbs
As we discussed in chapter 6, monoclausal andusialacausatives formed from

transitive verbs can differ with respect to caseking of the Causee and the Theme. In
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the monoclausal type, the Causee is marked oblanpethe Theme is the true object of
the causative verb, marked with the accusative, taggering object agreement, and
becoming a subject if the causative is passividadthe other hand, in the biclausal
causatives, the Causee is the true object of theedeverb, having all the corresponding
properties.

Case marking in Chemehuevi is opaque with regartset differential status of
Causee and Theme, because all non-subjects ixraktuses are marked with the
oblique case. Only one NP is marked with the notiviaacase, and in all causatives it is
the Causer. In this sense, both root causatives-88AUS causatives have only one
case domain. Examples below illustrate the pattgtim root causatives (45),

causativized intransitive (46) and ditransitive)(¥&rb stems:

(45) Nudni  piya-n heilgamita’a-ru-@.
1sg.obl mother.NPNom-1sg good bread-caus-pres
‘My mother makes good bread'. (JHJ)
(46) Umi-k manga-y na'cintci-a wunumi-tu’i-yad.
2squom-cop 3sg.anim.visbl girl-NPN-obl dance-caus-pres
‘You are making the little girl dance’. (JHI)
(47) NOdni  mua-n manga-y aipa-tci-a pungu-tci-a

1sg.obl father-1sgom 3sg.anim.vissbl boy.NPNebl dog-NPNebl
tuka-pi-a maga-ka-tu’i-ka-tu.
food-NPNebl give-perf-caus-perf-past
‘My father made the boy give the dog food'.
(JHJ)
The availability of only one nominative case domigiexplained under the

assumption that nominative case is licensed by ,since ¥ays takes VoiceP or RootP
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one Tense domain. The corresponding derivationprasented in (48).

(48) Table #27. Case and Tense licensing in Cheawehoot and verb-stem causatives

a. root causative

b. verb-stem causative

TP

Causer T
[nom]
VoiceP T
[pres], [nom]

dauser Voice’

TP

Causer T
[nom]
VoiceP T
[pres], [nom]
EAUSER Voice’

vP Voice vP Voice
ROOtP cXus VoiceP cXus
Root Causee Voice’

vP Voice

RootP cxus

Root

The examination of passivization of the transitreeb stem causatives is more
revealing. Passives in Chemehuevi are formed \wihpassive morphemel- and the
subject of the passive verb is marked with the mative case. As examples below
indicate, when v+CAUS verbs are passivized, tharids ‘anything’ and ‘crow’ are
marked with the oblique case and thus cannot bsuhgcts of the passive verb. The
Causee is not present as an overt NP in these éasnbpt appears as a subject

agreement marketumd- ‘3anim.pl.invis’ in (49).
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(49) Nanaga-ru’'a-pu-tsa- tukaw’i-ti -na-umu-vi
stuff-give-nomin-NPNobl eateaus-passnomin-3anim.pl.invis-past
‘Anything that they were given to eat,
katsuamui tuka-ka-wa'i-kwa Sunawa-vi-a nakai-mu
not-3anim.pl.invis eat-PL-not-PAST Coy®®N-obl company-NPNXom
they did not eat, the Coyote’s company’.
(JPH&CICrow’'s Being Made BlacKL0)
(50) ‘Atapu-tsi-a tupa-gaw’i -tu-pu

crow-NPNebl black-beeaus-passnomin

‘Of Crow’s being made black’.

(JPH&CCrow’s Being Made Blackt)

Since with passivized causatives the Theme renudiiigue and subject
agreement is with the Causee, we can concludeCtuatee is promoted to the subject
position and is the true underlying object of tleelvstem causatives, an indication that
the latter are indeed biclausal, i.e., consist dédast two vPs.

Turning to reflexivization of the Theme, recall tia most languages when the
Theme is a reflexive, it can be co-indexed onhhwite Causer in monoclausal
causatives, and only with the Causee in biclausasatives (Marantz 1984, Spencer
1991¥% The data from reflexivization in Chemehuevi sisygehattu’i verbs are

biclausal. In the first example, reflexive/recipabprefix na- is co-referential with the

Causee only; the sentence literally means ‘I mhdmthit each other on the head'.

(51) Naad na-ma-ntuaumd tco-kwiptari -vU.
1sg.nom refl-with-toward-3pl.anim.invigead-hit-caus-past
‘| bashed them together.’ r¢Bs 1979:51)

%8 |n Japanese, because of the long-distance ndittine subject-oriented anaphzbun it can have both
Causer and Causee as an antecedent, but only liicthasal causatives, indicating that they indeade
two subjects and two clauses (Shibatani 1973 arotimeys).
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In (52) again the Causee ‘net’ is the only antenedéthe reflexivena-:

(52) Tasua-gwa’i-ngu, na-ma-ntd'a-nguntu’"i-pi-'ukwa-'ungwa
morning-get-mom self-by hand-towards-meams-prt-3inanim.invis-3anim.invis

wana-ya'ukwa-ya.
net-obl-3.inanim-obl

‘When it got morning, he made the net congetiber = brought (the ends of) the net
together’.
(JPH&CLCoyote Pounded His Own Kne&&S)
The next example also supports biclausalitytwi verbs: the reflexive pronoun
nahumpan an adjunct phrase ‘by oneself’ is co-referdrdrdy with the Causee, not
with Causer. The position of the Agent-orientedeztlial between the Causee and the

Theme suggests its low attachment:

(53) Hu-ung manga-y  nahumpa tukvo-vi-a tugu’uni-katu’i -ka-td.
emph-3sg.anim.invis 3sg.anim.vis-obl oneselfmeat-NPN-obl cook-perf-caus-perf-nomin
‘He made her cook the meat by herself'.

*He himself made her cook the meat.’ (JHJ)
We also find an example in which reflexime- is co-referential with both Causer
and the Causee. The example in (54) is ambiguotisirthe reflexivena- can have both

Ann (Causer) andohn(Causee) as antecedents.

(54) Ann Johni  na-ha’i-swntu’i -ngu+u’i -va.

Ann John(obl) refl-good-think-mom-causspa
‘Ann made John like her/himself'. (Pre€5Q: 49)
This sentence behaves exactly like a Japanesaibatleausative — the ambiguity
of the reflexive suggests that there are two ‘sttsjen the domain accessible to the

anaphor, Causer and Causee. The availability obiwding domains may be explained

by the presence of two causatives, a root causatiitéi forming the vertha’'tisuntu’i



262

‘to like = to think well’ and the verb stem causatformed when the root causative is
further causativized. Reflexivea- is bound bylohnin the inner clause, giving us the
meaning ‘John liked himself’, which is predictalfieoot causatives are monoclausal.
However, since the Caus&nncan also bind the reflexivea-,we have to assume that
the upper causative VP is also within the sameilgndomain, i.e., the Chemehuevi
reflexivena- is a long-distance anaphor.

The example in (55) also shows that the reflexaue lze bound by the Causer,
however the reflexive is part of an adjunct phrasar/by/next to himself’ and must be
attached above the lower vP, in other words thérgte is not a counter-example to the
established pattern of the way reflexivization veonk causative verbs.

(55) Haita-'ungwa ava’'atu-mi-a naga-wu-a
then-3sg.anim.invis many-anim-obl mteegpl-obl

nahumpa’'umu pa-pagai "i-tsi...
oneself-3pl.anim.invis mom-go along-caus-prt
‘Then he let many mountain sheep pass bytoeximself'.
(JPH&CLCoyote Pounded His Own Knesb)
To conclude this section, we have seen that verb sausatives in Chemehuevi
demonstrate several features of biclausality: figwthe verb is passivized, the Causee
becomes the subject of the passive, marked withdhg&native case, and (ii) when the
Theme is a reflexive, the Causee can be the ardgatéace., the subject of the inner
clause.
Root causatives cannot be evaluated by the tegtassivization and

reflexivization due to their clause structure. badtely, there are other tests developed in

the literature, which can be applied to root causatto establish their inner structure.
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Among these are intervening verbal morphology sitepe of adverbs and the

availability of causative iteration.

7.1.4.2 Intervening verbal morphology

One of the features that distinguish between lowvtagh attachment causatives is the
availability of intervening morphology between teusative morpheme and the root.
Low attachment causatives, by definition, do natrpeany intervening verbal
morphology; however, high attachment causativesallerbal affixes (such as stative,
reciprocal, applicative heads, as well as aspecphubogy) to appear between the root
and the ¥aus(see Pylkkanen 2002 for a full discussion).

This distinction is clearly attested with Chemehwausatives. Within the class
of low attachment root+CAUS verbs, we do not fimy antervening verbal morphology,
which is predictable because the root incorpordiiextly into the ¥ays. As for high
attachment v+CAUS constructions, we find severalphemes that can intervene
between the root and theays: the perfective markekai-(58), momentaneous aspect

ngu (59), as well as light verbgai- ‘be’ (60) and-wai- ‘become’ (61):

(58) Haita-'ungwa piwa-ya-vl  punikai-tu’i -yl-su.
then-3sg.anim.invis  wife-obl-poss okeperf-causTense-also
‘Then he made his wife look too’. (JPH&ClKorned Owi 11)

(59) panangka-ngu-ntu’i -v'a
come down-mom-caus-fut
‘will cause to descend’ (JPH&CLBat Killed Rattlesnake24)

(60) Mari-k tavapu-tci ika tlvi-pl-a mutchung"ai-tu’i -ka-t.
3sg.inanim.vis-cop sun-NPN.nom 3.inanim.here greNRiN-obl hardse-causperf-past
‘The sun hardened the ground’. (JHJ)
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(61) Manga-k puhaga-nti n&ayg piso-tsi-a
3sg.anim.vis-cop healer-NPN.nom 3sg.ansyobl child-NPN-obl

hi'GpiyUwai-tu’i -tca.
goodbecomecausnomin

‘The healer made the child feel better’. (JHJ)
This flexibility of high attachment causatives reg@ictable from their biclausal
structure: the lower clause can have aspect markessell as light verbs that have an
overt realization, as is the case of littlg andvgecome. Chemehuevi also has a variety of
directional affixes like-ngun-‘back’ and-wa’i- ‘away’ that can be incorporated into a
verbal stem — these can also intervene betweemnvthevents within the high attachment
causatives:
(62) ...payungun-tu’i-kwa nangaya’aina-’ami-urd.
return-back-caus-3inanim.invis  @mgsg-that.invis
‘...(I) caused to return that anger of yur (JPH&CL, Horned Owl: 31)
(63) Haita-'umu kani-gamu-umu
then-3pl.anim.invis house-owner.pl-3plannvis
‘Then they, the house owners, made
palpita-'um nawa-upa-um hurgun-tu'i .
blood-3pl.anim.invis tracks-in.loc-3plim.invis flowback-caus
blood flow into their tracks’.
(JREL, Horned Owi 24)
(64) pitsalitwa’i-tu’i -v'a
arrive-away-caus-fut

‘will cause to arrive (away from the spegker
(JPH&CBat Killed Rattlesnakell)
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An additional piece of evidence in support of bidality of v+CAUS verb comes
from the fact that the subject agreement markarcan surface when either the Causer
or the Causee has a feature [+several] (Press8®)79:

(65) NUd-k  mamu tuKea-tu’i- va.
1sg-cop them(obl) eat-sev-cause-past
‘I made them (all) eat’. (Press 1979:80)

This example suggests that even an intransitiveataue sentence is biclausal
since there is number agreement between the Cansdede causativized verb and
subject agreement is usually accessible only withensame clause. Press also gives an
example of the same subject agreement marker apgear a passivized verb, when the
‘demoted’ Agent is plural:

(66) Puusi-k nimi  yakka-kai-n.
cat-cop us(obl) bring-sev-perf-nomin
‘The cat was brought by us [all]'. (Pd979:79)

This example further suggests that the verb agreesmber with whatever is the
logical subject of the clause.

Intervening verbal morphology is only one of thatsytic diagnostics of
biclausality. In the following sections we will ceider several syntactic tests, such as

scope of adverbs and control of anaphors and adjutacdemonstrate that Chemehuevi

high attachment causative verbs are biclausal.
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7. 1.4.3 Adverbial modification

Adverbial modification is used as a test of bicklilg because adverbs modify events
and if there are two events, usually two scopeseadable. Potentially ambiguous
scope of adverbs in causative sentences indidadéeshiere are two events within a
predicate, since each event is a vP that can pravbtential attachment site for an
event-modifying adverbial adjunct. Pylkkanen (20fi2}her demonstrates that adverbs
of different types can be used to test the intestrakture of causative verbs: “...those
which exhibit no ambiguities for verbal modifiefare] root-selecting; those that exhibit
scope ambiguities with non-Agent-oriented verbatlifiers [are] verb-selecting; and
those that have no restrictions with regards teedual modification [are] phase-
selecting [causatives]’(9%)

Turning to the Chemehuevi causatives, we see tloatcausatives behave
predictably with regards to the scope of adverihe Wordhautci‘good/well’ in (67) is
ambiguous: it can either modify the incorporateok samita’a ‘bread’ or the action of
the bread-maker. However, an Agent-oriented adabnbihumpaby oneself’ can only
modify the Agent in (68):

(67) NUUni piya-n haatci samita’a-ru-@.

1sg.obl mother.NPN.nom-1sg good/welledokcaus-pres
‘My mother makegoodbread'.

%9 Recall Pylkkanen’s discussion of ambiguous scopdwérbs in Bemba verb selectin causatives in
chapter 6.
(i) Naa-butwiish-ya Mwapeilubilo.
I.PST-run-CAUS Mwapéast
‘I made Mwape RUN QUICKLY”, ‘I QUICKLY MADE Mwvape run’,
(Givon 19383, as cited in Pylkkanen 2002:105)
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‘My mother makes breadell'. (JHJ)
(68) Nuuni piya-n nahumpa samita’a-ru-@.

1sg.obl mother.NPN.nom-1sg oneself biead-pres

‘My mother makes bread by herself'. (JHJ)

When it comes to verb-stem causatives, the scopwaher adverbs is sensitive
to their position in the sentence: adverbs cleardyk the vP boundaries in the examples

(69) and (70) below.

(69) Nuu-k  manga-y aipa-tci-a pitangas nukwi-kai-tu’i-ka-ta.

1sg-cop 3sg.anim.vis-obl boy-NPN-obl agly  run-perf-caus-perf-nomin

‘I made the boy run quickly’. (JHJ)
(70) NUU-k pitangas manga-y aipa-tci-a nukwi-kai-ka-ta.

1sg-cop quickly 3sg.anim.vis-obl boyM#Bbl run-perf-caus-perf-nomin

‘I quickly made the boy run’. (JHJ)

Moreover, an affixal adverbiala- ‘quietly’ has ambiguous scope when prefixed
to a causative verb:

(71) NUU-k manga-y naulntci-tci-aaa-karu-kai-tu’i-ka-t.

1sg-cop 3sg.anim.vis-obl girl-NPN-obliejsit-perf-caus-perf-past
‘I made the girl sit quietly’.
‘| quietly made the girl sit'. (JHJ)
As for the Agent-oriented adverbs, their scopdse aensitive to their position in

a sentencenahumpaby oneself’ appears either in the higher or ia kbwer clause,

modifying the Causer in the first case and the €auis the second:

(72) Hu-ung nahumpa manga-y tukvo-vi-a tigu’uni-kaii -ka-t0.
emph-3sg.anim.invis oneself 3sg.anim.vis-obieat-NPN-obl cook-perf-caus-perf-nomin
‘He himself made her cook the meat.’ (JHJ)

(73) Hu-ung manga-y nhahumpa tukvo-vi-a tigu’uni-kaiu’'i -ka-tad.

emph-3sg.anim.invis 3sg.anim.vis-obl oneself tANFRN-obl cook-perf-caus-perf-nomin
‘He made her cook the meat by herself'. (JHJ)
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The schema in (74) identifies the potential attaghintites for adverbial adjuncts.
They can attach either to the lower vp/VoiceP ah®causative vP/VoiceP, modifying
either the upper or lower predicate. Since adjuasnot barriers to adjacency (Bobaljik
1994), they do not interfere with the cyclic incorgation of the root. The correct
linearization is achieved when the Caus&ii‘l’ is raised to spec-TP for case and when
the root incorporates successively into v, Voicsp Ataus Voice, all the way up to
Tense in the examples (69) and (70).

74
VoiceP

AP VoiceP
(pitangas)
‘quickly’ Causer  Voice’
nad

vP Voice

AspP  cAus
-tu’i-
VoiceP Asp
-ka-
VoiceP AP
(pitangas)
Causee Voicguickly’
mangay
aipatci vP Voice

nukwi
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7.1.4.4 Control of subject-oriented anaphors adguacts

In this section we consider several control famef Chemehuevi, which provide
additional evidence that Chemehuevi high attachroaasatives have a biclausal
structure. In the first set of examples, the dertratisge manga-‘3sg.anim.visible’ acts
as a determiner in DRsangak punguruatcthe puppy’ andnangay nauntcitcidhe

girl in example (75), and it is also licensed aspaonoun in examples (76) and (77),
where the former is a single transitive clausetaedatter is a causative formed from a
transitive clause.

(75) [Manga-k pungu-rua-tci manga- naudntci-tci-a  suwai-ngku-tcdl].

3sg.anim.vis-cop dog-dim-NPN.nom 3sg.anim.vis-ghl-NPN-obl  kiss-appl-nomin
‘The puppy kissed the girl’.

(JHJI)
(76) [Manga-k pungu-rua-tci  mangay suwai-ngku-tcu].
3sg.anim.vis-cop dog-dim-NPN.nom 3sgrawnis-obl kiss-appl-nomin
‘The puppy kissed her/him/*itself’.
(JHJI)
(77) [Manga-k nadntci-tci
3sg.anim.vis-cop girl-NPN.nom
[manga-y pungu-rua-tci-a mangay suwai-ngki]-tu’itd.
3sg.anim.vis-obl dog-dim-NPN-obl 3sg.amistobl kiss-appl-caus-nomin
‘The gir] made the puppy kiss h#itself’. (JHJ)

Since in both (76) and (7Manga-is licensed as a pronoun, and according to
condition B of binding theory pronouns must be fngthin the clause (as illustrated in
(76), we can conclude that the causative sentenC&/) is biclausal.

The next set of examples also points toward bickiysof Chemehuevi verb-

stem causatives: a subject-oriented anaphor pagsesarker—anga-‘3sg.anim.vis’ in
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an adjunct phrase can be controlled by either hightower subject, i.e., by either
Causer or Causee.

(78) [Manga-k taw’a-tci
3sg.anim.vis-cop man-NPN.nom

[manga-y aipa-tci-a ‘myga-anga winu]-tu’i-ka-tdy].
3sg.anim.vis-obl boy-NPN-oblndaobl-3sg.anim.vis stand-caus-perf-nomin

‘The manmade the bgystand on hig hands’. (JHJ)

(79) [Manga-k taw’a-tci
3sg.anim.vis-cop man-NPN.nom

[manga-y aipa-tci-a mg@aanga tuka]-tu'i-ka-td].
3sg.anim.vis-obl boy-NPN-dind-obl-3sg.anim.vis eat-caus-perf-nomin

‘The manmade the bqgyeat with hig hands’. (JHI)

In the same manner, subject control adjuncts taéedlinto English as ‘while
doing X’, can be controlled by either Causer or €&y which means that both Causer

and Causee are subjects of their respective clauses

(80) Tuviya-ro-yu, nuu-k mangay nadntci-tci-a  huvi-tu-tu'i-to.
work-prt-while 1sg-com 3sg.anim.vis-olgirl-NPN-obl  song-make-caus-nomin
‘While PRQ;; working, | made the giflsing’. (JHJ)
(81) Tukaka-ru-yd, nudk  monokos piso’odci ambaga-tu’i-tQ.
eat-nomin-while 1sg-cop several cINlEN-obl talk-caus-nomin
‘WhilePRQ; eating, | let my childrentalk’. (JHJ)

In the sections above, we have examined an arrayidénce confirming the
biclausal nature of high attachment causative véftesshave seen that with respect to the
tests of passivization and reflexivizatioty’i causative verbs built on a transitive stem

behave biclausally. We have also established thigtlogh attachment verbs allow
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intervening verbal morphology between the root tiedcausative affix, confirming the
availability of two clauses/events in their struetu=acts from adverbial modification and
binding of anaphors and adjuncts point to the seonelusion. As for the root causatives,
their monoclausal nature is confirmed by the lakciktervening verbal morphology and
the absence of ambiguity in the scope of Agentrdei@ adverbs. In the next section |

present yet another way in whidin causatives differ frorftu’i causative.

7.1.5 Availability of causative iteration

Kuroda (1993), following Martin (1975), argues tiratlapanese only a lexical causative
can be productively causativized, but the analyigsative cannot be iterated. In fact he
calls this ability to stack causative morphemee ‘louble causative test” and uses it to
distinguish between lexical and productive caugatin Japanese. Kuroda suggests that
the unavailability of the causative iteration ist@rphological, not syntactic or semantic
matter” (10). He also points out that if the secoadsative-sasds suppressed, the
sentence is grammatical and has the intended doabkative meaning. His examples
are repeated below: in (82a) a lexical causativertber causativized producing a
grammatical structure, but (82b) is ungrammatieslduse the causativized verb is a
productive causative; however if orsaseas omitted, the verb is grammatical and can

have the double causative meaning (82c):
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(82) a. ugokas-ase
move-caus-caus
‘make X move Y’ (Kuroda 1993:9)

b.*okisas-ase
stand up-caus-caus (Kuroda 1993:9)

c. Zyoozi ga Naomi ni Ken o okaseru.
‘George makes Naomi cause Ken to stgmd (Kuroda 1993:10)
The Chemehuevi data follows this pattern: iterabba causative morpheme of
the kind ‘make X make Y’ is available only whenoavlattachment causative is further
causativized, in other words only the patteoot+caus+caus’is attested, but
‘v+caus+caus’is not. The iteration of causatives is clearlymrsigeexamples (83)-(85):
the first waus is spelled out as the low attachment /-tu-/~/-aaptu’i-/, but the second
is the invariant high attachment /-tu’i-/:
(83) Ta'aika-su su-tava ‘unia-su kwasuotu-tu’i -yd-"umd ...
day-also all-day do-PAST-same dieass-causpast-3sg.anim.invis
‘The next day all day he did the same, (hajle dresses for them ... .
(JPH&CL Two Date Worm Girts14)
(84) NuU-k manga-y na’untci-tcihuvi-tu-tu’i -ya.
1sg-cop 3sg.anim.vis-obl girl-NPN.obl sarsyis-causpres
‘I am making the girl sing’. (JHJ)
(85) Ann Johni  na-ha’Gfgu’i -nguu’i -va.
Ann-nom John-obl refl-good-think-mom-cauesst
‘Ann made John like her/himself'. (Pre§52:49)
Stacking of the high attachment causative is restdd: in examples (86)-(87)

punikai-tu’'i means both ‘show’ and ‘make show’; in other wordkenpunikai-tu’i

‘show’ is causativized only onexushas an overt realization.
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(86) Manga-k aipa-tci-a Uniikan-i-a punikair'i -ka-tQ.
3sg.anim.vis-cop boy-NPN-obl 1sg.dlduse-NPN-obl seesausperf-nomin
‘The boy showed me the house’. (JHJ)
(87) Umi-k  manga-y aipa-tci-a nuuni kan-i-a

2sg-cop 3sg.anim.vis-obl  boy-NPN-obb.bbl house-NPN-obl

punikaitu'i -ka-ta.
seezausperf-nomin

‘You made the boy show me the house’.
(JHJ)

The meaning of examples like (87) above suggeatsetren though there is only
one causative affix overtly pronounced on the causaerb, on the level of Logical
Form the causative functional heads are stacketutehide double causative meaning. So
it is not that such triple level of vP stackingiisgrammatical; most likely it is a

limitation imposed by the PF component of the gramm

7.2 Productivity of low and high attachment causaties

As we have established in previous sections, mthand high attachment causative
verbs in Chemehuevi are built in syntax by incogbion of a root or a verbal stem into
the causative functional heagays. Consequently causativization in Chemehuevi is a
fully productive system with a high degree of cosifonality, with the exception of a
number of root causatives that have been idion@tiZensider the group of examples
with the roothuvi- ‘song’ in (88)-(91) below: the low attachment catinge is formed
when the root incorporates directly inteays, spelled out astu- (88); this root+CAUS

verb can be further incorporated into a highgi¢—tu’i- as in example (89):
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(88) Manga-(k) nadntci-tci  huvi-tu-wa.
3sg.anim.vis-cop girl-NPN.nom song-causs
‘The girl is singing’. (JHJI)
(89) a. Nuu-(k) manga-y nadintcidci huvi-tu-tu'i -ya.
1sg-cop 3sg.anim.vis-cop girl-NPN-obbng-caus-caus-pres
‘I'm making the girl sing’. (JHJ)

A slight change in meaning is achieved when raoti- is augmented by the
obligue markeryaand this NP complex is causativized: the resulieidp means
‘making x into a song’ or ‘making a song for x’ agposed to ‘sing’ or ‘make sing’, a
clear example of a difference between a root cauesahd an NP causative. The closer
Vcaus IS to the root, the more fused is the meaningnefttvo morphemes.

(90) huvi-ya+u'i -ngu-ga-‘ikwa
song-obl-caus-mom-prt-3inanim.vis
‘making it a song’ (JPH&CL,The Struggle Over The Manb?)
(91) huvi-ya+u'i -ngki-mia-'ung‘a
song-obl-caus-appl-usit-3sg.anim.invis
‘she would make a song for him’ (JPH&CL,Gila Monster Gets Killed?7)

Little vcaus is spelled out asru’i- because it is adjacent to the oblique marker
ya-which has a [+sprnt] feature, causing > ru'’i ; this is also a rare case in which
tu’i- alternates with-tu- with nominals. In both examples, the root is dediinto a noun,
receives oblique case and is causativized. Thizsayeomplex is then followed by
aspectual morphology in example (90), or by aniapfe functional head and finite
morphology (example (91)).

The fact that both low and high attachment caueatare productive and made in

syntax is crucial for our approach to causativeshows that in no sense are root
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causatives ‘lexical’, and proves that different mags come from different syntactic

structures.

7.3 Conclusion

In this chapter, we have established that Chemelwaegatives fall into two
main groups, those formed from roots and those édrfrom verbal stems. Root
causative verbs are low attachment causatives;atesgnonadic verbs that are subject to
allomorphy and several morpho-phonological rulesyeall as meaning drifts. Causative
verbs formed from verbal stems are high attachroamsatives, consisting of two events
and fully compositional. They are not subject toralorphy or morpho-phonological
rules due to their attachment above the phaseidgfivoice head. They also exhibit
intervening verbal morphology, ambiguous scopedekabs, subject-oriented anaphors
and adjuncts. Unlike root causatives, they canesgindirect causation. We have also
seen that the only possible iteration of causatffi@es is when a low attachment
causative is further causativized (roatays+vcaus); when a high attachment causative is
further causativized (VtkustVcaus) only one ¥aus is pronounced.

| have demonstrated that all differences betwhenwo groups of causatives can
be derived from the distance of the causative &f@imn the root. The closer to the root it
attaches, the more fused its semantics and praatiociare with the root and its features.

Such fully syntactic approach to causatives isotfilg approach compatible with a Late
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Insertion model of morphosyntax, like DM. Only sumthapproach can account for full

productivity of both high and low attachment caiss.

7.4 Notes for community use: How use the causatigenstruction ‘make
someone do something’ in Chemehuevi

In English we need a separate word ‘make’ to exyttes idea of someone causing
someone else to perform an action, but in Chemeltliere is a causative endifg'’i
that can be added to the core to add the meaniogusftion. This is a very productive
process and any verb can be used with the causativeUnlike the other causative
ending, tu'i does not vary depending on the word it attachesan all examples below
you find it following the verb.
(92) Manga-k aipatci nudni  kania  pumikadi -ka-tu.

that-cop boy me  houssee-make-perf-nomin

‘The boy showed me the house’. (JHJ)

(93) Tukakaru-yl, nad-k  monokos piso’otciammbagau’i -tcu.
eating-while I-cop  several child talk-make-nomin

‘While eating, | let my children talk’. (JHJI)
(94) Nui-k pitangas manga-y aipatcraukwi-kai-tu’i-ka-tu.
I-cop  quickly that Yoo run-perf-make-perf-nomin
‘| quickly made the boy run’. (JHJ)
(95) Umi-k manga-y na'lntcitcia WLmi-tu’i -ya.
you-cop that girl dance-make-pres
‘You are making the little girl dance’. (JHI)

(96) Nudni mua-n mangay aipatcia puoguikapia maga-kari-ka-tl.
my father-my that boy dog food give-perf-caus-perf-nomin
‘My father made the boy give the dog food'.
(JHJ)
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In the examples abovey’i does not change the meaning of the verb it ischdde
to, but adds the causative meaning to it ¢Egcevs. make someone danoetalk vs.let
someone talk There are other cases, however, when therehamge in meaning that
might be hard to detect especially because theginghnslation uses the same word for
both causative and non-causative versions. Theseeabs likeboil, burn, ormeltin
English: we can saJhe ice meltedor The sun melted the icand the form of the verb
meltdoes not reflect the fact that in the first cdsé is no external cause mentioned,
while in the second the sun is the cause. In Chamelthese subtle changes are reflected
in the addition of the causativer'i: if there is a cause to some process, the caesativ
ending will show up. Consider the pairs of sentsrizow: the examples in (a) describe
the process of burning, boiling, or lying down ady the core verb shows up; the
examples in (b) also have someone who causesitie @@cess and we fintu4 in all

of these examples.

(97) ‘burn’
a. Haganguntsi na’%-ka-tu ‘ivant1?
what burn-perf-paséere
‘What was burnt here?’ (JPH&CLCoyote Imitates Antliaril)

b.na’di-tui -kai-yl
burn-make-res-pres

‘having made a fire’ (JPH&CL, TwoDate Worm Girls17)
(98) ‘bail’
anhoyoga
‘boil’ (as inThe water is boiliny (OCD)

b. Paaya-ukwa noyogd'a-tu'i -kartri-mu.
water-that boil-make-sityhe
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‘They were sitting, boiling the water’
(JPH&CCrow Is Made Black11)
(99) ‘lie vs. lay’

a. Haita-'umi havitia-ru-ngu-ntsi hahavi.
then-they bed-make-mom-aftey dawn
‘Then, having made their beds, they laywd'. TwoDate Worm Girls 17)

b. napliwia-'umuihahavi-tu"i-k’a-tsi...
old man-they lie down-make-pasesaf
‘having lain the old man down, they...’
The Man Who Was Rooted To The Eazh
(100) ‘break’

akirukwi
‘break’ (as ifhe stick broke (Press 1979, 160)

b. Manga-k aipatci kaapkéirukwi-tu’i -ka-ta.
that-cop boy cup  dkenake-perf-nomin
‘The boy broke the cup’. (JHI)
Overall, causative constructions are wetgresting and useful in every day
speech. There are many languages in the worlduigasimilar strategies to form

causative verbs and it is interesting to see hawlyithe Chemehuevi data fits with the

data from other completely unrelated languagesJd@anese or African languages.
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CHAPTER 8

CONCLUDING REMARKS

This dissertation is an attempt to bring togettmetemporary developments in
morphosyntactic theory and the morphosyntax ofradetstudied endangered language. |
focused on the formation of lexical categories re@ehuevi through the prism of the
framework of Distributed Morphology, a Late Insertimodel which views word and
sentence formation as a single mechanism. | ateghtptshow that this holistic view of
morphosyntax is the way to describe and explain whaylanguage like Chemehuevi
morphemes do not just build words, but phrasessantences are put together piece by
piece, sometimes with words encompassing phrasewlhole sentences (like
Chemehuevi phrases denoting inalienable possessiattributive adjectives that have
the structure of relative clauses). Syntax is #h@rmal force of the Chemehuevi
morphology — this is the conclusion that emerge=r déiie boundaries between the
traditional ‘lexicon’ and ‘syntax’ are removed.

There are two central themes that run throughdissertation. The first one is
known as the Root Hypothesis (Arad 2005, followiigrantz 2000), arguing that roots
are atomic underived lexical elements, underspetiior lexical category. They receive
interpretation depending on their structural enwinent, such as functional heads c-
commanding them. In chapter 2, | showed that then@huevi ‘lexicon’, if we were to

conceive of it in a traditional sense, should ceinsf roots, not fully formed words, in
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that even such basic elements of a language likeramn nouns are derived, i.e., built
when a Non-Possessed-Noun (NPN) marker is addin tawot. The originality of DM is

in that there is no lexicon in the traditional serso the Chemehuevi roots and the
functional elements that derive them into wordsaphs and sentences are not stuck into
some abstract memory box, but are free to intevibteach other. The result of this
syntactic interaction of terminal nodes, bundleteatures and placeholders in the case of
roots (through Merge and Move) is highly composisibsyntax and semantics of the
Chemehuevi words. Recall from chapter 2 exampleswahs likeampaga-tu'i-ka-mu
‘council’, literally ‘the ones that make talk’ @u’ha-ga-nti‘healer’, literally ‘the one

who has spiritual powers’. These words containgoe¢rbal and nominal functional
heads, and their belonging to a particular ‘padpdech’ can be determined only post-
syntactically, once all the heads are merged dritead-to head movement occurs.

In chapter 4 we saw another clear case of acatg@iure of roots. | showed
that the Chemehuevi adjectives do not comprisefaram class, and that roots with
adjectival meanings can be realized as verbs oimaimations depending on the
functional structure into which they are insertéthen c-commanded by a verbal head
V°, a root likepa’'a ‘tall’ forms a stative verlpa’ayii ‘being tall’ with all the
corresponding verbal morphology. When it incorpesanto an adjective-forming head
&, it forms an attributive adjectiyea’antim‘tall’ that is further nominalized as a part of
relative clause modifying a noun (either overt oll)a DM allows us to capture this
flexibility of roots to occur in different syntactcontext to form various lexical

categories and at the same time preserving athenings associated with them.
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Here we come to the second major theme of thigdegtson, a notion that the
word formation from roots is distinct from the wdatmation from the existing words,
known as the High vs. Low Attachment Hypothesisgi@ally proposed by Marantz
(2000), this approach captures the double natuveoad morphology without assigning
productive and compositional derivations to symeoper, and leaving all idiosyncratic
derivations including paradigmatic gaps, idiomatieanings and morpho-phonological
allomorphy to lexicon. Instead all basic word fotioa happens in syntax through the
incorporation of roots into functional heads. Thigedences between productive and non-
productive word formation is explained by the layatonstraints on the roots: the first
functional head attached directly to the root (neerged ‘low’) determines how the root
will be interpreted. For Marantz (2000) and Ara@@2, 2005), root plus the first c-
commanding functional head is a phase, at the efigdich all semantic and
phonological information is processed and becomesailable for the interpretation of
all material attached above. Thus the functionaldsdhat attach above the first ‘little’ v,
for example, will derive words that do not haveesscto the root itself and all the
idiosyncratic material associated with it (likeathatic meanings or morpho-
phonological alternations). The words derived fritva high attachment of a functional
head are connected only to the existing word/steay &re based on, not to the embedded
root.

This hypothesis has been tested on several momgicalgprocesses in many
languages, including Hebrew denominal verbs (Ar@@32 2005), and causative verbs in

Tagalog and Malagasy (Travis 2000), and JapanesgelH2006a) among others. In this
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dissertation we find support for the High vs. Lowta&hment approach from the study
Chemehuevi verbs in chapter 3 and especially iptein& on the formation of causative
verbs. First of all, in Chemehuevi we find many t¥enctional heads that derive verbs,
which makes it easy to determine their relativetposto the root and other functional
heads. Secondly, there is a distinct process ophwmphonological allomorphy in the
language that is available only to functional elataavithin the first phase, which,
following Pylkkanen (2002), | define as the AgenbjpctingVoice. Using these
diagnostics (among others), | show that all vefiattional heads in Chemehuevi can be
divided into the ones that attach directly to thetrand are thus subject to allomorphy
and idiomatic interpretation, and the ones thaicathigher.

This approach is successfully applied to the twe$yof Chemehuevi causative
verbs in chapters 6 and 7. Traditionally, the tymes would have been divided into
lexical and syntactic causatives, missing the alwiact that both are highproductive
in the Chemehuevi language, even though root daesatxhibit morpho-phonological
allomorphy and availability of non-compositional amngs, while causatives formed
from derived verbs result in regular morpho-phoggland semantics. The fact that roots
causatives consist of one vP/VoiceP and verb sematives of two vPs/VoicePs also
captures the cross-linguistic observation thatidalx causatives are monoclausal, while
the ‘syntactic’ ones are biclausal, i.e., consigstv@ events. Without positing two
separate places for building causative verbs, Wdhat all these properties follow from
the syntactic structure of each causative typpplyaseveral syntactic tests to show that

causatives formed from existing verbs contain tWwe:¢hey allow intervening verbal
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morphology, can express indirect causation andogxdémbiguous scope of adverbs,
subject-oriented anaphors and adjuncts. Sincessgetbausatives, the causative
morpheme is attached high above the root and gbloase-defining Voice, they are not
subject to allomorphy and meaning drifts.

Throughout this dissertation, we find support fog tefinition of the first phase
in Chemehuevi in terms of Voice. | consistentlywttbat all functional heads that have
morpho-phonological allomorphs (stemming from wydgbread processes of
nasalization, spirantization and palatalizatiothia language) are attached directly to the
roots. These include light verbsiikaw’i ‘turn’, -tu’a ‘become’ and the causativéu. All
heads that attach above the first vP/VoiceP, inotythe passiveti and the high
attachment causativeu’i, are not subject to allomorphy. Similar distriloutiis attested
with the nominalizeti: in low attachment contexts it alternates betwe@r--nti~-ri~-
tstt in high attachment contexts it is invariant. #rh right about the Chemehuevi phase,
and Marantz and Arad are right about their detmitof phase in English and Hebrew in
terms of the first category-forming head, we hav@ument in favor of parametric
variation in the size of the first phase. | suggleat we can formulate such a parameter in
terms of whether or not the Agent-projecting headc¥ is separate from ‘little’ v (as in
Chemehuevi), or bundled with it (as in English)rtRar research will show whether such
a parameter is feasible.

The conclusions reached in this study of the ChemaHanguage have many
implications for the theory of lexicon and wordrmation. | offer another argument in

favor of a view that syntax drives semantics, agjdime lexicalist belief that the
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semantics of verbs drives their syntax. Under tb@/\supported in this dissertation,
there are no verbs (or nouns, or adjectives) ‘l@feyntax, only roots and functional
elements. Their combination by syntax resultsincstres that are interpreted at the
levels of PF and LF.

Another implication of this study is for the phitgghy of language, specifically
the way concepts are reflected in language. It séerme that we come closer to
understanding of concept — word connection by tsajaoots as the conceptual nuclei of
words, since it is within roots all our knowledd®at a particular concept is contained.
In a language like Chemehuevi this concept — roanection can be seen clearly since
the majority of roots require some derivational ptarlogy to become words, making it
easier to isolate the concept that is shared bgsvimrmed from the same root. This
connection between roots’ semantics and our conaepystem is also promising for
understanding language learnability and in cassna#dndangered language like
Chemehuevi could be instrumental in facilitating tearning of the heritage language by
the members of the Chemehuevi tribe. If we focughermeaning of roots to access the
conceptual structure of a language, learning amgrstanding its morphology will
become more transparent and effective since thdauof functional elements
surrounding roots in speech is limited in langudges. my hope that this piece-based
approach to the Chemehuevi morphosyntax will becmisteumental in the preservation

of this language.
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