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ABSTRACT

Traditional undergraduate biology courses are content intensive, requiring students to
understand and remember large amounts of information in short periods of time. Yet
most students maintain little of the material encountered during their education. Poor
knowledge retention is a main cause of academic failure and high undergraduate
attrition rates. Characterizing strategies that support robust learning is critical for
ensuring student success. One such strategy is testing effect, the observation that
repeated testing can improve the fidelity and durability of retained knowledge more
than an equal quantity of restudy. Numerous investigations have described the nature
and boundaries of testing effect. Very few, however, have characterized its efficacy in
actual classroom practice. The current study investigated whether repeated testing or
repeated study affected student retention and understanding of complex biological
concepts. The study was conducted in a large (~320 students) introductory biology
class. All study conditions and assessments were required components of the course.
Student retention of two fundamental molecular biology “big ideas” was targeted; (1)
the relationship between genotype and phenotype, and (2) the relationship between
gene expression and cell function. Students were randomly assigned to one of three
repeated quiz or study conditions. For four weeks, students encountered various
combinations of multiple-choice (MC) questions and review material related to big ideas
1 & 2 and/or unrelated lecture topics. Five weeks after the last quiz, all students
completed identical MC final exam questions related to both big ideas. To determine

the quality of “understanding” assessed by the MC questions, a subset of students also
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completed a short answer (SA) test prior to the final exam. Both question formats
assessed the same knowledge (2 big ideas) at the same level (comprehension and
application). Final exam performance supported the finding that repeated retrieval
improves long-term retention of knowledge relative to repeated study. Novel to other
previous work conducted at the undergraduate level, the current findings suggest that
repeated testing affects student retention and understanding of sophisticated concepts.
Careful design and analysis of parallel multiple-choice and short answer questions

demonstrated that each can target and elicit similar qualities and types of knowledge.
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INTRODUCTION
Undergraduate science curricula require students to retain and make sense of
tremendous amounts of information in relatively short periods of time (Wood 2009;
Labov, Reid et al. 2010). As students advance, successful learning becomes increasingly
dependent upon previous knowledge and understanding. Learners must retain and
build upon knowledge and ideas acquired in earlier courses to succeed in more
advanced topics, an assumption reflected in the structure of most undergraduate
curricula (Bransford, Brown et al. 2000; Brown 2004; van den Broek and Kendeou 2008;
Wood 2009; Tibell and Rundgren 2010). Yet studies that have examined undergraduate
knowledge retention suggest that students maintain only a small fraction of the material
they encounter over the course of their education (Stigler 1963; Kohen and Kipps 1979;
Walstad 2001). Significant gaps in learning and/or memory appear soon after
instruction and tend to progressively worsen over time (Roediger 2008). For example,
undergraduate students asked to recall the lecture content immediately after class were
able to remember only 30-40% of the material presented (Kohen and Kipps 1979;
Roediger 2008). One week later, retention of the same material dropped to an average
20%. Walsted (2001) tested student retention of basic economics knowledge after
completing a two-semester introductory economics course. Course graduates scored
only 20% better than control students receiving no instruction, and only 10% better
than alumni of the same program (Walstad 2001). Poor knowledge retention affects the

academic success of most undergraduate students at some time during their education
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and has been identified as a key factor contributing to high student attrition rates
(Alexander and Mayer 2010; Mayer 2010; Robertson, Canary et al. 2010; Willcoxson,
Cotter et al. 2011). Investigating learning strategies that support retention is a critical
step toward maximizing the effectiveness and success of undergraduate education

programs.

Testing Effect

One such strategy is “testing effect.” First discussed in the literature more than a
century ago, testing effect describes the observation that repeated testing improves
retention of learned materials significantly more than an equal quantity of restudy
(Abbott 1909; Brown 1923; Spitzer 1939; Hogan and Kintsch 1971; Bartlett and Tulving
1974; Roediger and Karpicke 2006; Karpicke and Roediger Il 2008; Pyc and Rawson
2010) In other words, students repeatedly quizzed on material are more likely to retain
that information with greater fidelity and for longer periods than students who
repeatedly re-read or re-study the same information. Numerous carefully controlled
studies have demonstrated that the enhanced memory is not simply the product of
greater exposure and feedback that accompanies repeated testing, but a distinct artifact
of the recalling process itself (Roediger and Karpicke 2006; Kang, McDermott et al. 2007;

Rohrer and Pashler 2007; Karpicke and Roediger 111 2008).
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Testing effect has been observed using a variety of materials, including: lists of words,
names, and word-pairs (Spitzer 1939; Hogan and Kintsch 1971; Bartlett and Tulving
1974; Fritz, Morris et al. 2007); pictures and maps (Carpenter and Pashler 2007); facts
and definitions (Roediger and Karpicke 2006; Roediger Il and Butler 2010; Karpicke and
Blunt 2011); and textbook passages and scientific explanations (Butler and Roediger I
2007; Kang, McDermott et al. 2007; McDaniel, Roediger et al. 2007; Larsen, Butler et al.
2008; Karpicke and Roediger 2010; Karpicke and Blunt 2011). The effect is also robust
across ages, seen consistently in preschool children, high school and college students, as
well as middle-aged adults (Fritz, Morris et al. 2007; Logan and Balota 2008; Karpicke

and Roediger 2010; Kornell, Castel et al. 2010).

Not all test formats affect memory equally, however. Questions that encourage more
effortful recall, such as short answer or essay formats, produce greater long-term
retention than tests emphasizing recognition - such as certain multiple-choice or
matching question formats (Larsen, Butler et al. 2009; Karpicke and Zaromb 2010; Pyc
2010; Pyc and Rawson 2010; Roediger Il and Butler 2010). For example, Kang et. al.
(2007) found that students’ ability to recall facts and ideas from short articles was
significantly enhanced after an intervening short answer test versus either a multiple-
choice test or restudy period. In a recent series of elegant studies by Sensenig (2011),
students completed various types of intervening multiple-choice exams after studying

factual passages. One exam condition required students to first recall and write down
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answers to questions prior to seeing answer choices. Another exam condition
presented question and answer choices simultaneously. The studies controlled for
exposure time and included restudy treatments. Again, students that engaged in the
more effortful test (recall, then answer choices) retained significantly more than either
the recognition only or restudy conditions (Sensenig 2011). Interestingly, only an
“effortful” intervening test appears important for retention. The format of the final test
- whether short answer, multiple-choice, parallel, or dissimilar to the intervening tests -
has no significant bearing on student performance (Coles 2008; Butler 2009; Karpicke

and Zaromb 2010; Pyc and Rawson 2010).

But pursuit of powerful testing effects using multiple-choice tests should not be
abandoned just yet. Two important considerations justify continued investigation. One,
the use of multiple choice formats for assessment of undergraduate learning is
ubiquitous; a product of tradition, ease of implementation, and necessity born from the
disproportionate growth of student-to-faculty ratios that expand class sizes and limit
resources (Walstad 2001; Mislevy, Steinberg et al. 2003; Buckles and Siegfried 2006;
Wood 2009). Multiple-choice tests are well embedded in current instruction culture
and their near term popularity is more likely to expand than decline. Two, despite
widely held beliefs that multiple-choice assessments measure only basic recognition or
comprehension of knowledge, no such innate limitation has been demonstrated

(Mislevy, Steinberg et al. 2003; Buckles and Siegfried 2006; Draper 2009; Tsui and
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Treagust 2010). In fact, numerous forms of multiple-choice questions (both new and
old) have successfully targeted “higher-order” understanding and thinking, such as
complex knowledge integration or the ability to apply learning to new situations
(Klymkowsky, Gheen et al. 2007; Palmer and Devitt 2007; Zheng, Lawhorn et al. 2008;
Foster and Miller 2009; Smith and Tanner 2010; Tsui and Treagust 2010). Alternative
examples include two-tiered, case-based, and assertion-reason questions (Mislevy,
Steinberg et al. 2003; Wilkinson and Frampton 2004; Buckles and Siegfried 2006;
Sampson 2006; Stupans 2006; Williams 2006). Studies comparing long-term memory
effects of short answer versus multiple-choice tests have emphasized traditional
multiple-choice formats designed to elicit limited, discrete knowledge (Roediger 2008;
Pyc and Rawson 2009; Karpicke and Zaromb 2010; Roediger Il and Butler 2010). Thus,
any conclusions about the utility of multiple-choice questions for enhancing retention
must be limited to the species of questions examined so far. There is still much to learn

about the relationship between question structure, recall, and retention.

Effect in the Classroom

Findings from the last two-decades of testing effect research suggest it holds promise
for improving retention in undergraduate education. However, most of this work was
carried out in idealized laboratory conditions involving material, learning objectives, and
timeframes that have little relevance to the demands of traditional undergraduate

courses (Roediger and Karpicke 2006; McDaniel, Anderson et al. 2007; Roediger Ill and



16

Butler 2010; Rohrer and Pashler 2010; Rohrer, Taylor et al. 2010; Karpicke and Blunt
2011). However, three recent studies have attempted to extend our understanding of
testing effect in the classroom through study designs that incorporated authentic course
materials, environments, and/or participation of actual classroom populations in

ongoing instruction.

Butler and Roediger (2007) investigated the impact of test format on retention in a
simulated classroom environment. Undergraduate participants were shown art history
video lectures, immediately followed by either a multiple-choice, short answer, or
reading review (restudy) condition. Corrective feedback was supplied for half of the
review questions. When retention of the videos was measured one month later,
content covered on the short answer tests was recalled significantly more often than
material reviewed by multiple-choice test or restudy (Butler and Roediger Il 2007).
Interestingly, corrective feedback had no effect on retention. McDaniel et al. (2007)
integrated a repeated testing strategy into an online undergraduate Brain and Behavior
course. Course assessments consisted of fill-in-the-blank questions that emphasized
recognition of factual statements describing neuropsychological processes. Students
that studied the required course readings using fill-in-the-blank review questions scored
significantly better on the mid-term and final post-tests than students who only read
review statements. Carpenter, Pashler, and Cepeda (2009) looked at middle school

student’s retention of US history facts. One week or 16 weeks after initial instruction,
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students reviewed the lesson material through testing and feedback, through restudy,
or not at all. All students completed a post-assessment nine months later. Student
performance scores suggested that the 16 week testing and feedback condition
encouraged the greatest retention of facts, almost twice as much as students that

received no review at all (Carpenter, Pashler et al. 2009).

In all three studies, students’ ability to remember and recall information on a later test
was significantly enhanced by testing. And because the contexts better approximated
traditional classroom conditions than earlier work, the utility of testing effect strategies
in the classroom appears compelling. But two significant caveats limit any conclusions

of efficacy that can be drawn.

(1) Asin earlier works, these investigations included intervening test conditions
to promote recall (see Roediger & Karpicke, 2006 for review). The particular
design and implementation of the pre/post-test conditions, however, promoted
something more. In each study, student performance was greatest on final
assessment questions that paralleled earlier exposure. Meaning, for example,
performance on a short answer post-test question was greatest when the
parallel intervening test question was also short answer. The earlier test
informed the learner how information would need to be recalled later and

supplied opportunity to practice that exact task. The alternate test, restudy, or
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no test conditions omitted these cues. Thus, the experimental conditions that
enhanced student retention differed from the alternative treatments in two
ways; A) the type of re-exposure to target knowledge, and B) the priming of
learning and recall to the final assessment format. Because none of the
investigations differentiated effect sizes for each of these variables, it is unclear

which contributed most to the observed outcomes.

(2) None of the studies’ summative post-tests were graded components of a class
or course. Butler and Roediger’s (2007) assessments were simulations of
classroom exams administered to paid student participants. The summative
exams in the McDaniel et al (2007) study were optional, offered to students as
preparation for graded exams. And the retention of students in the Carpenter et
al (2009) study was assessed after the final exam, with no forewarning that it
would be. Thus, none of the students investigated were subject to the same
pressures (in the form of grades) to learn and retain information as students in
authentic classes. Performance had no consequence, which study participants
were either aware of (Butler & Roedinger and McDaniel et al) or did not know
was a factor (Carpenter et al). Because study conditions did little to elicit
motivation and because most students have negative biases about taking tests

(Karpicke and Blunt 2011), it is unlikely that participants engaged and benefited
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from the repeated test conditions as would students in authentic, high-stakes

classrooms.

The issues complicating interpretation of these limited findings leave significant doubt
whether testing effect actually occurs in relevant classroom environments, and
whether repeated testing strategies offer potential for improving undergraduate

instruction and student retention of knowledge.

Goals of Investigation

The current exploratory investigation seeks to address the limitations of previous work
in order to better characterize the efficacy of testing effect in actual classroom practice.
Through the use of multiple assessment strategies and new methods of coding, this
work also explores the relationship between testing effect, test format, and student
comprehension of complex ideas. Specifically, the current study investigated whether
repeated testing or repeated study is a more effective strategy for retaining students’
understanding of biological concepts in a large, undergraduate biology lecture course.
Based on previous findings of recall and recognition tasks measured for testing effect, it
was predicted that repeated quizzing would significantly improve retention of over
repeated study of the same material (measured as loss of performance or percentage

retention between pretest and post-test on parallel questions).
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In order to help characterize the quality of student comprehension measured by the
multiple-choice questions, the study also investigated differences in students’
performance of their retained understanding as measured with multiple choice vs. short

answer assessments.
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METHODS
Participants & Course
Description of participants - Three hundred and thirty undergraduates enrolled in
Molecular and Cellular Biology (MCB) 181 participated in the experiment. The class
population was 63% female and 47% male. Sophomores made up the majority of
students (41%), followed by freshman (38%), juniors (15%), and seniors (6%). Most
students listed Pre-Medical / Pre-Veterinary sciences (41%) or Physical & Life Science,
Mathematics, or Engineering (39%) as their major. Social Sciences (11%) and non-
science or undeclared majors (9%) comprised the remainder. Data from 49 students
was excluded due to failure to complete the course and/or all relevant study

assessments.

Description of class - MCB 181 is the first required course of most life science related
curriculums within the College of Science and Letters at the University of Arizona. The
one semester lecture course followed a traditional majors introductory biology syllabus
that is aligned with the national consensus of topics (Gregory, Ellis et al. 2011). The class
met every Tuesday and Thursday for one hour and fifteen minutes. The average lecture
consisted of an hour of PowerPoint style presentations interspersed with group
activities and 3-6 “clicker” questions (Mayer, Stull et al. 2009). Students completed
weekly online multiple-choice quizzes, three mid-term tests and a comprehensive final

exam as part of the course requirements. Quizzes were implemented using the online
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course management system - Desire2Learn (Rubin, Fernandes et al. 2010). Unless
otherwise stated, all course assessments were multiple-choice format. All experimental
conditions and assessments were integrated into the curriculum and the required

course evaluations.

Ethical Considerations - According Human Subjects Protection Program (HSPP)
regulations, the project was not considered human subjects research because student
performance data contained no individual identifier information and was reported in
aggregated form. Because no risk of individual privacy breach existed, Institutional
Review Board evaluation was not required. The appropriate “Not Human Subjects”
HSPP worksheet was completed, authorized, and filed with the Molecular and Cellular

Biology Department, University of Arizona.

Procedure

The experiment was a mixed methods study using a 3 (Type of exposure: Repeated
testing, repeated study, and no exposure) by 2 (Topic: Big Idea 1, Big Idea 2) within-
subjects design. Figure 1 (below) illustrates the experimental procedure; including how
and when study materials were implemented over the course of the semester. Full
descriptions of the instruments and subject matter implemented can be found in the

Materials section below.
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Figure 1: Summary of experiment procedure — (A) The first week of class, all students
completed a pretest based on the Genetics Literacy Assessment Instrument (Bowling,
Acra et al. 2008). Pretest performance data was used to ensure treatment group
equivalency. (B) In week two, students received a study packet covering both big ideas
and instructions about future assessments. (C) After a two week study period, all
students were assigned an online multiple-choice quiz (MCQ — Quiz 1) that assessed
students’ comprehension of the big ideas. That same week, 36 students also completed
an extra-credit Short Answer Quiz (SAQ) that assessed the same ideas through short
answer written responses. SAQ responses were coded and scored based on
predetermined big idea topic learning objectives and the Knowledge Integration Scoring
Rubric (DeBoer, Lee et al. 2008; Liu, Lee et al. 2008), both of which are described in the
Materials section below. After Quiz 1, students were randomly assigned to one of three
repeated testing/repeated study MCQ conditions - see Table 2: Quiz group conditions.
(D, E, and F) In MCQ'’s 2-4, students in groups 1 and 2 were repeatedly tested or
exposed to big ideas 1 & 2. Students in group 3 (control) received questions from
unrelated lecture material. Five weeks after Quiz 4, (G) all students answered 10
identical multiple-choice questions concerning both big ideas on the comprehensive
final exam. The main dependent variable — comprehension retention of each big idea -
was calculated as (Final exam % score / Quiz 1 % score). MCQ and final exam retention
performance of students also completing the SAQ was calculated separately.
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Materials

Pretest - All students completed a sixteen-question pre-test the first week of class to
measure previous knowledge of cell biology and genetic concepts. Questions were
chosen from the Genetics Literacy Assessment Instrument - Test-retest stability
(Pearson): 0.68, Internal reliability (Cronbach’s a): 0.995, N=395 (Bowling, Acra et al.
2008). The instrument was designed to assess knowledge relevant to topics covered in
MCB 181 and concepts assessed by the current study. Pretest performance data were
used to confirm that average previous student knowledge of relevant topics was not

significantly skewed across treatment groups.

Two Big Ideas — Student comprehension and retention of two fundamental “big ideas”
of molecular biology were targeted in the experiment; (1) the relationship between
genotype and phenotype, and (2) the relationship between gene expression and cell
function (see Table 1 below for description of specific learning objectives). The topics
were chosen for their relevance to overall course learning objectives. The difficulty and
complexity of the topics allowed for differentiation of student comprehension and
retention quality (Lewis, Leach et al. 2000; Lewis, Leach et al. 2000; Lewis and Wood-
Robinson 2000; Lewis and Kattmann 2004; Crowe, Dirks et al. 2008; Mazzocchi 2008).
Two weeks into the course, students received a six page instructional study packet
about the big ideas. The packet emphasized conceptual understanding and the

application of knowledge through use of question-answer scenarios (see Appendix B for
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examples). Students were informed that questions concerning the big ideas would
appear on future weekly multiple-choice (MC) quizzes and on the final exam. Correct
quiz responses would receive extra credit points toward overall quiz grade, providing

students additional motivation to engage the material.
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Table 1: Specific learning objectives for “big idea” topics (emphasized in instructional handout and

related assessment questions).

Topic

Big Idea #1: The relationship between
genotype and phenotype.

Big Idea #2: The relationship
between gene expression and cell
function.

If students fully
comprehend
this idea, they
should be able
to:

1. Compare and contrast the definitions
of genotype and phenotype.

2. Describe the relationship between a
gene and a protein (e.g. is there a
direct or indirect link? do changes in
one affect the other, how?).

3. Describe the relationships between
protein function, environment, and
phenotype.

4. Predict whether changes to genes or
environment will affect phenotype and
vice-versa.

1. Describe the relationship
between cell structure (i.e. parts
and layout) and cell function.

2. Draw out a basic gene expression
pathway (e.g. Central Dogma),
including regulation steps.

3. Describe the relationship
between gene expression and
cell environment.

4. Describe the relationship
between gene expression and
cell function.

Ideal student
responses that
demonstrate
successful
comprehension
of learning
objectives.

Question: Briefly explain the relationship
between genotype and phenotype.

Student response: An organism’s
genotype includes all the genes, coded in
DNA, which it inherits from its

parents. Phenotype includes all the
organism’s observable traits such as
height, hair color, or how fast or slow its
metabolism is. Genes contain specific
instructions for how to build proteins. A
protein is made of a chain of amino acids
bond together in a specific order. Each
amino acid has a unique shape and
charge. Because the chain is flexible, the
amino acids can interact, causing the chain
to fold into a particular 3D shape
depending on its sequence. The overall
structure (shape and charges) of the final
protein determines its function. One
example is a membrane bound ion channel

Question: Briefly explain how one
genotype is used to create hundreds
of different cell phenotypes.

Student response: All 10 trillion cells
in our body come from one fertilized
egg that copied and divided itself
many many times by mitosis. So all
the resulting cells have the same
exact DNA (same genotype). Human
DNA has about 25,000 genes with
instructions for how to make
proteins. Proteins do things like
catalyze reactions, transport
molecules, support cell structure, and
receive and transfer information.

The phenotype of a cell depends on
the combination of proteins it is
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protein, which literally looks like and acts
like a tunnel with a controllable gate.

Phenotypes like height or rate of
metabolism tend to result from the
functions of many many proteins working
together. Sometimes an organism’s
phenotype depends on both the genes it
has (genotype) AND environmental
conditions. For example, being tall
requires you have many growth
encouraging genes AND proper nutrition
when developing. Some phenotypes, like
sex, are determined only by genotype (XX
or XY chromosomes). Changes to a gene’s
DNA (like @ mutation) can change which
amino acids it codes for, resulting in
changes to the protein’s structure and
function. If significant, that change in
function might result in an observable
difference in phenotype (like disease, a
change in behavior, or a heritable
adaptation).

made of and how they work
together. Turning on or off
(expressing) specific combinations of
genes can create specific cell
function. No cell expresses all of its
genes at the same time. Instead,
cells tend to express only certain sets
of genes at certain times in their life
cycle.

Gene expression is a dynamic process
that can change based on what is
going on outside of the cell or inside
the cell This process is requlated by
proteins that interact with DNA,
either promoting or inhibiting
transcription of genes. Changes to
regulatory proteins changes their
function and what genes are turned
on or off. Cells can change gene
expression and function in other
ways as well, like destroying mRNA
transcript after its already made, or
sticking active proteins in an
organelle where they can’t do
anything. This active control of gene
expression and function allows cells
to produce all kinds of different
phenotypes from just one genotype.
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Quiz 1 —Two weeks after receiving the instructional study packet, all students
completed an identical online multiple-choice quiz (hereafter labeled Quiz 1) that
assessed comprehension of both big ideas (see Table 3 for example questions). Again,
all study questions were integrated into the normal weekly quizzes and the 60 item
comprehensive final exam to ensure that assessments modeled authentic classroom
practice. The format and logistics of the assessments limited question number to 5 per
big idea. All quiz questions were chosen or derived from instruments used in previous
work to assess comprehension of the same concepts (Lewis, Leach et al. 2000; Lewis,
Leach et al. 2000; Lewis, Leach et al. 2000; Lewis and Wood-Robinson 2000; Wood-
Robinson, Lewis et al. 2000; Lewis and Kattmann 2004; Duncan and Reiser 2007;
Klymkowsky, Gheen et al. 2007; Crowe, Dirks et al. 2008). All online quiz questions
appeared to students in random order. Students could attempt Quiz 1 only once. An
answer key and corrective feedback was made available after the closing date of the
quiz. Quiz 1 performance data served as the initial measure of comprehension that
Final Exam performance would be compared to in order to determine final retention
performance. ldeally, students would learn study material to mastery prior to
subsequent treatments of study or testing. However, due to the conceptual difficulty of
material, the restricted timeframe of the course, and the number of students (300+), it
was neither logistically possible nor plausible to ensure all students mastered content

before moving on.
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Quizzes 2-4 (repeated quizzing /restudy conditions) — After Quiz 1, students were
assigned to one of three weekly quiz conditions (Table 2: Quiz group conditions).
Numerous studies have demonstrated that three repeated testing events is the
threshold for significant testing effect to be observed, both in shorter term (hours to
days) and longer term (days to months) studies (see Roediger and Karpicke 2006 for
review). Therefore, treatment conditions were applied to three weekly quizzes directly
following Quiz 1. In each condition, students encountered a specific combination of big
idea questions (repeated testing) and/or statements to read and evaluate (repeated
study). Quizzes taken by Groups 1 & 2 repeatedly tested only one of the two big ideas
(see Table 3, Sections 1 & 2 for examples). Questions assessed similar comprehension
as those found on Quiz 1 and the comprehensive final exam. Excessive verbatim
repetition of questions across assessments can encourage recognition based responses
over more thoughtful comprehension based responses (Haladyna, Downing et al. 2002;
Mislevy, Steinberg et al. 2003; Stupans 2006; Momsen, Long et al. 2010), Therefore, an
effort was made to vary questions sufficiently to avoid reflexive responding
(Klymkowsky, Gheen et al. 2007). This was done, for example, through modification of
guestion and response phrasing (Table 3, Section A) or through novel scenarios that

assessed similar comprehension (Table 3, Section B).
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Table 2: Quiz group conditions (Description of the questions and restudy conditions found

in each group condition).

Group 1

Group 2

Group 3

3 Bigidea 1 MC questions

2 Big idea 2 statements to
evaluate

5 lecture MC questions
(unrelated)

2 Big idea 1 statements to
evaluate
3 Big idea 2 MC questions

5 lecture MC questions
(unrelated)

10 MC questions assessing
unrelated lecture material
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As a control for exposure time, students were also asked to evaluate statements about
the alternative big idea (see Table 3, Section C for examples). Statements were
constructed based on similar controls used in previous investigations (McDaniel,
Anderson et al. 2007; Weigold 2008; Carpenter, Pashler et al. 2009; Larsen, Butler et al.
2009; Karpicke and Zaromb 2010; Roediger Il and Butler 2010). The cross-
counterbalance of retesting and restudy conditions is similar in design to previous
instruments used to investigate testing effect in applied contexts (McDaniel, Anderson
et al. 2007; Rohrer and Pashler 2007; Agarwal, Karpicke et al. 2008; Kromann, Jensen et

al. 2009). .
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Table 3: Comparison of big idea questions across study assessments.

Section A: Example of Big idea 1 question variation

Quiz 3, Group 1

What is the relationship between the physical and
behavioral traits of an organism and the
information contained in the organism's genes?

a) Traits are a product of two or more
proteins functioning together.

b) Genes code for the structure/function of
proteins.

c) Environmental signals primarily
determine how proteins will function.

d) The information in genes code for the

specific structure and function of traits.

Final Exam (all students)
What is the relationship between genes and traits

expressed in individuals?

a) Genes determine the structure and
function of proteins, which are

responsible for individual traits.

b) Genes code for chromosomes, which

are responsible for individual traits.

Genes code for individual traits, which
regulate expression of specific
proteins.

d) Environmental signals primarily control
expression of genes responsible for

individual traits.

Section B: Example of Big idea 2 question variation

Quiz 1 (All students)
What is the relationship between gene expression

and cell function?

a) Expression of specific combinations of
traits encoded by genes determines

overall cell function.

b) Gene expression patterns fluctuate
significantly until cell function is

established.

Gene expression patterns control cell
protein populations which determine cell
function.

d) Cell specialization and function is
established through expression of a

modified cell genotype.

Quiz 2, Group 2

A friend gives you some cuttings (clones) from his
favorite plant. You pot the cuttings and place one
pot in your office and one outside on the patio.
After about a week, both plants look healthy and are
growing new leaves. You are concerned, however,
because the plant growing outside is turning purple
while the plant in your office remains green. What
is the most likely cause of these different
phenotypes?

a) Genotype difference between the cuttings.

b) Expression of different genes influenced by
the environment.

c) Anaccumulation of mutations in the plant
grown outside.

d) Differences in adaptability between the

cuttings.

Section C: Examples of big idea 1 & 2 statements to

evaluate (restudy condition as control for exposure)

Quiz 2, Group 2
A phenotype or trait results from the expression

Quiz 2, Group 1
In multicellular organisms, no cell expresses all of
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of one or more proteins and their associated the genes in its genome. Usually, each cell
function. expresses only a small fraction of its total genes at
any one time.

(There is no wrong answer to this question.)
a) Thisidea is familiar to me. (There is no wrong answer to this question.)

b) This idea is new or unfamiliar to me. a) This idea is new or unfamiliar to me.

b) This idea is familiar to me.

Group 3 quizzes covered current or past lecture material unrelated to the big ideas.
Group 3 data served as a control for the influence of lecture on the comprehension and
retention of the big ideas. Unlike Quiz 1, Quizzes 2-4 supplied only total performance
scores after completion. No answer key or explicit corrective feedback was supplied to
any group condition. However, because 5 total quiz attempts were permitted, it was
possible for students to infer correct answers over multiple attempts. Attempt number
was tracked for each quiz and was considered as a factor in later analysis of retention

(see Results).

Final Exam - Five weeks after Quiz 4, students took an identical 60 question multiple-
choice final exam which included 10 questions parallel to the big ideas topic questions
presented on Quiz 1 (5 questions per topic). All students completed the same 10

guestions. The main dependent variable — retention of big idea comprehension over the
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course of the semester - was calculated as Final exam % score / Quiz 1 % score (per big

idea).

Short Answer Quiz (SAQ) - To characterize the quality of comprehension assessed by the
MC assessments, a subset of students also completed an extra-credit SAQ . The SAQ
was offered the same week of Quiz 1 (see Figure 1). All eight questions used for analysis
derived from Duncan & Reiser’s (2007) short-response instrument designed to elicit
student comprehension of topics equivalent to Big Ideas 1 & 2. Students were given
one attempt to take the SAQ online. A total of thirty-six students completed the quiz.
Students were instructed that total extra credit awarded was based on how well they
elaborated and explained (made visible) their current understanding, NOT on the
correctness of their answers. Answers that were clearly copied and pasted or derived
directly from the textbook would receive no credit. Therefore, there was little
motivation for students to look to outside sources to complete the quiz. A sample
guestion and answer was supplied to model the quality of answers receiving “full

credit.”

Both the MC and SA quizzes implemented in the study were designed to assess the
same concepts (big ideas) at the same level (comprehension and application - as
measured by Bloom’s taxonomy and the Blooming Biology Tool developed by Crowe,

Dirks, and Wenderoth) (Buckles and Siegfried 2006; Crowe, Dirks et al. 2008; Zheng,
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Lawhorn et al. 2008). Though several studies have demonstrated that MC questions
are capable of evaluating sophisticated student comprehension and understanding
(Ram, van der Vleuten et al. 1999; Fellenz 2004; Stupans 2006; Williams 2006), MC
scores supply limited information about what that comprehension “looks like.” Properly
designed SA questions can elicit sufficiently elaborate information necessary to
characterize the quality and quantity of student knowledge and understanding (Palmer
and Devitt 2007). The SA quiz was used to gather this quality of evidence to complement

the evidence of student comprehension demonstrated by MC question performance.

Scoring Short Answer Quizzes

The SAQs were scored and coded using the Knowledge Integration (KI) Framework and
Rubric. The Knowledge Integration framework is a constructivist based theory of
learning used to describe and measure the state of an individual’s current knowledge
(Ram, van der Vleuten et al. 1999; Zimmerman 2005; DeBoer, Lee et al. 2008; Liu, Lee et
al. 2008). The theory assumes that new understanding is achieved through construction
and development of cognitive knowledge structures. The structures can be imagined as
mental networks composed of discrete facts or ideas connected by a variety of
associations and/or relationships. Knowledge structures grow in size and complexity
through integration of new information with previously held knowledge (van den Broek
and Kendeou 2008; Catts 2009). As learning progresses, the expanding networks are

themselves iteratively evaluated, reorganized, and integrated to ensure internal
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consistency and fit with new experience (Liu, Lee et al. 2008; Liu, Lee et al. 2010).
Comprehension and aptitude result when knowledge structures support meaningful
interpretation of new and previously held ideas and experience. (Chen 2006; Cheng
2008; van den Broek and Kendeou 2008; Catts 2009; van den Broek 2010) The larger
and more integrated knowledge structures become, the greater the performance and

aptitude they are likely to support (Clark and Linn 2003; Catts 2009).

The Kl rubric is a simple scale and methodology for measuring the quantity and quality
of learner’s knowledge structure(s) (Liu, Lee et al. 2008; Liu, Lee et al. 2010) (see Table 4
below). It is used in conjunction with assessment instruments that demand recall,
explanation, and application of understanding through tasks such as solving a problem
or developing an argument (Ram, van der Vleuten et al. 1999; DeBoer, Lee et al. 2008;
Lee and Liu 2009). The rubric focuses on evaluation of answer relevancy, explanation
power, and connection making between ideas. The output is a numeric score between
1 and 5 that represents all evaluation criteria. The single score allows easy comparison
across related items, offering a broad window into the coherence and sophistication of
learners’ current state of knowledge, as well as their ability to apply that knowledge

(Liu, Lee et al. 2010; van den Broek 2010).



Table 4: The 5 scoring levels of the knowledge integration rubric (Liu, Lee et al. 2008)
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Score Description

5 Two or more full links represent the “complex” link level (scored as 5).

4 At the “full link” level (scored as 4), students make at least one full link
between two relevant and correct ideas.

3 At the “partial link” level (scored as 3), relevant and correct ideas are
generated but not elaborated enough to demonstrate how two ideas are
connected, meaning that no specific mechanisms or relationships are
articulated.

2 At the “no-link” level (scored as 2), students use incorrect ideas and incorrect
links.

1 The “no answer” and the “off task” responses are scored as 0 and 1,

respectively.
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As outlined in Liu et al. (Liu, Lee et al. 2008), implementation of the rubric involves two
basic steps:

1) Individual facts and ideas within each answer are identified and evaluated for
accuracy and relevance to the assessment task.

2) If multiple correct ideas are present, descriptions of connections and/or
relationships between ideas are identified and evaluated. Each connection that
is explained accurately and fully (i.e. includes a specific mechanism or a type of
relationship) is scored as a “full link.” Connections that are mentioned but not

fully explained are scored as “partial links.”

Referencing Table 4, a student response that contains correct ideas but no links would
be scored as a 2. A correct response that included multiple full links would be scored as
a 5. Table 5 illustrates how the Knowledge Integration rubric was utilized to score the

SA quiz (see below).

Relationship between MC and SA quiz questions - Comparison of Quiz 1 and SAQ KI
scores will help characterize the quality of student comprehension measured by the MC
guestions used in the study. Such a comparison is supported by Liu et al.’s (2008)
finding that Kl scores parallel scores of other assessments - such as multiple-choice
guestions — if learning objectives and targeted level of understanding are aligned across

assessments. Related findings demonstrate that Kl scores not only move in parallel with
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other assessments, they reliably predict a student’s ability to fully explain their
reasoning behind MC response choices (Chen 2006; Linn, Lee et al. 2006; DeBoer, Lee et
al. 2008; Liu, Lee et al. 2008; Lee and Liu 2009; Liu, Lee et al. 2010). Because both the
MC and SA quizzes implemented in this study are designed to assess the same concepts
at the same level, a strong correlation between Quiz 1 and SAQ Kl scores would suggest
that the two assessment instruments are targeting a similar type and quality of

knowledge.
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Table 5: Scoring SAQ using the Knowledge Integration Rubric.

All 288 SAQ responses (36 quizzes completed / 8 questions per quiz) were transferred from D2L to a MS Excel
spreadsheet for analysis. Section (A) illustrates scoring of SA quiz question 1, including sample descriptive codes
representing facts, ideas, and relationships described in student answers, as well as the overall Kl scores applied to
each answer. Section (B) details the Kl scoring of a student response from section A (bottom row).

Section A: Example of analysis of raw SAQ data downloaded to MS Excel template.

3 nEs CONLAN N = otens.
Is there a connection between proteins and phenotype? Explain. e o it e,
phenctype
GeneF: gene i L ion of
proteins
Exp: Protein expressions affects phenctype
Mut: Changes 1o genes can affect protein structure-function, pheno
Since genes are made up of proteins and genes dictate genotype which in turn phoenotype, yes there is a connection. 2 Since genes are made up of proteins and genes?
Proteins and phenotype work together, but not sure as to how, or for what. 2
Genotype controls phenatype because genes direct the production of proteins Proteins in turn, dictate virtually every réaction in the cell 5 Genef
and thus are directly re_sEnnmbre for observational characteristics. PF
Yes, phenotypes are ﬁl!l‘n‘lll\lﬂ'l on Ql'mtf one or many different proteins. Proteins have information stored in them to perform different 4 PF
ich ¢an kie Proteins express the different genes they contain as phenotypes. Proteins express the different genes they contain as
phenotypes
no. 1
Yes, there is 3 connection between the two. Proteins are required for DNA synthesis. Chromosomes are organized structures of DNA and 3 Chromosomes in turn have genes which determine
protein, Chromosomes in turn have genes which determing phenotype. phendtype
Though proteins provide various functions encoded by genetic material, they do not have a direct effect on phenotypic variation among 3 do not have a direct effect on phenotypic variation
living things. Their functions, though wide and nearty-all-encompassing, cover the microscopic variation among ofganic material.
Proteins influence gene expression which determines what parts of the genotype 3re expressed 3¢ the phenotype. For example, Human 4 exp
growth hormone which is produced by the pituitary gland affects height. People with pituitary dwarfism have 2 mutation that inhibits the
production of human growth hormene which causes them to be shorter than the average person.
Proteins are usually pretty similar to phenotype. Both are based upon your set of genes, called your genctype. Phenotype is the physical 5 Code
manifestation of those genes. At the same time, those genes are what encode the proteins that we have. It is because of those proteins, and exp
much our gen: Wi Id have of them, ¢ ives us our | rance, and therefore our phenotype.
Proteins are responsible for an individual's phenotype in most cases (how a person looks); they are made of a specific sequence of amino H Code
acids that were specified by an individual's DNA. In a2 way, 2 hierarchy of sorts exists in which we come from; for example DNA is made up of P
billions of base pairs; every 3 base pairs, when copied by RNA, codes for a specific amino acid (although there are repeats); different exp
combinations of amino acids create different proteins; different proteins fold different ways 3nd therefore have different functions; these
|| different functions now ¢an be expresced and thus account for the wide variation in phenotypes for the different
Individual student responses to Question 1 Descriptive coding of SAQ responses

SA scoring using Knowledge integration rubric
(see Section B)

Section B: Kl scoring process
Step 1: Identify and evaluate the facts and ideas within each response.
Step 2: Identify and evaluate any connections and/or relationships made between ideas.

Student answer (from Section A, bottom row): “Proteins are responsible for an individual's phenotype in most cases
(how a person looks); (1) they are made of a specific sequence of amino acids that were specified by an individual's
DNA. In a way, a hierarchy of sorts exists in which we come from; for example DNA is made up of billions of base
pairs; every 3 base pairs, when copied by RNA, codes for a specific amino acid (although there are repeats); (2)
different combinations of amino acids create different proteins; different proteins fold different ways and therefore
have different functions; (3) these different functions now can be expressed and thus account for the wide variation
in phenotypes for the different cells.”

Ideas and relationships identified (codes and explanations):
(1) Code: genes contain information for building proteins.
(2) PF: protein function determines cell function — observable phenotype
(3) Exp: Protein expression affects phenotype

In this case, the student used multiple biological ideas correctly and fully described three complex relationships
between those ideas. Application of the rubric (see Table 4 for reference) to this particular answer would yield:
Kl score 5 “Two or more full links represent the “complex” link level.”
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RESULTS

The purpose of the study is to determine if repeated testing versus repeated study
affects retention of complex comprehension. Retention, defined as the ability to recall
and apply information, requires that information is first encoded. Due to the complex
nature of the big ideas used in the study, the size of the class, and the limited resources
of the instructors, it was logistically unworkable to ensure that all students mastered the
target material. Therefore, it was necessary to limit comparison groups to those
students who scored 60% or greater on Quiz 1 big idea 1 & 2 questions (3 correct out of
5 on each idea, total of at least 6 correct). The approach has been used in earlier
memory work to reduce the influence of confounding variables such as motivation and
analytic skill (Roediger 2008). Sixty percent was the minimum threshold necessary to
distinguish differences in retention across treatment groups and is approximately the
average test score on the majority of Intro to Biology exams across sections and
semesters. Students completing the extra-credit short answer quiz were also excluded
from this population due to the additional exposure and testing of material. The
selection criteria reduced treatment group populations to 48 (Group 1), 50 (Group 2),
and 27 (Group 3). Using 80% or greater as the selection criteria would have been more
optimum, however too few students performed at this level to permit statistical
comparison. Unless noted, the following comparisons and analyses utilize the group

populations described in Table 6.
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Table 6: Population breakdown of students scoring = 60% on Quiz 1 big idea 1 & 2 questions.

Treatment Description N
Group 1 Test Bl 1/ Study BI 2 48
2 Test Bl 2/ Study Bl 1 50
3 Control 27

Accounting for Previous Knowledge

The Pretest data was collected to ensure that previous knowledge related to the big
ideas was equivalent across treatment groups prior to the beginning of the study. Any
group bias could significantly affect later performance and prevent meaningful
interpretation of retention outcomes. A one-way ANOVA was used to determine if
Pretest performance varied across groups, indicating a bias in previous knowledge. No
significant variation was detected, F (2, 124) = .930, p = .397 (see Figure 2 for

comparison of Pretest means).



Figure 2: Pretest performance assessing previous knowledge related to big ideas.
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Measure of Initial Learning

Student performance on Quiz 1 served as the baseline for comparison to determine if
group treatments affected later retention of the big ideas. All students completed an
identical quiz containing 5 MC questions targeting each big idea. Again, any differences
in group performance on this initial assessment would make meaningful comparison
and interpretation of later assessment outcomes difficult. Therefor it was important to
determine if significant group performance variation was present at Quiz 1. A one-way
multivariate analysis of variance (MANOVA) was conducted on the two dependent
variables - performance on each set of big idea questions. MANOVA analysis permitted
simultaneous comparison of the two dependent performance variables and offered
greater sensitivity to group differences than individual ANOVA analyses, especially in
situations where covariation of variables is expected (see Measure of Testing Effect
section below). Unless otherwise indicated, all multivariate analyses conducted as part
of the study yielded nonsignificant Box’s M, indicating that the homogeneity of
variance-covariance matrix assumption was not violated. In addition, no univariate or
multivariate outliers were evident, indicating the necessary assumptions for the

MANOVA analysis technique were met.

No significant differences were found among the three groups (Wilks’ A = .977, F (4,242)
=.714, p > .1), suggesting that initial mastery of the target material was equivalent
across groups at the beginning of the study (see Figure 3 for comparison of Quiz 1

means).
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Measure of Testing Effect

To determine if re-testing or re-study influenced retention to a greater extent, two
approaches were used to compare pre (Quiz 1) and post (Final Exam) performance in
order to identify treatment affects. Approach one compared group final exam
performance on the big idea questions. Approach two utilized the ratio of Final exam /
Quiz 1 performance to further characterize the relationship between treatments and

retention.

Comparison of Final Exam Performance — Because no significant differences in Pretest
and Quiz 1 performance were found between groups, a direct comparison of Final exam
scores between groups was possible (see Figure 4). A MANOVA was conducted in order
to determine whether repeated testing versus repeated study afforded a performance
advantage on the final exam. As with the multivariate analysis of Quiz 1, performance
on each big idea was treated as a dependent variable (5 questions per big idea, 10
total). MANOVA analysis permitted comparison of the dependent variables together. In
addition, group 1 & 2 outcomes were likely to covary due to topic and format
similarities. MANOVA analysis is capable of detecting group differences under these
conditions, while multiple ANOVAs are not. Using Wilks’ Lambda, there was a significant
difference in scores across the treatment groups, A = .886, F (4,242) =3.762, p < .01. In

order to help characterize group differences, separate ANOVAs were conducted on the
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outcome variables. Significant differences in performance were seen on Big Idea 1

across groups, F(2,122) = 4.784, p = .01, but not Big Idea 2, F(2,122) = 2.311, p > .05.

To better understand the relationships between the dependent variables, the MANOVA
and ANOVAs were followed up with discriminant analysis, which revealed two
discriminant functions. The first explained 71% of the variance, canonical R’ =.08,
whereas the second explained only 29%, canonical R? =.02. These discriminant
functions significantly differentiated the treatment groups, both in combination (1 & 2),
A =0.886, )(2(4) =14.659, p = .01, and with the first function removed, A = .965, xz(l) =
4.332, p < .05. The correlations between outcomes and the discriminant functions
suggested big idea 1 performance factored significantly more in function 1 over function
2 (r =.896 for the first function versus r=.443 for the second); performance on big idea 2
was the opposite, factoring significantly more so in function 2 (r=.985) over function 1
(r=-.174). The discriminant function plot (Figure 5) shows that the first function
discriminates Group 1 from Groups 2 & 3 (compare group centroids across Function 1
axis - solid line), and the second function differentiates control Group 3 from the two

intervention groups (compare group centroids across Function 2 axis - dotted line).

Taken together, these data suggest that repeated testing of big idea 1 was associated
with group 1’s significantly improved performance over either group 2 or the control.

However, the effect size was not strong (R* =.08). Group 1 & 2 performance on big idea
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2 questions did not vary significantly, but was significantly greater than the control -

suggesting both treatments contributed to performance, but the mechanism is unclear.
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Figure 4: Final Exam performance mean scores across treatment groups (results clustered by
Big Idea, 5 questions each).
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Comparison of Conditionalized Retention — To quantify retention across the pre and post
assessments, the following ratios of Final Exam performance to Quiz 1 performance
were used to conditionalize retention based on initial learning (measured by Quiz 1

performance):

Big Idea (1) Final Exam performance %

Big Idea (1) Quiz 1 performance %

Big Idea (2) Final Exam performance %

Big Idea (2) Quiz 1 performance %

For example, if a student scored 80% on Quiz 1 big idea 1 questions and 60% on
equivalent final exam questions, then retention was scored as 75% (.6/.8). (See Figure

6, Percentage Retention means).

As before, a MANOVA was conducted in order to determine whether either treatment

yielded a retention advantage, comparing the dependent various together. Using Wilks’
Lambda, there was a significant difference in retention across the treatment groups, A =
918, F (4,242) = 2.656, p < .05. However, separate univariate ANOVAs on the dependent
variables revealed non-significant differences in retention of Big Idea 1, F(2,122) = 2.408,

p > .05, and Big Idea 2, F(2,122) = 2.850, p > .05.
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The MANOVA and ANOVAs were followed up with discriminant analysis (see Figure 7),
which revealed two discriminant functions. The first explained 69% of the variance,

canonical R? = .06, whereas the second explained only 31%, canonical R? =.001. These
discriminant functions significantly differentiated the treatment groups in combination
(1&2), 4=0.918, x*(4) = 10.440, p < .05. However, the second function alone did not

significantly differentiate groups, A = .973, x*(1) = 3.316, p > .05.

The correlations between outcomes and the discriminant functions suggested retention
of Big Idea 1 factored significantly more in function 2 over function 1 (r = -.647 for the
first function versus r=.764 for the second); retention of big idea 2 factors slightly more
in function 1 (r=.801) than function 2 (r=.602). The discriminant function plot (Figure 5)
shows that the first function discriminates Group 1 from Groups 2 & 3 (compare group
centroids across Function 1 axis - solid line), while the second function differentiates
control Group 3 from the two intervention groups (compare group centroids across

Function 2 axis - dotted line).
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Figure 6: Percentage retention of big ideas 1 & 2 from Quiz 1 to Final exam (results clustered by

big idea).
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Taken together, the retention analyses suggest that repeated testing of big idea 2
significantly affected group 2 retention, but did not distinguish big idea 1 retention
across groups 1 & 2. Though the effect size was again not strong (R*=.06), it is
interesting to note that Group 2’s mean % retention was greater than 1.0. An equal
increase is not seen in the other groups, suggesting that that repeated testing condition
appears to have influenced not just retention, but possibly learning as well. As before,
Group 1 & 2’s performance was significantly greater than the control. Considering the
heavy loading of big idea 2 retention in both discriminant functions (as was similar to big
idea 1 final exam performance in the previous analysis), it is likely that the effects of
repeated testing of both big ideas were interacting and that both treatments

contributed to retention or test performance in general.

Accounting of Quiz Attempts

As described previously, students completed 3 treatment quizzes between Quiz 1 and
the Final Exam. Though no direct feedback was supplied by these quizzes, students
could attempt each quiz up to 5 times. Because greater exposure to material can
influence later retention (Roediger Il and Butler 2010), it can be argued that a greater
number of attempts could bias performance (through greater exposure and/or retesting
of ideas) and confound interpretation of retention outcomes. Therefore, the
relationship between total quiz attempts and retention of big ideas 1 & 2 (measured as

% of learning maintained pre-post, as described above) was analyzed. Accumulated quiz
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attempts for quizzes 2-4 were calculated for each student. Pearson’s correlation
coefficient, r, was calculated to determine if a relationship existed between total quiz
attempts and retention of either big idea. No significant relationship was found
between quiz attempts and either retention of big idea 1 (r =.02, p > .05), or big idea 2
(r=-.01, p >.05). Therefore, it can be concluded that attempt number did not

contribute significantly to the observed performance outcomes.

Relationship Between Multiple-Choice and Knowledge Integration Scores

The multiple-choice questions used in the study were intended to measure students’
comprehension of ideas and their ability to explain and apply them. In order to support
whether the questions were in fact able to do so, a semi-random subpopulation of
students (36) completed both the multiple-choice Quiz 1 and a short answer quiz that
required written elaboration of equivalent big ideas topics. The short answers were
coded using the Knowledge Integration Rubric (described in Methods), a technique used
to identify and quantify the degree of student knowledge integration and the ability to
explain and communicate that knowledge. If the multiple-choice and the short answer
guestions measured equivalent knowledge, one would expect student performance
across assessments to be significantly correlated. Knowledge integration and multiple-
choice scores were strongly correlated, r=.53, p(two-tailed) <.01, supporting the idea

that both assessments measured similar qualities and quantities of comprehension.
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DISCUSSION
The current exploratory study examined whether repeated testing or repeated study is a
more effective strategy for improving students’ retention of complex biological concepts
in a large, undergraduate biology lecture course. Additionally, the study sought to
determine if a multiple-choice question format can measure the quality of
understanding at a level equivalent to short answer questions. The latter investigation
was necessary to bridge the gap between how testing is usually administered in large
lecture classes, and how complex understanding is most often measured (Rodriguez

2003; Kuechler and Simkin 2010; Momsen, Long et al. 2010).

Based on previous testing effect findings of recall and recognition tasks, it was predicted
that repeated quizzing would significantly improve retention of over repeated study of

the same material (Roediger Ill and Butler 2010).

The analysis measuring impact of testing on retention and final exam performance
yielded mixed results. Final exam scores of students scoring 60% or better on the initial
quiz were significantly improved for Big idea 1, however univariate and discriminate
analysis could not distinguish significant differences between groups 1 & 2 on big idea 2.
Both groups performed significantly better than the control, confirming that lecture

attendance was not a contributing factor.
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Interestingly, when percentage retention between Quiz 1 and Final exam was measured,
discriminate analysis revealed the opposite effect. Repeated testing of big idea 2
improved group 2’s retention over group 1, however no differences in retention of big
idea 1 could be detected across groups 1 & 2. This reversal of significance may be due in
part to the fact that repeated testing of either big idea helped performance on big idea
2 final exam questions (see Figure 4). This was not the case for big idea 1 questions.

The ideas tested by big idea 2 quiz questions, such as factors that influence gene
expression and cell function, are closely related to big idea 1 topics. In fact, it could be
argued that big idea 1 ideas surrounding the relationship between genotype and
phenotype may be necessary precursors for understanding gene expression and cell
function. Thus, not only was big idea 2 question performance was aided by both
treatments, group 2 was exposed to more complex ideas and greater expectations in
the repeated testing treatment, resulting in greater performance on all questions
overall. This is supported by the observation that group 2’s retention ratio was above
1.0, suggesting that some amount of learning must have occurred as a result of
repeated testing, an effect not seen in the other treatments. Again, both groups scored
significantly higher than the control group, suggesting differences were a result of the

interventions, not the influence of lecture.

The analysis of group retention differences suggest that repeated testing did improve

student performance on the big idea questions over repeated study. The effect was
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most distinct with repeated testing of big idea 1. Repeated testing of big idea 2
appeared to influence performance on both types of questions. Because the big idea
topics overlapped substantially, it could be anticipated that effecting retention or
comprehension of one idea influenced performance on the other. Because independent
improvement of retention was seen in at least group 1, it is reasonable to conclude that
the observed effects resulted in general from testing and retrieval processes, not

greater exposure.

Another key finding was the close relationship between Kl scores and multiple-choice
performance. The Knowledge Integration Construct and Rubric was specifically
designed to measure the quality, integration, and applicability of student knowledge
(Liu, Lee et al. 2008; Lee and Liu 2009; Lee, Liu et al. 2011). Multiple studies have
demonstrated its value in measuring complex knowledge constructs (DeBoer, Lee et al.
2008; Liu, Lee et al. 2010; van den Broek 2010; Chiu and Linn 2011). However, very few
have demonstrated that multiple-choice questions, when designed and implemented
appropriately, can reliably measure similar constructs (Stupans 2006; Lee, Liu et al.
2011). In fact, numerous authors have argued that recognition format questions, such
as multiple-choice, are incapable of measuring complex knowledge due to inherent
limitations of the design (Palmer and Devitt 2007; Nielsen, Buckingham et al. 2008;
Zheng, Lawhorn et al. 2008; Foster and Miller 2009; Kuechler and Simkin 2010). Both the

SA and multiple-choice formats used in this study were specifically designed to target
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and measure equivalent comprehension of knowledge. The finding that short answer
quiz Kl scores and multiple-choice quiz scores correlate strongly suggests that format
itself may pose no inherent limitation. Rather it is the goal and design of the question

that determines what can be elicited.

Taken together, these exploratory findings suggest that repeated testing can impact
student retention of complex knowledge, and that that the benefits of testing can be
realized within an authentic classroom environment using traditional methods and

formats of assessment.

Limitations and Next Steps

The intervention and assessments employed in the study were very limited in scale, and
the effect size of the observed differences between treatment groups was small and not
as consistent as predicated. In addition, overlap of the bigidea 1 & 2 topics appears to
have resulted to testing effect “bleed over” across treatment groups, somewhat
confounding the interpretation of post-test performance. The following experimental
design and context factors assist with framing the significance and meaning of the

findings. Study improvements and follow up questions are also suggested:

1) Environment - The experiment was conducted in a large, complex course

environment, not a highly controlled lab as with the majority of related studies
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(Roediger and Karpicke 2006; Carpenter, Pashler et al. 2008; Karpicke and
Roediger 111 2008). All assessments were part of a graded course curriculum and
required independent, unmonitorable engagement by students. Numerous
factors that can significantly impact student performance, such as discipline,
study skills, and motivation, could not be controlled (Bransford, Brown et al.
2000; Duit and Treagust 2003; Brown 2004; Kang, McDermott et al. 2007). These
factors could have considerably confounded interpretation, overwhelming
detection of any treatment effect. However, findings from this study were
significant and for the first time demonstrate that testing effect is relevant to
real instructional environments and practice. Future work should attempt to
measure other performance factors, such as discipline, determination, and
approaches to study to better understand their role and interaction with
practices such as repeated testing in effecting and predicting student
performance and success (Lizzio, Wilson et al. 2002; Tomanek and Montplaisir
2004; Duckworth, Peterson et al. 2007).

Timescale — a significant majority of testing effect investigations utilize short
duration timeframes (minutes to days) that have limited significance to the
demands of a semester long course (Marsh, Roediger et al. 2007; McDaniel,
Roediger et al. 2007; Karpicke and Roediger 11l 2008; Pyc 2010; Sensenig 2011).
In the current study, final post-test assessments were carried out 5 weeks after

the last treatment quiz, a timeframe similar to semester mid-term schedules or
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inter-semester periods. Findings demonstrate that effects of testing can
influence retention and recall on timescales parallel to authentic course
requirements. Future work should investigate longer-term, more routine
practices of repeated testing on retention strength and duration as well as the
utility of any resulting memory advantage for improving future learning and
understanding.

Feedback — Feedback strongly influences the quality and efficiency of learning in
ways that can mask the influence of testing effect (Hattie and Timperley 2007;
Kang, McDermott et al. 2007; Shute 2008). Nearly all testing effect
investigations conducted within classroom like environments have included
strong feedback components (McDaniel, Anderson et al. 2007; Agarwal, Karpicke
et al. 2008; Carpenter, Pashler et al. 2009; Mayer, Stull et al. 2009; Butler 2010;
Karpicke and Blunt 2011; Sensenig 2011). Therefore, it is difficult to determine if
observed effects of testing are true artifacts of retrieval processes, or are a
product of formative, feedback dependent learning. The experimental design in
this study purposefully excluded direct feedback in treatment quizzes 2-4. In
addition, measures were conducted to ensure that indirect feedback - in the
form of multiple quiz attempts - did not influence performance. Thus, the
observed difference can be attributed to mechanisms underlying testing effect
versus feedback with greater confidence than before. Moving forward,

however, some of the most important and exciting questions regarding testing
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effect relate to its power to influence not just retention, but learning. Such work
should return to the use of feedback, investigating how and why cycles of study,
testing and feedback contribute to learning and understanding. Of particular
importance today is the question of cost and efficiency, and whether such
learning cycles can be mediated by peers, computers, or independently by the
learners themselves.

Highly complex subject material - The knowledge targeted in this study included
two of the most complex and difficult concepts covered by traditional Intro to
Biology curricula; (1) the relationship between genotype and phenotype, and (2)
the relationship between gene expression and cell function (Lewis, Leach et al.
2000; Lewis, Leach et al. 2000; Lewis and Wood-Robinson 2000; Lewis and
Kattmann 2004; Duncan and Reiser 2007; Wood 2009). Relative to the focus of
previous testing effect studies, these concepts, and the level at which student
comprehension was assessed, represent a significant increase in complexity and
difficulty (Crowe, Dirks et al. 2008; Wood 2009; Tibell and Rundgren 2010).
Students were required to both understand and apply knowledge of numerous
individual facts and ideas as well as explain the relationships that connect them
into higher level systems and processes. This level of comprehension and ability
has not been tested previously, and represents a significant extension in our
understanding of the capacity and testing effect and multiple-choice questions

to influence and measure complex knowledge. Use of more comprehensive



61

assessments and more frequent data analysis will permit future studies to map
changes in student knowledge and understanding over time. This
“microgenetic” type of approach is a powerful means of determining when and
how ideas are correctly and incorrectly connected, and what role learning
strategies such as repeated testing play in their construction (Schoenfeld, Smith

et al. 1993; Siegler 2006).

Relating the Results to Theories of Learning and Cognition

Despite decades of research investigating the nature and boundaries of testing effect,
few cognitive or biological mechanisms have been put forward to explain the underlying
processes. (e.g., Glover, 1989; Karpicke & Roediger, 2008; Karpicke & Zaromb, 2010;
Pyc & Rawson, 2009). The current findings provide evidence that supports current
psychological and neurobiological models of memory function (Nyberg 2002; O'Reilly
and Frank 2006; Shrager, Kirwan et al. 2008; Kandel 2009; Basak and Verhaeghen 2011;
Hintzman 2011). These models predict and help to explain the improvements in
retention outcomes observed in the current experiment, and suggest how repeated
testing yields improvements in comprehension and complex understanding. The

following sections will review these models in light of the current findings.
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The Psychology of Testing Effect

Mastery of a skill or topic requires progressive accumulation and integration of
understanding and experience (Bransford, Brown et al. 2000). The organization and
breadth of the resulting knowledge determines how efficiently and effectively it is
retrieved and applied (Brown 1923; Davis 2010; Hintzman 2011; Yasuda, Johnson-
Venkatesh et al. 2011). Until recently, the impact of repeated retrieval on these
processes was poorly characterized. But in a 2010 study, Zaromb et al. (2010) found
significant correlation between testing, retention, and knowledge organization. Student
participants memorized lists of words in the presence or absence of repeated testing
conditions. Some students were also prompted to use mnemonic or relational
information to assist their learning. Comparison of resulting learner retention and
knowledge organization revealed a strong relationship between the degree of idea
clustering and improved later recall. (Zaromb 2010). The findings suggest that repeated
testing may encourage integration of ideas into associated clusters, and that the
clustering process improves memory strength and accessibility (Zaromb and Roediger llI
2009; Zaromb 2010). The relationship between MC performance, knowledge
complexity, and treatment effects observed in the current study also supports the idea
that knowledge structure impacts retention and can modified by repeated testing
conditions in ways that strengthen comprehension. In fact, although similarities

between big idea topics appeared to cause some confounding transfer of
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understanding, such spill over in performance would be predicted if clustering were a

key mediating process of testing effect.

Landscape model theory offers a compelling and useful description of how the mind
builds higher-order knowledge structures that support complex understanding. The
Landscape model was originally developed to describe the processes supporting
cohesion and comprehension during reading (van den Broek and Kendeou 2008). But
the model can be applied successfully to a broad range of learning situations and is a
useful framework for understanding the observed enhancements to both memory
retention and comprehension of complex concepts observed in the current study (van

den Broek 2010).

From a cognition perspective, comprehension is the product of the construction of
mental representations in memory that support meaning and sense making (van den
Broek and Kremer 2000; van den Broek and Kendeou 2008; Catts 2009). These mental
representations are composed of a bounded set of elements or ideas clustered together
by the numerous relationships that connect them (Catts 2009). For example, a mental
representation of “fishing” might include ideas about fish species, water characteristics,
boats, casting, weather, previous experiences and the temporal, episodic, and

procedural relationships that hold them all together. Building mental representations
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depends on identifying meaningful associations between elements and previous

understanding (van den Broek 2010).

This process of connection making occurs almost exclusively in short-term working
memory (Basak and Verhaeghen 2011). Our most current understanding of working
memory is that it is composed of three functionally unique layers. Layers 1 & 2
represent attention. They function as a kind of RAM, the place where information in
immediate focus is retained, processed, or purged in real time (Nader and Einarsson
2010; Basak and Verhaeghen 2011). Layer 3 functions as a kind of backburner or
overflow buffer where ideas tagged for processing wait passively for reactivation or
storage in long-term memory (Basak and Verhaeghen 2011; Basak and Verhaeghen
2011). Layer 1is our immediate focus, able to maintain only 1 idea at a time. Layer 2
can hold 3-4 additional ideas in an active state. Rapid shifting between layers allows
layer 1 to process or connect ideas appropriately (Basak and Verhaeghen 2011). Layer 3
storage is vast but inert. Contents must be drawn into the upper layers to be modified in

any way (Basak and Verhaeghen 2011).

Information progresses through layers 1, 2, & 3 as the demands of attention require.
Internal standards of coherence, acquired through previous learning and reinforcement,
inform working memory whether new information is making sense (van den Broek and

Kremer 2000; Basak and Verhaeghen 2011). If information becomes incoherent or
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difficult to relate to previous knowledge, the standards will trigger stopping, refreshing,
and/or analysis (e.g. stopping to read a difficult sentence or paragraph again). If
information is familiar or easy to understand, it moves rapidly in and out of our
attention. Landscape model describes this process of creating “big” coherence and

comprehension through the small window of working memory (van den Broek 2010).

The confined structural limits of working memory funnels information into a linear and
sequential stream (Baddeley 2010; Basak and Verhaeghen 2011). A few ideas in, a few
ideas out. No change in external conditions (information organization, instructional
quality, or study practice) can overcome this cognitive bottleneck (Mongillo, Barak et al.
2008; Baddeley 2010; Basak and Verhaeghen 2011). For example, even though students
in the current experiment were supplied with models and explanations of all the new
ideas and relationships they were required to understand (see Appendix A for
examples), their working memory could not understand or even perceive the models in
their complete state. The representations had to be broken down into tiny pieces,
passed through the window of attention, and rebuilt in memory (Hintzman 2011;
Rauchs, Feyers et al. 2011). The organization and presentations found in the study
packet served to guide the resynthesis process. However, complex topics like gene
expression or phenotype will always require significant time and effort to understand

because the landscape of ideas is large and the window into the mind is small.
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While students engaged with the study material, their working memory maintained
approximately 4 active ideas at any one time (Alloway, Banner et al. 2010). Because
more than 30 topics were covered, and because the moving window of attention is so
small, it could be predicted that ideas presented more distant from each other in the
text would be less frequently associated. For example, idea 2 would more likely be
associated with idea 5 than idea 17 because ideas 2 & 5 are far more likely to populate
working memory at the same time (Basak and Verhaeghen 2011). Even if the
relationship between ideas 2 & 17 is obvious or intuitive, working memory may never
detect the connection because of the lack of proximity (O'Reilly and Frank 2006;

Mongillo, Barak et al. 2008; Alloway, Banner et al. 2010).

This pattern was clearly observed in coding responses to the short answer questions.
Overall, student explanations were more likely to mention associations between ideas
presented closely together (e.g. changes to the amino acid composition of a protein can
affect its shape and/or charge) than ideas that were presented or represented more
distantly (e.g. mutations in a gene can affect the function of the coded protein). In
most cases, students that directly connected conceptually distant ideas (e.g. gene
mutation and protein function, bacteria and chemotaxis, etc.) offered no explanation of
intermediate relationships or processes, suggesting they were not able to make sense of
them (Alloway, Banner et al. 2010). Repeated study or rereading of the same notes or

chapter often fails to yield substantial new learning because ideas flow into attention in



67

the same repeated order, precluding novel combinations of ideas in attention (van den
Broek 2010). Test questions can be used, in a sense, to re-order or re-present the
learning material to help working memory overcome the physical limitations of the
initial presentation. Chapter questions are an example of this mechanism in practice.
Students that answer questions as they read through text consistently demonstrate
improved comprehension and retention and are better able to identify relationships
between topics (Hamaker 1986; Agarwal, Karpicke et al. 2008; Roediger I, Agarwal et
al. 2010). For this reason, the repeated quiz questions used in the current study
treatments were designed to bring more distant ideas to the attention of students.
Because repeated quizzing yielded improved retention, the current study findings
appear to support this conception of working memory function and the utility of testing

to support student sense making processes.

Standards of Coherency

As discussed above, working memory uses “standards of coherency” to determine when
current ideas have been made sense of and new ideas can be shifted in (Alloway, Banner
et al. 2010; Baddeley 2010; Basak and Verhaeghen 2011). Different standards are
applied to different information depending on context, familiarity, motivation, and
difficulty (Basak and Verhaeghen 2011). Each set of standards is a learned adaptation to
repeated experience, as is the awareness of what standards to apply when. Assessments

powerfully shape this process, informing the learner which information is important,
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what will need to be re-produced and/or applied, and thus what types of effort and
learning approaches will be most rewarded (Bangert-Drowns, Kulik et al. 1991; Ram, van
der Vleuten et al. 1999; Roediger and Karpicke 2006; Marsh, Roediger et al. 2007). The
current study was designed to control for differences of question quality that may
inform coherency standards. Both bigidea 1 and 2 repeated questions were designed
to elicit higher-order comprehension. Control questions, aligned to the learning goals of
the course textbook, focused more on measure of discrete facts and ideas. Groups 1 &
2 each performed better on their respective final exam questions than the other, and
both groups performed significantly better than the control group. Though not
investigated directly, it is likely that some portion of the performance difference may be
due to changes to group 1 & 2 coherency standards (Eley 1992; Gulikers, Bastiaens et al.
2006; Kember, Leung et al. 2008). Repeatedly requiring students in those treatments to
use and apply their knowledge may have offered opportunity to hone standards to the
demands and expectations of the questions. This may have facilitated greater sense
making and comprehension, which in turn supported greater knowledge integration and

retention (Zimmerman 2005; Kember, Leung et al. 2008; Basak and Verhaeghen 2011).

Relating the Results to Theories of Memory Biology

For most of the last century, memory was conceived as a type of archive or tape
recorder, permanent and objective (Roediger 2008). But recent advances in

neurobiology suggest that memories are evolving physical constructs subject to
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constant modification and flux (Nader and Hardt 2009; Hardt, Einarsson et al. 2010;
Nader and Einarsson 2010; Hoeffer, Cowansage et al. 2011) Memory formation involves
changes in neuron protein expressions, activation, and distribution, formation of new
synapse connections, strengthening and /or weakening of extant neural networks, and
even new cell formation (Lee, Everitt et al. 2004; Hintzman 2011; Hoeffer, Cowansage et
al. 2011). If one could watch a student learn the definition of “cell” or “gene” at the cell
and tissue level, it would be reflected in new localized synapse network density,
clustering, and overall architecture, as well as changes within the neuron cells
themselves. The flow of novel information into working memory triggers hippocampal
upregulation of protein synthesis and synapse restructuring (J. L. C. Lee, et al., 2004;
Nakashiba, Young, McHugh, Buhl, & Tonegawa, 2008; Saxe et al., 2007). Both are
necessary steps in new memory formation. Group 1 & 2 quiz questions repeatedly
targeted the same knowledge sets, but varied in wording or approach over the course of
the treatment. Because of this novelty, each quiz event may have stimulated the
processes necessary to form new or strengthened memory traces (Nakashiba, et al.,
2008; Nee & Jonides, 2010; Shrager, et al., 2008). Previous studies investigating
variation of test questions on resulting testing effect strength suggest that the approach
not only improves retention performance, but also influences knowledge flexibility and

application (Zaromb, 2010; F. Zaromb & Roediger IIl, 2009)
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Long-term memories are stored primarily in the cerebral cortex by a process called
consolidation (Kandel 2009). Working memory, the sight of attention, is primarily
localized in the hippocampus. When a memory is accessed (brought to attention in
working memory), the underlying neural structure of that memory enters a transient
and malleable state, similar to when it was first created (Hardt, Einarsson et al. 2010;
Nader and Einarsson 2010) While in this state, the memory is open to modification,
editing, strengthening, or weakening (Nader and Einarsson 2010). This process is
termed reconsolidation. Connecting new information to preexisting knowledge likely
involves macro-level reconsolidation processes affecting both structures . Put simply,
the old networks need to change shape in order to be connected to newer networks.
Thus, integrating new learning with previous knowledge is a kind of “updating” process
that changes the structure of both new and old memories in order to attain the new
integrated function. (Boller & Rovee-Collier 1994, Lee 2009, McDaniel & Masson 1985,
Sara 2000). Group 1 & 2 treatments brought big ideas into student attention, where the
structure of the underlying memories was susceptible to updating and reorganization
(Hardt, Einarsson et al. 2010). By repeatedly entering this state, ideas were not only
more likely to associate with each other, they were more likely to trigger recall of and
associate with previous knowledge as well (Basak and Verhaeghen 2011). This cycle
strengthened both the associated memory traces, as well as the overall network in
which they resided. Evidence that this type of spreading activation occurs is the

phenomena of hypernesia, the sudden ability to remember (accurately) previously
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inaccessible memories of a complex event or idea after repeated retrieval of associated

memories (Kreher, Holcomb, Goff, & Kuperberg, 2008; Nyberg, 2002).

The ability to retrieve information accurately and quickly is a function of the overall
synaptic architecture from which the information is accessed (Kandel 2001; Kandel
2009). As discussed, processes in working memory strive to build coherent knowledge
networks. These networks must grow complex enough to provide the new function, but
no more so. Associations and activity representing irrelevant information can interfere
with memory integrity and overall network function (van den Broek and Kendeou 2008).
For example, many age related degenerative diseases that affect memory and cognitive
function are associated with greater knowledge disorganization (Artinian, McGauran et
al. 2008; Nee and Jonides 2010). To maintain clear and efficient networks, the mind
selectively weakens noisy connections and strengthens useful ones. This is another
form of macro-scale reconsolidation, a process that occurs and is thought to be a
primary function of sleep (Walker and Stickgold 2010; Rauchs, Feyers et al. 2011). The
process is guided by comparative analysis of relative memory network strengths —
meaning that within localized regions, strong networks get stronger and weak networks
get weaker (Rauchs, Feyers et al. 2011). Big idea questions may have informed working
memory what information or associations should be prioritized for later reconsolidation
and storage processes. For example, studies investigating the influence of post-learning

sleep on retention found that information that is consciously prioritized during initial
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learning is more likely to be consolidated and later retained. (Durrant, Taylor, Cairney,
& Lewis, 2011; Rauchs, et al., 2011). Memory traces and associated networks that are
strengthened in this way are more likely to be preserved during later pruning and

reconsolidation processes (Rauchs, et al., 2011; Walker & Stickgold, 2010).

Implications for Education

Though the mechanisms of testing effect require significant further study, our current
understanding has significant potential to inform current educational practice. For
example, the majority of US undergraduate introductory biology curriculums and
courses emphasize linear and sequential presentation of material (Momsen, Long et al.
2010). Course assessments tend to be few and far between, stressing memorization and
recall of material in the same order and format (Momsen, Long et al. 2010). One factor
driving these practices is the pervasive assumption among instructors that associations
and higher-order comprehension will form spontaneously once “basic” knowledge
reaches a critical mass (Cheesman, French et al. 2007; Wood 2009; Momsen, Long et al.
2010). The landscape model framework helps us see, however, that association is not
spontaneous (van den Broek 2010). The process overwhelmingly occurs in the confined
space of working memory, directed by effortful and conscious attention. Decades of
“transfer” research demonstrates how rarely spontaneous connections form across
knowledge domains in the absence of directed learning or support (Barnett and Ceci

2002; Hodkinson 2005; Hager and Hodkinson 2009; Davis 2010). Tests can be used to
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encourage repeated retrieval in a variety of combinations, supporting greater
knowledge clustering, reinforcement, and retention than studying alone (Lee, Everitt et
al. 2004; Baddeley 2010; Hardt, Einarsson et al. 2010; Durrant, Taylor et al. 2011). Such
improvements have been observed in a variety of challenging topics, including clinical
diagnosis, statistics, biology, and psychology (Bangert-Drowns, Kulik et al. 1991;

McDaniel, Anderson et al. 2007; Butler 2009; Roediger Il and Butler 2010).

The practice of repeated quizzing in undergraduate courses can have secondary benefits
as well. Time between exams in large lecture courses is often significant (Momsen, Long
et al. 2010). Most students do not maintain a steady study schedule throughout the
course, cramming study time into intensive sessions just prior to exams (Eley 1992;
Gulikers, Bastiaens et al. 2006; Gijbels, Segers et al. 2008; Baeten, Kyndt et al. 2010).
Cramming strategies tend to result in poor performance and atrocious rates of
knowledge retention (Vacha and McBride 1993). The recent neurobiology evidence that
informs testing effect gains also suggests why cramming strategies tend to fail. As
discussed above, new learning requires creation and restructuring of new and extant
synaptic networks (Kandel 2001; Mongillo, Barak et al. 2008). These processes are
directed by complex cascades of cell-cell and tissue-tissue signaling and regulation,
which require massive influxes and redistribution of enzymes, precursor molecules,
nutrients, and ATP to function (Kandel 2009; Lee and Silva 2009). Intensive learning

practices, like cramming, often don’t work well simply because they exceed the physical
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and biochemical limits of these pathways (Lee and Silva 2009). It’s as if the lecture keeps
going, but the brain’s pen ran out of ink. Repeated testing encourages students to
adopt more constant and consistent study-behavior (Kember, Leung et al. 2008). This
not only increases the overall time students spend with material, but maintains
encoding levels that do not overburden the operating capacities of a healthy
hippocampus and cerebral cortex (Mongillo, Barak et al. 2008; Lee and Silva 2009;
Baddeley 2010). Studies investigating various testing schedules suggest that more
frequent testing can, though not always, modify student’s approaches to study and
learning (Eley 1992; Kember, Leung et al. 2008). Students who do switch to frequent
study schedules see significant improvements in general test performance and better

able to explain and apply knowledge (Eley 1992; McDaniel, Howard et al. 2009).

Multiple Choice questions

If repeated testing is to become a norm in large undergraduate classrooms, multiple-
choice questions will be the most likely tool due to their ease of implementation and
efficiency (Mislevy, Steinberg et al. 2003; Fellenz 2004). But a majority of instructors
believe MCQs are ill suited to meet demanding learning and assessment goals (Ram, van
der Vleuten et al. 1999; Haladyna, Downing et al. 2002; Fellenz 2004; Palmer and Devitt
2007). Most criticism is based on the assumption that MCQs are innately
unidimensional, only able to measure the ability to recognize a correct answer from a

set of options (Walstad 2001; Williams 2006; Joughin 2010). In fact, the terms multiple-
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choice tests and recognition tests are often used interchangeably in education and
assessment literature (Joughin 2010). Many instructors assume short answer questions
that require free recall and explanation are the only valid means of probing complex

understanding (Palmer and Devitt 2007; Kuechler and Simkin 2010).

But MCQs’ “recognition” label is a mischaracterization. The design of a question itself
determines whether considerable comprehension and careful application and analysis
of knowledge is necessary, not whether answer options are offered or not (Mislevy,
Steinberg et al. 2003; Suskie 2009). A metaanalysis of 67 studies comparing the
relationship between student performance on MCQs and short answer questions found
results were variable and inconsistent (Rodriguez 2003). The best predictor of strong
correlations was the overlap of question stem design across the two formats (how
related the knowledge target was in both formats). In short, MC and short answer
guestions that were designed to test the same type and quality of knowledge, did. The
findings from the current study echo this conclusion. Whether multiple-choice or short
answer, the big idea questions used in the current study were specifically designed to
measure equivalent, higher-order comprehension of complex biological ideas.
Application of the Knowledge Integration Rubric and comparison of MC and short-
answer performance suggest the questions performed as designed (Linn, Lee et al. 2006;

Liu, Lee et al. 2008).
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The findings demonstrate that multiple choice questions can be designed to successfully
elicit complex ideas and comprehension. Unfortunately, they are rarely used toward
this purpose, as effective tools to enhance learning and retention (Momsen, Long et al.
2010). Good MCQs are difficult and time-consuming to develop and no widely accepted
item-writing theories or algorithms exist to guide or hurry the process (Haladyna,
Downing et al. 2002). Thus, the current resistance is understandable. Hopefully, as
more investigators challenge the assumptions limiting assessment practices, more
instructors will reconsider how they utilize the tools they have at hand to promote

deeper, more meaningful learning.
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CONCLUSION
The current exploratory study investigated the efficacy of repeated testing to enhance
retention of knowledge in a large introductory biology classroom. Results support the
generalized finding that repeated retrieval improves long-term retention of knowledge
relative to repeated study (McDaniel, Roediger et al. 2007; Carpenter, Pashler et al.
2008; Karpicke and Roediger Il 2008; Roediger Ill and Butler 2010). Novel to other work
conducted at the undergraduate level, the current findings also suggest that repeated
testing, even on a small scale, can affect student retention and understanding of
sophisticated higher order understanding, a learning goal often emphasized in course
syllabi but rarely assessed by course quizzes and exams (Momsen et al, 2010). Careful
design and analysis of parallel multiple-choice and short answer questions demonstrate

that each can target and elicit similar qualities and types of knowledge.

Student performance on multiple-choice questions was strongly correlated with the
degree of knowledge association and integration as measured by the Knowledge
Integration Construct (Zimmerman 2005; Liu, Lee et al. 2008). This finding is predicted
by current cognitive and neurobiology theories of learning and memory, which suggest
that repeated retrieval practices create conditions in working memory that support
association formation and strengthening of memory traces in long-term memory
(O'Reilly and Frank 2006; Tronson and Taylor 2007; Mongillo, Barak et al. 2008; van den

Broek and Kendeou 2008; Silva, Zhou et al. 2009; Baddeley 2010; Basak and Verhaeghen
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2011). These processes in turn support retention and later learning (Basak and
Verhaeghen 2011). The results of the current study further support the accuracy and
usefulness of these models for understanding the mechanisms underlying learning and
memory. In addition, they suggest that the use of repeated testing methods may be a
valuable tool for more fine grained investigation of the dynamic nature of memory

function and structure.
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Explaining Big Ideas: Gene Function and Regulation

Writing clear explanations to complex questions isn't always easy, especially in biology. To help you think about how to approach it, below
are examples of good student answers to the Big Idea questions. Problems like these require piecing together several smaller ideas into a
larger whole, or starting with simple concepts and building to more complex ideas. The numerous details can get confusing or get in the
way. To stay organized, it’s always good to build a simple concept map of what you’'re trying to understand and explain. I've included the
maps used to build the example answers on the second page.

Remember, memorizing these answers doesn'’t tell you if you understand the ideas. Test questions that ask you to USE your understanding
to solve problems require that you have some kind of working model of the process in your head. A representation you can use to ask
yourself how each part is affected by the others or predict what would happen if something changes. Building, understanding, and tweaking
a simplified map is a good way to do that.

Big Idea #1: How genes work {what they are, what they do)

Specific Problem - What is the relationship between genotype and phenotype?

An organism’s genotype includes all the genes, coded in DNA, that it inherits from its parents. Phenotype includes all the
organism’s observable traits such as height, hair color, or how fast or slow its metabolism is.

Genes contain specific instructions for how to build proteins. A protein is made of a chain of amino acids bond together in a
specific order. Each amino acid has a unique shape and charge. Because the chain is flexible, the amino acids can interact,
causing the chain to fold into a particular 3D shape depending on its sequence. The overall structure {shape and charges) of
the final protein determines its function. One example is a membrane bound ion channel protein, which literally looks like and
acts like a tunnel with a controllable gate.

Phenotypes like height or rate of metabolism tend to result from the functions of many many proteins working together.
Sometimes an organism’s phenotype depends on both the genes it has (genotype) AND environmental conditions. For
example, being tall requires you have many growth encouraging genes AND proper nutrition when developing. Some
phenctypes, like sex, are determined only by genotype (XX or XY chromosomes). Changes to a gene’s DNA (like a mutation)
can change which amino acids it codes for, resulting in changes to the protein’s structure and function. If significant, that
change in function might result in an observable difference in phenotype (like disease, a change in behavior, or a heritable
adaptation).

Big Idea #2: Each of your cells share the same genome. Briefly explain how one genotype create

hundreds of different cell phenotypes?

All 10 trillion cells in our body come from one fertilized egg that copied and divided itself many many times by mitosis. So all
the resulting cells pretty much have the same exact DNA {same genotype). Human DNA has about 25,000 genes with
instructions for how to make proteins. Proteins do things like catalyze reactions, transport molecules, support cell structure,
and receive and transfer information.

The phenotype of a cell {(what it looks like and what it does for a living) depends on the combination of proteins itis made of
and how they work together. Turning on or off {expressing) specific combinations of genes from the gencme can create
specific cell function (like playing particular combinations of notes can create classical music, hip hop, or unbearable
nonsense). No cell expresses all of its genes at the same time (it would be like playing all notes of a church organ at once...,
disturbing.) Instead, cells tend to express only certain sets of genes at certain times in their life cycle. A stomach cell
expresses lots of digestive enzyme genes, while an ear cell expresses many different sets of genes to function.

Gene expression is a dynamic process that can change based on what is going on cutside of the cell (chemical signals coming
in from neighbor cells, temperature, or the detection of pathogen) or inside the cell {pH levels or how much ATP is available).
This process is regulated by proteins that interact with DNA, either promoting or repressing transcription of genes (turning
genes "On or Off”). Changes to regulatory proteins {like phosphorylating them, or binding them with an inhibitor protein
when a hormone shows up) changes their function and what genes are turned on or off. Cells can change gene expression
and function in other ways as well, like destroying mRNA transcript after its already made, or sticking active proteins in an
organelle where they can’'t do anything. This active control of gene expression and function allows cells to produce all kinds of
different phenotypes from just one genotype.
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Concept maps used to build answers:
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g For mone wfo, chack out referances
w Bilogieal Sciance

8 (3 thiton), Freenan

Big Ideas

1: How genes work
m” = What is the rsfaﬁanah.i;p between genolype and pfranafypa?
Fox mcxd fo o @ An organiem’s GENOTYPE refers to Its entire collection of genes, coded in DNA. Sexually reproducing organisms

W;l?;: like yourself have 2 versions (alleles) of each gene, one from mom and one from dad.
P 247 PHENOTYPE describes all the organism’s observable traits such as height, hair color, how fast or slow its heart
rate is, and even If It Is predisposed or resistant to particular disecses.

biclogists at the post National Cell Biology Conference party (vas. biologists can purty]. at best you could safely
say a gene Is a bit of DNA that if expressed (used) by the cell, will af fect its phenotype and potenticlly that of

angen

A So what are Genes? We'll it depends on who you're drinking with at the time. If chillin with some fellow
For more wio %Ea
'g.!'l-m

the larger organism somehow. Wow, [ know. Try using that definition Exanples
on your next test.
ENE —3
5 / * on t
=0 "
REBIEFN
The problem is, the last 10 years of research have suggested it's more TasTER Cann ery~E

complicated than we thought. Most genes contain information about how to bulld o
particular protein. But some don't. Some genes code for RNA's molecules that never get translated. functioning
independently In the cell. And of course, genes are always coded in DNA right? Absolutely, except when they
aren’t, Mony viruses, like HIV, use RNA instead of DNA as their information storage molecule. Does this meon
those viruses don't have gannu? Tell that to the cell they just invaded. fnrclng it to maoke its proteins and do its
bidding. But for the sake of your sanity (and grade), we'll keep it simple for now: A gene le a specific

gment of DNA g infermation for how to make a protein.

Like DNA, proteins are polymers. They're made of chains of amine acid monomers bound together in a specific
order. There are hundreds of different amino acid monomers in nature, but Life only uses around 20 to make
P seraials @ proteins. Each amino acid hos a unique shape and charge. Becouse the overall chain is flexible. the amino
acids can interact, causing the chain to fold into o particular 3D shape, depending on its sequence. The final
structure {shupu and chargaa} of the folded protein determines its function, Just like how the shape and

workings of a machine determine what it does.

en profes

Py (5

Bocterial mechanozensitive
One obvious example of protein function following structure Is the bacterial channel protein (Mzcl)
mechanosensitive channel of large conductance (Mscl for short). Mscl is
a membrane protein that rngukﬂﬂn internal pressure of a bacteria cell in
emergencies. Bacteria can usually control their Internal csmotic pressure by
pumping lons or sugars in or out [su they don't dry out or uxpiode). But
sometimes stuff happens (like rain) that changes the external environment
too rapldly to adapt this way. Mscl is the emergency pressure valve,
allowing small molecules like sugars and amino acide out when pressure
inside gets too high. Loss of those small molecules reduces hypertonicity
(higher solute concentration inside than outside), preventing water from
rushing Into the cell and cousing it to burst. MecL widens its channel as the
surrounding membrane stretches apart from Internal pressure. It acts like a
pressure valve because it's bullt like one (can you see the resemblance?).

Goodsl, David
www.roab.arg

How each individual protein contributes to a cell or
organism’s phenotype may or maoy not be obvious. In
biology. If you want to figure out what something does, you
BREAK it and see what happens (look for a dif ference in the
resulting phenotype). In the case of Mscl, bacteria locking
that protein (bacteria B in the beakers) burst and die when
dropped In a hypotonic (lower solute) solution. So Mscl's
contribution te phenotype is pretty clear.

Fer mete wfe
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But more complex phenotypes like height or heart rate tend to result from the functions of many many proteins
working together. Height, for example, has been traced to over a hundred genes in our genome. Becouse of
this complexity. It's hard to quantify how much each gene contributes or what exactly each does. Nonetheless.
tallness or shortness runs In families (strongly heritable). so having the right combination of gene alleles Is

clearly Important.
water, and nutrients, It will grow as tall and fast as its genes allow. But If sunlight 18

limited, It won't have sufficient energy to grow. If a kid eats Captain Crunch for ; z’)
breakfast, lunch, and dinner, his body Is not getting all the necessary raw material for ——
growth. Even with a champlon set of mega-growth genes, the kid's body will lack
sufficient bullding materials to follow through with the Instructions.

Sometimes an organism’s phenotype depends on both the genes It has (genotype) AND
environmental conditions. Again, back to height: Belng tall requires having many growth
encouraging genes AND proper nutrition when developing. If a plant gets plenty of light,

Complex phenotypes thot involve hundreds of genes and
require direct Inputs from the environment ore dif ficult
to attribute to ene or the other Influence In any accurate quantitative way.
However, some phenotypes, like sex, curling your tongue, or sensing certain
smells. are determined only by genotype. Usually, such traits can be traced to
discrete genes or structures (llke Y chromosomes for dudes). If you got the
gene, you got the trait. All those pea plant traits Mendel studied were discrete
phenotypes, showing up when of fapring had or didn't have the appropriate
Genes & Envieonment: Theze dudes allele. This wasn't an accident. by the way. Mendel studied many traits that
cloorly hove o heolthy collaction of behaved In complex ways he couldn't explain using his model of Inheritance. He

'3:;;";: ezt olelssjond ore Just published the ones that made sense to him.

Chungas to a gana's DNA (|I|m a mu101lon) can change which amino aclds It codes for. Because each amino
acld has a unique shape and charge. a change In just one aminc acld can affect how the whole chain folds
N:gether. potentlally lesulﬂng In chunges to the protein’s structure and function. If s\gnlflcunf. that chnnge In
function might result In an observable difference In phenotype (like disecse. a change In behavior, or o heritable
adaptation). Check out the sickle-cell disease example in Freeman 347-349.

Changes to phenotype. like working out and getting very muscular, won't change the genes Invelved In bullding
and regulating muscle because there Is no direct Information flow from proteins back to RNA or DNA. But can
you think of changes to other types of phenotypes that could of fect your genotype (usually In bad ways)?

Alright, 8o do you think you got #? Brains literally can’t know they understand something until they're
asked to use that new Information. No quantity of rereading will help until it has a reason to rethink
what's already been patched together. In fact, rereading will cenvince your brain It actually
understands something It doesn’t, because It remembers seeing the Ideas before. But recognition aint
understanding. So, give your braln a bit of a workout and explain the following to a study partner, or
plece of paper.

Distinguish genotype and phenotype.
(What does each idea mean and how do they differ?)

Explain the relationship between a gene and a protein.
(e.g. Is there a direct or Indirect ink? Do changes In one affect the other, how?)

Explain the relationship between protein function, environment, and phenotype.
(e.g. How does protein activity and function create a phenotype we can see? Would you expect
factors ltke temperature or food avallability to affect pﬁemfypa? How?)

Predict whether changes to genes or environment will affect phenotype, and vice versa.
(Can changes to genes cause changes to phenotypes? If so, how? Can changes to phenotype
caused by a shift in envirenment cause r:f‘:anges tfo genatypa?)
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2: How genes are regulated (and why that matters)

Specific Problem = What explains cell specialization?
All ~10 trillion cells In your body come from one fertllized egg that divided many many times by mitosis. So all
the reauhlng cells pretty much have the same exact DNA (sume genu?ype).

»»’*
(10 trillion cells)

] Seacn
But your body has well over a hundred different cell types carrying out thousands of different processes.
If all of your cells are following the same “manual.” how can there be so many differences between them?

DANCE OF THE RIBOSOME
(From " Les Mitochondsia™) If you open up o red blood cell and compare the Insides to the guts of a
nerve cell, you'll see very different collections of proteins. The phonohfpt
of a cell (what it looks like and what it does for a living) depends on the
combination of protelns It's composed of and how they work together.
When blologlists started studying genes to see If and how they directed

dif ferences In cells, they noticed something Impertant. No cell expresses all

E: % 5 i of Its genes at the same time. In fact, once most cells grow up and pick a
Vel b —
I B Y e

i career, they tend to express only a small portion of thelr total genes for the
- rest of thelr lives.

So It turna out that Turning on or of f (expressing) specific combinations of genes from the genome can create
specific cell function, similar to how particular combinations and patterns of musical notes can create classical
music, hip hop. or unbearable nonsense. You can think of your genome as containing bits of Information
explaining how to make particulor notes (genes) and when to ploy them (regulatory regions). The end product Is
a TYPE of music. or In a cell a TYPE of structure and function

REGULTION: 3o how does regulation work? Sometimes gene regulation functions like sheet music. Genes
turn on and of f In a apuclflc predictable order over a consistent amount of time. A gnud example of this I1s In
early development. As pictured above, fertilization of an egg by o sperm sets off a genetic program of
mpanind cell division that qulckly makes one cell Into tens, thousands, millions.

But the cells of a@ multi-cellular oerganism need to work fugalhsl nlce|y. have speclalized function, and respond
appropriately to external conditions. So gene regulation must also be adaptive. Often, gene regulation
functions like if-then computer logic statements. They read something like this:

Gene 324E.Chromosome7>::

If proteins 1, 3, 5, 7, are active

AND protein 45 and 21a from neighbor cells are at high concentration
AND adrenalin is detected outside the cell

=TURN ON

otherwise

OFF::

Put many of these tiny programs together, and you get complex behavior. This criterla based regulation Is
dynamic, controlling gene expression based on what 1s going on outside of the cell (e.g. chemical signals coming
In from nelghbor cells, temperature. or the detection of a pathegen)
or Inside the cell (e.g. pH levels or how much ATP is avallable).

Neighbor cells can Influence gene expression In each other by
secreting messages that direct gene regulation. For example, cells
lining your stomach know to express mucous genes because they get
signals frem cells beside them to “be llke me” and cells deeper In
the tissue to “don't be like me.”

Mesmces (cot-can)
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So HOW do cells actudlly turn on or of f g
ganes? Gene information tends to “flow” STeurck WETRAT ‘
from DNA to RNA to Protein. When a cell el R
“expresses’ or turns a gene ON, it means it makes the

ACTIVE PROTEIN that gene codes for.

transoribed into RNA. RNA is a kind of disposable copy of the DNA gene. If the cell makes tons of resdig
RNA. many active proteins tend to be produced. This is because the instructions in each RNA can be read
and translated into a protein hundreds or thousands of times.

The process begins and is most often regulated at the first step: o gene's DNA code is

onreghation
P S- A

But what if conditions change and the cell needs diff erent proteins quickly? As you can see in the models
cbava, the cell has many options. It can dasircy or store parﬁculnr RNA transeript u!raady made so ihey won't
be translated. [t can deactivate or compartmentalize proteins already working in the cell so they can’t do their
job. Or it can destroy proteins that are preventing expression of genes now required.

Cells can take on so many different functions and respond precisely to dif ferent situations because they can
regulate gene expression in so many ways. This active control of gene expression and function allows cells to
produce dll kinds of different phenotypes from just one genotype.

If you know it, you should be able to:
Describe the relationship between cell structure (1.e. parts and layout) and cell function.
(e.g. What makes o stomach lining cell lock and function dif ferent from an earlobe cell?)

Draw out a basic gene expression pathway (e.g. Central Dogma above), Inoluding regulation steps.
(How does the cell go from DNA to a protein? If a protein function is no longer needed, what options
does the cell have to shut it down?)

Conneot gene expression and environmant.

(Ne all genes in a cell are "ON’ all the time. What role if any does the environment have in determining
which genes are expressed?)

Connect gene expression and cell function.

(Liver cell gene expression looks WAY different from prostate cell gene expression. How does this
explain their dif ferent function?)
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