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ABSTRACT

I

This study proposes a cognitive network model of the Japanese locative postpositions

ni and de (both are translated in English "in’/"on’/"at’) by examining a spoken and written
corpus. Specifically. this study examines the implications of Langacker’s (1987, 1988,
1999, 2000) dynamic usage-based model by investigating natural discourse data. Within
the framework of Cognitive Grammar. it is argued that 2 in the spatial domain has two
basic usages: 1) stative location and 2) allative (Kabata 2000). The allative »/ is a more
case marker-like postposition, while /¢ is the prototypical postposition and it marks the
conceptualization of a locative setting that reterences an event (Kumashiro 2000).
Previous studies do not discuss, however, the full range of locative usages of d¢. and do
not focus on the subtle semantic difference between these locative postpositions in
natural discourse. This study aims to fill in that gap and provide a more complete
semantic analysis of the full usage of the locative postpositions based upon natural
discourse. This study also addresses tunctional issues relevant to the actual usage of
Japanese locative postpositions in discourse: topic/contrastive marker wa and non-
occurrence of postpositions.

Overall the results tfrom spoken and written discourse provide supporting evidence

for the proposed network model for #i and de: 1) the most frequently appearing senses of

ni in the corpus are the prototypical usages of #/, simple stative and allative; 2) < marked

difterent kinds of space from concrete to abstract space, most frequently co-occurring
with prototypical dynamic verbs in spoken and written data; 3) some predicates were

marked with either »i or e which implies how the speaker construes space in the
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situation; 4) the main function of wu that follows the locatives in spoken discourse is
contrastive, while in written discourse it is a thematic marker; 5) non-occurrence of
locative postpositions in systematic and pragmatically as well as functionally predictable.
Spoken and written discourse exhibits a broad usage of locative postpositions and thus

this study provides a cognitive network model for Japanese locative postpositions.



CHAPTER 1
INTRODUCTION
L. 1.The Japanese Locative Postpositions ni and de
Japanese is a language in which grammatical relations are marked by postpositions
such as the nominative marker gu. the accusative marker o. the dative marker /i, and the

genitive marker #7o.  Example sentences are:

(1.1) John ga ki-ta.
John NOM come-PST
‘John came.”

(1.2)  John  ga burokkorii 0 tabe-ta.
John NOM  broccoli ACC  eat-PST

‘John ate broccoli.”

~
(*}

(1.53)  John a Mary ni hana o age-ta.
John 'OM  Mary DAT  flowers ACC give-PST
‘John  gave flowers to Mary.’

7 (]

~

(1.4)  John  no otooto ga ki-ta.

John GEN  little brother NOM come-PST

‘John’s little brother came’

Spatial expressions are also indicated by postpositions, /17 or de or o or others.
alone or combined with spatial nouns such as we 'up/'above’/'on’, shita 'down'/below'. or
naka 'inside’/in' (e.g. ue-ni de o, shita-ni de o, and naka-ni de o). This is shown in
examples (1.5). (1.6). and (1.7) where in all sentences. the place/object /ieikindai “balance
beam’ is used in combination with e “on’.

(1.5)  Heikindai no ue ni Mary g¢a 1-ta.

balance beam  GEN  on LOC Mary NOM  be-PST
‘Mary was on the balance beam.'
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(1.6)  Heikindai no ue de Mary ga taisoo o  shi-ta.
balance beam GEN on LOC Mary NOM exercise ACC do-PST
‘Mary exercised on the balance beam.'

(1.7)  Heikindai no ue o Mary g¢a arui-ta.
balance beam GEN on PATH Mary NOM walk-PST

"Mary ran on the balance beam.”
In (1.5). ni is used to indicate the existence of Mary, while in (1.0). ¢ is used to indicate
where Mary exercised. In (1.7). o is used to indicate where Marv walked Notice that in
English the preposition "on” is used to indicate a place/path in all sentences. This study
explores variable factors related to the usage of the Japanese locative postpositions / and
de.

[ intend to provide an account of the different semantic characterizations of /2 and
«le by examining natural discourse data. | examine natural discourse data. rather than work
on constructed sentences. since it gives us more clues as to how the objective scene is
conceptualized by the speaker. especially in terms of the various semantic factors related to
the choice of i and «/¢ in a context. [ argue that the distinction between ni and ¢ cannot
be properly accounted for without taking into consideration how speakers’

conceptualization is realized in language.”

' Although discussion of the path marker o is worth investigating. this study will focus on the two locative
postpositions i and de. It is important to look at path marker o which overlaps with e in the dynamic
sensce. but this is bevond the scope of the present study.

= The distinction between 7i and de is also important in language acquisition studics. As has been
frequently reported. this distinction is not casv to make. and children go through different stages in
acquiring it (Takahashi 1987. Matsuoka 1998. Kabata 2000). For instance. Clancy (1987). based upon
Takahashi's (1987) data. points out that the distinction between i and de is hard 1o make for Japanese
children. Clancy (1987: 392) suggests that Japanese children formulate a general semantic hypothesis on
Japancse postpositions in the process of acquiring them. [t is significant to examinc the scmantic
characteristics of ni and de. since children scem to pay attention to semantic characteristics in the process of
learning these locatives. In Cognitive Grammar. LI acquisition rescarchers (Tomasclio 1992, Rice 1999,



1.2. Previous Studies on ni and de
In this section. I will give a brief overview of the previous studies on »/ and e by
classitying them into three groups: descriptive studies, generative approaches. and cognitive

approaches.

1.2.1. Descriptive Studies of ni and de¢

Kuno (1973: 96-101. 351-402) defines ni as follows: ni marks location in an
existential sentence. or it is used for the goal of the motion designated by the verb’ In
(1.5) repeated below, #i is used to indicate the location of Mary.
(1.5)  Heikindai no ue ni Mary  ¢a i-ta.

balance beam GEN on LOC Mary NOM  be-PST

"Mary was on a balance beam.”

Niin (1.8) marks the goal of the motion verb, iku “go’.

(1.8) Mary g¢a Tokvo ni it-ta.
Mary NOM GOAL go-PST

"Mary went to Tokvo.’

Kuno (1973: 96-101) provides the following description of «¢: de indicates a
location in which the action designated by the verb takes place or is used for a location in
which the motion is not necessarily unidirectional. His explanation of «/¢ contrasts with

path maker o, as shown in examples (1.9) and (1.10).

Kabata 2000, Isracl ¢t al. 2000) examine verbs. post/prepositions. and passives in spontancous speech. They
conclude that children’s knowledge of the lexicon/constructions emerges more or less directly from the
gradual claboration of rote-lcarned individual mcanings/constructions. Furthermore. factors including
frequencics in input. scmantic complexitics of the target lexicon. and extra-linguistic clements such as
gognili\'c basicness and children’s cgocentricity influence acquisition.

" Kuno (1973) proposes that the goal marker ni is a dative case marker.



(1.9) Kawa de oyogu. (Kuno 1973: 98)

river  LOC  swim

“swim in the river. probably not across the river but in a small area of the river.’

(1.10) Kawa o oyogu. (Kuno 1973: 97)

river  PATH swim

“swim across the river. up the stream. or down the stream {or some distance.

In both sentences. kwwa “river’. for the place. and a verb ovogu “swim’™ are used: however.
the meanings are slightly different. Namely, in (1.9) where ¢ is used. the location is not
unidirectional, while in (1.10) the same location implies unidirectionality because of 0. In
the case of example (1.6), which is repeated below. «/¢ indicates a location where a motion.
“exercising . took place. Thisis a case where the motion is not directional.
(1.6)  Heikindai no ue de Mary g¢a taisoo  shi-ta.

balance beam GEN on LOC Mary NOM exercise do-PST

"Mary exercised on a balance beam.”

Martin (1975) provides us with a slightly different descriptive account. According
to him, #i is used to indicate goal or location. and a static interpretation for »i is at least
optionally present with some verbs such as sumu “live’. tomaru “stop. park’. and taizaisuru
‘stay’, etc. He also mentions that the static sense is inherent to some adjectives such as oo/
‘much/many’, sukunai “little/few” and mezurashii “rare” and an adjectival noun such as mare
da “intrequent’, as shownin (l1.11)and (1.12).

(1.11) Rosanzerusu ni Ajiakei America jin  ga 0oi.

Los Angeles LOC Asian Americans NOM  many

“There are many Asian Americans in Los Angeles.

(1.12) Josei no bengoshi wa  nihon ni mezurashi.

women GEN  lawyers TOP Japan LOC rare
*"Women lawyers are rare in Japan.’
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The stative sense of ni is also optionally present in the form of the resultative and the
repetitive conversions, [Noun-o V-re-ru = Noun-o/ga V-te iruiaru]. The resultative
refers to the resultant state after a change of state takes place as shown (1.13) and (114!
Repetitive means an regular activity like “selling” as shown in (1.15).
(1.13) John  ¢a isu ni suwat-te-iru.

John  NOM chair LOC  sit-CONJ-ASP

"John is sitting on a chair.”
(1.14) Hon ga tsukue ni ol-te-aru.

Book NOM desk LOC put-CONJ-ASP

A book has been put on a desk.”
(1.15) Sorewa mise ni ut-te-iru.

It TOP shop LOC sell-CONJ-ASP

“They sell it at a shop.”
Since a stative interpretation is not always inherent to resultatives and repetitives. some
resultative and repetitive sentences do not permit m as a location marker. Examples of
resultatives and repetitives from Martin (1975) are given in (1.16) and (1.17) respectively.

(1.16) Waikiki de (*waikiki ni) hare-te-iru.
Waikiki LOC Waikiki LOC  clear-CONJ-ASP

*Skies are clear in Waikiki. (Martin 1975: 217fn)
(1.17) Mainiti  senjoo  de (*senjoo ni) takusan heitai ga sin-de-iru.
Everyday battletield LOC many soldiers NOM dying-CONJ-ASP
*Everyday many soldiers die on the battlefield.’ (Martin 1975: 217tn)

Martin states that e is the location marker for any sentence. Martin (1975: 220)

Japanese resultatives arc often indicated by adjective-type phrases or a complex verb.  Sce Washio
(1997) for a discussion of Japancsc resultatives.
S . . . . .
A slight modification is added to the glossing of (1.16) and (1.17).
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states that e is a general or residual locative which marks “the scope of a sentence
regardless of the predicate and therefore is common in adjectival sentences as well as in
those verbal sentences lacking stasis.”

Martin (1975: 216) further provides a descriptive account of the contrast between
ni-marking places and de-marking places with a group of verbs such as seeing. locating.
finding, buying and possessing. For instance. in both (1.18) and (1.19). the same verb
mieru, “can be seen” and the same noun yama, ‘mountain are used. followed by ditferent
locative postpositions /i and e which results in different meanings. In (1.18). usoko de
indicates the place where one can see the mountain. while in (1.19) asoko ni indicates the

place where the scene of the mountain can be reflected on.

(1.18) Asoko de yama ga mieru.

Overthere LOC mountain  NOM  can-be-seen

"From there one can see the mountain.’ (Martin 1975: 210)
(1.19)  Asoko ni vama ¢a mieru.

Over there LOC mountain  NOM can-be-seen

"They can see the mountain over there (Martin 1975: 216)

The place marked with i/ expresses a stative sense (in Martin’s words, n/ is “immovable’),
while the place marked by «e has a dynamic sense (in his words, ¢ is “movable’).  [n sum,

the analysis of Martin's explanations of locatives is summarized in Table 1.1:
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Table 1.1 Semantic Properties of n/ and ¢ Qescribed by Marin (1975)

Function Presence of Stative Sense | Examples
ni | Goal N/A | Verbs such as iku "go”. kuru “come’

ni| Location | Optionally present ' 1) verbs such as sumu “live’, tomaru “stay’|
2) resultatives/repetitives :

Adjective, Nominal adjective such as
ooi *‘manv/much’. sukunai “little/few”

ni; Location | Obligatory present

i
| ,
! - ) ?
[t (L.13)-(1.15) teiruaru :
|
|
!
i

Function | Presence of Dynamic Sense | Examples
de| Location | Present | Verbs such as okiru occur’. an “meet’
de| Location | Not present ‘ Resultatives/repetitives

cef (1.16) (1.17) e iru aru

There are other descriptive and pedagogical accounts that mainly state that #/
indicates the location of a state, while /¢ indicates the location of an event or action. For
instance, in Spoken Jupanese by Jorden and Noda (1987), one of the most widelv-used
Japanese language textbooks at U.S. colleges and universities, “/place-nominal X ~ w/ ~
arimasu/ = [something] is located (inactively) in X (140).../place-nominal X ~dle~
predicate of activity Y/ = activity Y takes place in a place X (162).” In Dictionary of
Basic Japanese Grammar by Makino and Tsutsui (1986), “ni indicates the location where
someone or something exists. . verbs such as /rn (animated things) and «ru (inanimate
things) exist.... and swmu “live’ typically occurs with the locational ni.. The verb aru
often takes the particle #/ but when aru is used for an event, ni cannot be used (300)... /¢
indicates location, except for location of existence (105).” There are other similar
explanations for the locative postpositions ni and e (ct. Alfonso 1974, Jacobsen 1977).

In contrast, Morita (1989), Ueno (1995), Tanaka (1997), Nakau (1998), and

Kumashiro (personal communication) point out that there are some cases in which de
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indicates a location for stative verbs, and s indicates a location for non-stative verbs. as

examples (1.20) through (1.22) show.

(1.20) Nihon de wa futtobooru wa  amari ninki ga nai.

Japan LOC TOP  football  TOP very much popularity NOM NEG

"In Japan football is not so popular.’ (Kumashiro)
(1.21) Fujisawa de  kono  mise ga ichiban umai.

Fujisawa LOC this shop NOM  best tasty

*This shop serves the best food in Fujisawa.” (Tanaka 1997: 44)
(1.22) Mizuumi ni koori ¢a hat-ta.

lake LOC ice NOM  make-PST

"Ice tormed on the surtace ot a lake.” (Kumashiro)

There is still a need to discuss, however, how we should treat these anomalous
cases for the following reasons. First. in (1.20) a location Nihon “Japan™ is marked by
dewa, which is a combination of the locative postposition ¢ and the topic/contrastive
marker wa.” Notice that when followed by the topic maker wa. dewa may not carry the

same function as e alone, since dewa tunctions as a topic/contrastive marker due to .

* In Japanesc. wa denotes theme/contrast as shown in (1), (ii). and (iii).
(1) Kuzira wa honyuu-doobutu desu.

Whale mammal 1s

‘Speaking of whales. they are mammals. A whale isa mammal.”  (Kuno 1973: 44)
(i) John wa watakushi no tomodati desu.

I s friend is

“Speaking of John. he is my friend.” (Kuno 1973: 44)

(1ir) Watashi wa tabako wa suimasu ga  sake wa nomimasen.
I cigarettc smoke  but wine  drink-not
"Speaking of myvsclf. I do smoke. but I don’t drink.’ (Kuno 1973: 48)

Examples (i) and (i) represent the theme wa. while in example (iii) wa in tabako and sake is used as the
contrastive marker. Kuroda (1968) and Kuno (1973) point out that wa marks cither generic NPs like as in
(i) or anaphoric NPs as in (ii). As Kuroda (1963: 37) states, the predicational judgment denoted by wa is
not limited 1o subjects or objects. Virtually all nominal constituents. i.c. noun phrascs. may be the premisc
of the judgment as shown in (iv).
(iv) Nihon niwa kankoo kyaku ga oozei kuru.

Japan tourist many come

“To Japan many tourists come.” (Kuroda 1965: 57)
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while e alone does not have such a function at all. In other words, sentence (1.20) is not
enough to reject the dynamic sense of e due to the failure to examine what the topic
marker wa does. Few studies have examined the issue of the Japanese topic maker wu in
actual discourse data. It is clear that the Japanese topic marker wu must be examined
within the context of discourse, since the notion of topic can only be examined from a
discourse perspective (Maynard 1980. 1987). Second. in sentence (1.21) Fujisenva. which
is marked by de. is used in conjunction with an adjective, umai “tasty’. This looks like a
counter-example for the dvnamic sense of de. since de-marked location does not indicate
where a dynamic action takes place. but it indicates where a proposition. kono mise ga
ichiban umai “this shop serves the best food'. is held. 1 argue that the place marked by </
in (1.21) is a more abstract sense in that it indicates in which world the proposition holds
true.”  Sentence (1.21) is not a good example on which to reject the dynamic sense of
in a concrete space. Third. in sentence (1.22) mizuumi “lake™ is marked by n/ and this
sentence contains the non-static verb. /iwru. “to form”. 1 argue. however, that this verb
implies that ice stays there in a static sense, or as Martin says. it is ‘immovable’. This
might not be a good example to rule out stativity--the main property of the Japanese
locative postposition /4, since a static sense is implied by the non-static verb. Examples
(1.20)- (1.22) show, in conjunction with the four points made above, that further research

on the use of 1/ and e is warranted.®

7 In this kind of sentence. the meaning of 1o naka de “infamong’ is alwavs implicd. Kuno (1973:252)

savs uchi de naka de consists of “compound particles’.

¥ Kamio (1980) and Takezawa (1993) point out that there is another type of sentence that descriptive
studics do not account for appropriately. That is. onc predicate takes two locations where de always marks



1.2.2. Generative Approach to ni and de

Past studies in the generative approach have pursued explaining the difterence
between i and e with the assumption that these postpositions were associated with the
meaning represented by the syntactic structure of the argument or adjunct.” The underlying
assumption behind this approach is that case and postposition markers should be treated
discretely. since they are ditterent in terms of svntactic status.””  For instance. Miyagawa
(1989: 34) proposes the following generalization:

If a particle assigns a thematic role to the NP. the particle has a projection
(postposition), if the NP-particle receives its thematic role from an external source.
the particle has no projection but instead cliticizes onto the NP (case-marking).

Shibatani (1978: 284-287) also takes the position that there is a distinction between
syntactic and semantic categories and the realization of case/postpositions is rule-governed at
the deep structure level. Shibatani points out that among postposition markers. #/ and

are generally used as location markers. and he proposes that the selection between »i and e

is determined by rules as shown in the following.

the wider space. while #/ marks the more specific space as shown in (i) and (ii). I will come back this point
in scction 2.4.2.

(1) Shikago de yvuyjin - no ic n tomat-ta.
Chicago-LOC  friecnd GEN house LOC stay-PST
"1 stayed at my friend’s housc in Chicago.” Kamio (1980)
(1) Iriguchi no chikaku dc John wa isu ni suwat-ta.
Entrance GEN  ncarby  LOC John TOP chair LOC sit-PST
“Near the entrance. John sat on a chair.” Takezawa (1993)

Y Among the various usages of 7, ni in the dative subject construction has been the most frequently
discusscd (cf. Kuroda 1965, Kuno 1972, Shibatani 1977. 1978: Saito 1982 Mivagawa 1989, Takezawa
1987. Dubinsky 1992).

' Sells (1993) argues that the distinction between casc and postposition markers is not completely clear.



Locative Rules
I) If a locative noun phrase is used in conjunction with a dynamic verb, then attach a
postposition e for a locative noun; and II) if a locative noun phrase is used in
conjunction with a stative verb, then attach a postposition n/ for the locative noun
phrase.

Shibatani discusses the possibility that some verbs can be interpreted as either stative or

dynamic as shown below.

(1.23) Hibari sora tondeita. ———» Hibari ga sora de tonde ita.
Skylark  sky flving

AGENT  LOC [DYNAMIC] Locative Rule | "A skvlark was flving in the sky.”
SUBJECT Subject Rule

(Shibatani 1987: 283)

(1.24) Hiban sora tondeita. Hibari ga sora ni tonde ita.

Skvlark sky flying
AGENT LOC  [STATIVE] Locative Rule H “A skvlark was in flight in the sky”
SUBJECT Subject Rule

(Shibatani 1987: 283)

Both sentences (1.23) and (1.24) are derived from the same deep structure. but the surface

structures are dittferent due to ditterent rules being applied. In (1.23) Locative Rule 1 is

applied since ronde ita “was flying’ is interpreted as a dynamic verb, while in (1.24)
Locative Rule I1 is applied since the same verb rornde ita, is considered to be stative.

Another theoretical assumption is that case markers do not have semantic content.

but serve as representing syntactic relations only, while postpositions have thematic roles."!

For instance, Sadakane and Koizumi (1995) choose to examine the “dative” particle #i. since

it has characteristics of both case markers and postpositions. They examine thirty-one

1 . . . . . . . . .
Unlike the Generative Approach. in Relational Grammar the notions of subject. object. dative. genitive,
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different categories of ni and classify them into two distinct major syntactic categories by
applying syntactical operational tests: dative (arguments) and postpositions (adjuncts).
Their analysis is solely based upon syntactic operational tests: quantifier-float and
cleft-sentences with/without a particle. The former is a criterion for the dative. which
assigns one of the grammatical (abstract) cases. while the latter is a criterion for the
postposition. which is not governed by a verb.'” Some test sentences taken from Sadakane
and Koizumi (1995) are presented in (1.25a) through (1.30b).

(A) Numeral Quantifier
(1.25) Case Marker
a. [wpsan-nin  no  gakusee-ga] piza-o tabe-ta.
three-CL  GEN student-NOM pizza-ACC eat-PST
“Three of the students ate pizza.
b. [x» Gakusee-ga]  san-nin piza-o tabe-ta.
student-NOM  three-CL  pizza-ACC eat-PST
"Three students ate pizza.’
(1.26) Postpositions
a. Mary-ga  [pp [\p ni-daino  konpuutaa]de ]  ronbun-o kai-ta.

Marv-NOM  two-CL GEN computer with  paper-ACC write-PST
"Mary wrote a paper with two computers.”

b. *Mary-ga [pp [x» konpuutaa] de]  ni-dai ronbun-o kai-ta.
Mary-NOM computer with two-CL paper-ACC write-PST

"Mary wrote a paper with two computers.’

and cven topic are established as syntactic primitives (Perimutter [983).

"> The rationale behind using a numeral quantifier to test for grammatical casc is that the postpositional
node prevents the NP from c-commanding the numeral quantificr. as Mivagawa (1989) points out. The
rationale behind using the cleft sentence to test for postpositions is that clements with a particle can be
moved to the focus position if they arc PPs. not NPs.



(B) Cleft with a particle
(1.27) Case marker
a. [ Mary-ga] kinoo piza-o tabe-ta.
Mary-NOM  vesterday  pizza-ACC  eat-PST
“Mary ate pizza yesterday.”

b. *{ Kinoo piza-o tabeta] no-wa [\w» Mary-ga]  da
vesterday pizza-ACC eat-PST  NML-TOP Marv-NOM  COP
“It’s Mary that ate pizza yesterday.”

(1.28) Postpositions

a. [John-ga] kono naifu de keeki-o kit-ta.
John-NOM  this knife  with cake-ACC  cut-PST
“John cut the cake with this knife

b. [John-ga  keeki-o kit-ta]  no-wa [ pp kono naifu de] da.
John-NOM cake-ACC cut-PST NML-TOP this knife with  COP
“It’s with this knife that John cut the cake.’

(C) Clett without a particle

(1.29) Case marker

a. [ Mary-ga] kinoo piza-o tabe-ta.
Mary-NOM  vesterday pizza-ACC  eat-PST
"It’s Marv that ate pizza vesterday.

b. [Kinoo piza-o tabeta] no-wa [w» Mary-6] da
yesterday pizza-ACC eat-PST NML-TOP Mary cop
"It’s Mary that ate pizza vesterday.’

(1.30) Postpositions

a. [ John-ga] kono naifu de keeki-o kit-ta.
John-NOM  this knife with cake-ACC  cut-PST
“John cut the cake with this knife.

b. 7[ John-ga  keeki-o  kit-ta]  no-wa [pp kono naifu- ¢ ] da.
John-NOM cake-ACC cut-PST NML-TOP this knife cop
“It’s with this knife that John cut the cake.”

They found that only two categories behave like the dative case. These categories are the

goal of indirect object (e.¢. ni in ni ageru “to give' and ni siraseru “to report’) and change



of position with intransitive verbs (e.g. wi in ni noru ‘ride” and mi kaern “change’).
Eighteen categories including indirect subject verbs (e.g. ni aru ni iru “to exist. to have’)
and the agent in a passive sentence behave as the postposition. The following three cases
are ambiguous since they pass all syntactic tests: 1) pseudo-reciprocal use of the dative of
confrontation (e.g. /i au “meet someone . i hutsukarn “bump’). 2) dative of direction
with an intransitive verb (e.g. ni iku "go’. ni todoku “arrive’), and 3) dative of direction
with a transitive verb (ni okuru “send” and ni warasu “pass’). The remaining cases are
ambiguous since they passed none of the syntactic tests (e.g. resultative, en o doru ni
kaeru “change ven into dollars’. copula ni. kirei ni katazukeru. “cleaned up beautifully”).
The results for the distinction between the dative case and the postposition are
summarized in Table 1.2 (Sadakane and Koizumi 1995:11)."

Table 1.2.Summary of Test for Case and Postposition Markers by Sadakane and
Koizumi (1994)

Numeral Quantifier  [Cleft with a particle |Cleft without a particle
Case marker |OK /7 OK
Postposition  |* OK */7/0K

| brieflv point out two problems with Sadakane and Koizumi's (1995) analysis.
First, their arguments depend heavily on syntactic operational tests without considering
the semantic similarities between the two different categories, case and postpositions.  As

Kabata (2000: 56) argues. the two usages of #i (homonymous), which they consider as the

B Following Tenny (1987). Sadakanc and Koizumi (1993) suggest that the distinction between the dative
casc and the postposition is made by the “affectedness™ of the reference of the noun phrase which proceeds
ni. They theorize that the structural heights of an argument are linked to the degree of affectedncess.
Namely. the dative is located at a higher position in the structure. where NPs are less affected. while the



dative case, are similar to each other semantically. historically, and cross-linguistically in
multiple typological studies (cf Van Bell & Van Langedonck 1996) Second. their
arguments seem to be ad hoc since they do not allow any overlapping of
case/postpositions and since the distinction between these categories is not semantically
motivated. Given that they found several usages of n/ which failed all three syntactic
operational tests in their analysis. the distinction between case and postpositions can be
considered to be a matter of degree as Kumashiro (1994b) argues.

Another generative-oriented study is Ueno (1995) whose framework is
Jackendoft™s (1983) Conceptual Semantics. Ueno's approach is ditferent from Sadakane
and Koizumi's study since Ueno attempts to focus on semantic elements. Ueno states
that the difterence between #/ and e for location markers is due to two factors: 1) a
conceptual constituent mapping such as [PLACE] or [PATH] and 2) its corresponding
postpositional (PP) head. Ueno discusses two different conceptual structures for the
Japanese locatives i and de. Figure 1.1. and Figure 12 illustrate the conceptual
structures and the syntactic structures for #/ and de. respectively. As shown in Figure 1.1,
the conceptual structure for i contains [thing X] and a conceptual constituent [SPACE
Y] which corresponds to a PP headed by #/ in the syntactic structure. As shown in
Figure 1.2, the conceptual structure for de consists of a conceptual constituent [SPACE
Z] which corresponds to a PP headed by e in syntactic structure. This constituent

functions as a restrictive modifier in the conceptual structure.

accusative is located at a lower position in the structure where NPs arc more affected.
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[Situation SITUATION-FUNCTION ([thing X], [spaceY ] ) ]: Conceptual Structure

I

[s [pp (NP  Y]mi] ] Svntactic Structure

Fieure 1.1. Conceptual Structure for ni bv Ueno (1995 3)

Situation SITUATION-FUNCTION ( ... ) . Conceptual Structure
[space Z]
[s ... [pp [NP Z] de]]. Syntactic Structure

Figure 1.2. Conceptual Structure for de¢ by Ueno (1995: 3)

[n this framework, the structural distinction between arguments and modifiers in
the conceptual structure determines the distribution of locative #/ and de-phrases.

Observe sentence (1.31) and (1.32) which are originally from Nakau.

(1.31) Kono heya [ni/*de] piano ga aru.

This room piano NOM  be

"There is a piano in this room.” (Ueno 1995: 4)
(1.32) Kono heya [*ni/de] kaigi ga aru.

This room meeting NOM be

"There is a meeting in this room.’ (Ueno 1995: 4)

Ueno argues that the verb, arn, “be” is polvsemous as in sentences (1.31) and (1.32).  He
claims that the alternation of ni e is due to the two different functions of BE and their
structures: BE (spatial) takes THING, and BE (temporal) takes EVENT in syntax, as

shown in (1.33) and (1.34) respectively.
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Lexical entry tor aru

Aru

V<PP|>---

(1.33) { BE space ([THING]I, [place PLACE-FUNCTION space ([THING])] )}

(1.34){ BEtemp ([EVENT]L. [place PLACE-FUNCTION temp [ TIME })] )}
Ueno (1995: 06)

In (1.33) space stands for “spatial location” which gives an account of sentence (1.31). In

(1.34) temp stands for “temporal location™ which has a semantically closer relationship to

the verb. BE. than space.  In this case, the temporal location is realized syvntactically as a

PP headed by #i, and gives an account of sentence (1.35) where a time phrase is realized

as ni in a restrictive modifier such as sanyji ni “at three o’clock”.

(1.35) Sanji ni kaigi  g¢a aru.

Three o'clock  meeting NOM be

"A meeting is at 3 o'clock.’

This analysis still stipulates that semantic differences including the locative
particles 2/ and de must be mapped onto the syntactic structure. which exists
independently from the semantic and phonological components (Jackendoft 1983). The
linguistic knowledge in this framework assumes that linguistic structures exist in the form
of separate and self-contained components. Sadakane and Koizunu (1995) and Ueno
(1995) are similar in that what is crucial in the distinction between i and e is the
syntactical status of argument/adjunct, and they are not concerned with how the meaning
difference between ni and de is explained. Moreover. this approach is unlikely to explain

the variability and the distinction of »#/ and de in actual usage which I will discuss later.

Thus, we need to seek a better semantic account for 7/ and de.



1.2.3. Cognitive Approach to ni and de

The cognitive approach is distinguished sharply from the generative approach in
that the former assumes that lexicon and grammar form a continuum. Further. Cognitive
Grammar (CG) makes no appeal to autonomous syntactic structures and no derivations
are posited (Langacker 1982: 22-23  1999: 1-18). In CG, language represents
conceptualization in our mind. CG is a usage-based model such that categorization of
novel expressions results from the emergence ot schemata that each speaker possesses.
In this framework, it is natural that semantic structure is constructed differently in each
language " There are three major studies on »i and ¢ in the Cognitive Grammar
framework. those of Kumashiro (1994a). Kumashiro (1994b). and Kabata (2000). 1 will
come back to two of them in subsequent chapters. since they are essential to this study.
In this section, I would like to point out that even these CG accounts are lacking in three
points: 1) a unified account covering all locative usages of both »i and de. 2) a caretul
examination of the actual usage of ni and d¢ in a wide spectrum of natural discourse. and
3) a proper discourse account of the topic marker wa. in #iwa and dewa. Nakau (1994,
1995a, 1995b. 1995¢. 1998). who used to be more generative in his orientation but now is
more cognitive in his approach. theorizes that there are three difterent levels of space:

inner space where a concrete entity is located, outer space where an abstract entity is

located, and a psychological space where the speaker’s judgment on a proposition holds

H Cognitive Grammar takes a position similar to Constructional Grammar (cf. Fillmorc [988. Fillmorce
and O Connor 1988. Goldberg 1993) in that language-specific construction is allowed. The fundamental
difference in these theorics however. is that the former theory “attempts the full reduction of grammar to
asscmblics of symbolic structurcs™ while the latter theory does not (Langacker 1999. 380).
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true.  Figure .3 illustrates his model (Nakau 1998: 53).'
Situation 4
/ \
<Psychological space> Situation 3
de — T~
Time/Space Situation 2
ni de / ~
<Quter space> Situation |
abstract entity ~ AN
de <Inner space> THING
concrete entity
ni

Figure | 3. Structure for Space Realization by Nakau (1995)

In this configurational approach, a verb requires a locative expression marked by

1 as an argument. while a locative expression marked by «/¢ is more like an adjunct, which
is not required by a verb.'* He agues that inner space is marked bv #i and outer space by
de as repeated in (1.36) and (1.37).
(1.36) Kono  heva  [ni/*de] piano ga aru.

This room LOC  piano NOM be

“There is a piano in this room.”
(1.37) Konoheya  [*ni/de] kaigi a aru.

This room LOC meeting  NOM be
"There is a meeting in this room.”

us

" Nakau proposcs that his modecl is universal.  For instance. in English. the different levels of space can be
expressed by word order. Nakau (1998: 23-29) explains that in the following sct of sentences i-a) — i-d). “in
pubs’. is considered inner space. while. “in London’. is outer spacc. as the former has a closer relationship
with the verb “drink’. Only outer space can be topicalized. as the grammatical sentence i-c) and the
ungrammatical sentence i-d) show.

i-a) Many pcople drink in pubs in London. i-¢) In London. many people drink in pubs.

i-b) *Many pecople drink in London in pubs. i-d) *In pubs. many pcople drink in London.

' A similar view is held by Kamio (1980) who claims that #i marks “inncer location™ which a verb requires.
while e marks “external location™ which marks a background for a sentence.



In both examples (1.36) and (1.37). the place noun. kono heya “this room™ and the
existential verb aru are used: however in (1.36) the place is marked by i, while in (137)
it is marked by . In this approach, (1.36) and (1.37) are interpreted as tollows: kono
heya “this room’ signifies a different level of space, although the same verb, aru “there
is/are’. is used. Namely. in (1.36) kono heva “this room™ is marked by i and signifies
inner space. because piano “piano’ is a concrete thing which exists in inner space. In
(1.37). however, the same location noun is marked with e since kuigi “meeting’ is not a
concrete thing, but a situation which takes place in “outer space’."’

He also theorizes that a situation marked by «¢ tends to take what he calls
kyvokumen dooshi “phasal verbs™. This tyvpe of verbs consists of aspectual verbal phrases.
such as hassei “ingressive’. shinten “durative’ and shuukersu “terminative’ " Example
(1.38) shows that this kind of verb requires “outer space’ marked by ¢/, not “inner space’
marked by #i. Namelv. hajimaru “start’. 1zuzuku “continue’, and shizumaru ~settle down’
in (1.38) indicate aspectual points showing that one situation, gakusei-demo “student

demonstration” happens somewhere and that it is in some aspectual phase.

7 Nakau (1998: 42) gives the following examples for psvchological space marked by de.
(1) Uwasa  dc  wa scnsci wa saiikon  sa-re-la sooda.

Rumor LOC TOP tcacher TOP re-marry  do-PSS-PST [ heard

‘I heard the rumor that the teacher got married again.”
According to Nakau. example (1) shows the de-marked noun iwasa ‘rumor” is a place where the speaker of
this sentence receives information. and makes a judgement about the proposition.
' Nakau's term. kvokumen dooshi “phasal verb” is similar to what Vendler (1967) calls “activity verbs” and
“accomplishment verbs” in that these verbs have progressive forms and can refer to cither the beginning. or
the middle. or the end of an cvent by an aspect marker. Nakau's term. Avokumen dooshi “phasal verbs™ is
also similar to the Aristotelian class because it has the aspectual feature which is unique to verbs. cf. Dowty



(1.38) Ano hiroba-de/*ni gakuseidemo-ga hajimat-te-iru.
That square-LOC  student demo-NOM start-CONJ-PROG
tuzui-te-iru

continue-CONJ-PROG

shizuma-tta.

settie down-PST
"A student demo has started/continued/settled down in that square.’(Nakau 1995a: 21)"”
Nakau's model seems to give some account of (1.38); however. it still seems problematic
because it is contigurationally-based as shown in Figure 1.3. and because the argument for
“phasal verbs’ appears to be ad hoc. In this theory. as in other generative approaches. it is
necessary to construct a relationship with a verb in order to figure out an appropriate
locative postposition. since the distinction between an argument type of location marked
with 72/ and an adjunct type of location marked with « is crucial. Because the relationship
between verb and location is important to determine the location. i.e. inner vs. outer space.
it tollows that the characteristics ot verbs (phrasal verbs) are also important in his model.
It is not, however, necessary to argue that “phrasal verbs’ are special in this regard, since
all adjunct types of location marked with e can occur with any verb, and since an adjunct
can logically occur with any verb.

Nakau also tries to shed light on meaning difterences in which the same verb can

take both ni and de, by assuming that different syntactic structures are assigned.

Consider examples (1.39) and (1.40) in which a verb umareru “be born™ is used.

(1979:52).
" Slight modifications arc madec for the sake of clarity.



(1.39) Taroo wa daigaku  byooin  de/*ni  umare-ta.

Taro TOP  University hospital LOC be born-PST

"Taro was born in an university hospital. (Nakau 1995b: 22)
(1.40) Fukuzawa Yukichi wa bushino ie ni/de umare-ta.

Fukusawa Yukichi TOP samurai family LOC be born-PST

"Fukuzawa Yukichi was born into samurai family

(and belonged to the samurai class).” (Nakau 1995b: 22
In (1.39), duigaku hvooin “university hospital’ marked by de, not by i, means the
concrete place (building) where Taro was born. In (1.40). on the other hand. husfi no ic.
samurai family’, can be marked either by ni, or de. and implies a slightly ditferent
meaning: /i indicates the place into which Fukuzawa Yukichi was born and now belongs.
while e indicates the concrete place (building) where Taro's birth happened. -
According to Nakau. the difference between (1.39) and (1.40) lies in the question of
whether a locative noun is required syntactically by a verb. 1 argue that his approach still
has the same theorv-internal problems that generative-oriented linguists have because in
this theory the svntactic hierarchy must guarantee the ditterence between meanings:
namely, semantic properties completely depend on syntactic properties without valid
motivations. Therefore. the semantic variables related to the choice of s/ or ¢ are hard
to explain in his framework, especially when such semantic variables exist across difterent
categories such as nouns, verbs. and adverbs.

Nakau. however. points out that a shift from e to ni (not from mi to de) is

pervasive in Japanese poems such as haiku and tanka. He assumes that a metaphorical

20 . . o . . . " .
Nakau’s observation on (1.39) and (1.40) contradict the space model in Figurc 1.3. since the
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extension of the verb motivates this shitt. When an "external space’ for the structure is
re-analyzed as “internal space’ for the structure. an alternation trom e to /i happens.™
This re-analysis creates a sense of “contact” between the location and relevant verb™

Consider examples (1.41) and (1.42):

(1.41) Koto kamakura de asobu.

Historical town. Kamakura LOC play

"Play in Kamakura. an old capital (Nakau 1995b: 22
(1.42) Koto kamakura ni asobu.

Historical town, Kamakura LOC play

"Explore in Kamakura, an old capital (Nakau 1995b: 22

The verb asobu “play’ normally takes /¢ for location as shown in (1.41). However. de
can be changed into #/ as shown in (1.42). The meaning of (1.42) is different trom (1 41).
since in (1.42) a speaker describes that Aamakura is not the place where one physically
plays. but the place where one explores oneself within the historical and cultural aspects of
Kamakura.

Nakau acknowledges the importance of the cognitively motivated locative
postposition shift from de to ni for certain verbs.  He provides some insightful examples.
claiming that there is a svntactic-semantic continuum between case markers and
postpositions. He, maintains. however. that the syntactic hierarchy is the key to the

selection for locative postpositions, which makes his arguments contradictory. Based

de-marked location in (1.39). Keto hvouin *Keio hospital” is concrete while the ni-marked location husiu
node Csamwral family™in (1.40) is abstract.

“! Nakau considers external space as accidental and internal space as essential for the structure of the
pocm.

** Kunishiro (1967) claims that a sensc of “contact’ for /1 is a “sememc’. igiso. or the most schematic
value subsuming all the concrete senses of 7i.  However. Kumashiro (1994a) argues that the notion of
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upon his observations. | would like to provide a more complete and consistent account in
the CG framework in order to explain the variation of m and e in a unified semantic
system.

Kabata and Rice (1997). whose central interest is to establish a network model of
ni, claim that among the difterent types of usage. n/ for spatial expressions is the most
basic. since it is related to direct bodilv experience in physical space. They argue that 1
encodes roughly two difterent types of spatial relations: a purely stative locative relation
as shown in (1.43) and a dvnamic allative relation as shown in (1.44), marking either the

direction and/or the final destination (landmark) that a figured entity (trajector) moves

towards.™
(1.43) Mary ga Tokyo ni I-ta.
Marv NOM LOC be-PST
"Mary was in Tokvo.” [Locative]

(1.44) Mary ga Tokvo ni it-ta.

Mary NOM ALL go-PST

"Mary went to Tokyo.” [Allative]

They argue that sentences (1.45) and (1.46) show that the two basic meanings of
ni. such as stative and allative usages. are not always clear-cut. In both sentences (1.45)
and (1.46), the same verb Auru “to put’ is used. In (1.45) where -t¢ aru “be” follows the

verb fiarte “put’. mi is used as a locative. while in (1.46) where -f¢ aru is not used, the

same locative postposition is used as an allative.

“contact’ is better interpreted as “inclusion”.

23 . . . . N . . . . - arle”
= Allative is defined as motion “to” or “towards” a goal. [ will definc the terms “trajector” and “landmark
in Chapter 2.
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(1.45) Kabe ni e ga hat-te-aru.

wall LOC picture NOM  put-CONJ-be [Locative]

"A picture is put on the wall. (Kabata and Rice 1997: 112)
(1.46) Kabe ni e 0 hat-ta.

wall ALL picture ACC put-PST [Allative]

"[1] put the picture on the wall. (Kabata and Rice 1997 112)

However. they emphasize the importance of maintaining the distinction between the
locative and allative, since an extended usage of ni exhibits 'persistence’ in both these
particular spatial sentences. They suggest that the distinct usages of /7 may have
undergone different routes of grammaticalization.

Based upon Anderson’s (1971) localist approach. Kabata and Rice (1997) and
Kabata (2000). propose an insightful account for a wide range of senses of ni. Theyv
propose that in six domains for the grammaticalization of /. locative »/ and allative 1/
belong to one of the most concrete domains, the spatial domain. Furthermore, they claim
that locative ni could be extended to the temporal domain. whereas allative #/ could be
expanded to other domains such as the social and others shown in Figure 1.4. (Kabata

2000: 69).



More abstract

4 w Speaker’s attitude toward the proposition
@ Logical relationships between propositions
m Perceptual. cognitive. and emotional events

Human interaction/transaction events

@ Location and sequence of event in time

v
Location and motion of physical object in

More concrete space

Figure 1.4, Provisional Model for the Semantic Structure of #i bv Kabata (2000)

Kabata and Rice’s claim is slightly ditferent from a proposal by Hashimoto (1969)
who argues that it is more likely that the locative marking function is the basic usage.
Akiba-Reynolds (1984). based upon Old Japanese (approximately 8-10" century). argues
that the locative verb nu was the source of' the grammaticalization of ni. a locative
postposition.™

Kabata (2000) provides various empirical data (a trequency study. a child
language acquisition study. and a psycholinguistic study) in order to support the claim that
all of the senses of ni such as goal, source, purpose, reason, and dative case marker are the
byproduct of metaphoric extension across different semantic domains. She hypothesizes

that the domains contrast with one another conceptually in terms of the content of an

24 I T . :
I will discuss the grammaticalizations of 12/ and de in scction 2.8.




expression. and there are degrees of the concreteness or abstractness of the event-related
expression which always exists in the underlying expressions. Furthermore. she proposes
that there are different levels of the semantic domains in a conceptual (probably historical.
and developmental) hierarchy and each domain is related to other domains. and that
relationships between domains are explained by a domain shift.” Kabata also proposes a
network model of the semantic structure of »i, based upon general tenets ot cognitive
linguistic analvses of adpositions, and evaluates it by several empirical studies. Kabata
and Rice (1997) and Kabata (2000). however. limit their study to # and do not cover the
usage of «e as a locative marker. Instead. following Langacker (1991a. 1991b). they give
an account for «fe. not as locative marker. but as an instrumental marker. in their Action

Chain Model as shown in Figure 1.5. *°

Encrgy Source Encrgyv Sink
[Agent] ’ [Experiencer]
Active |
Participant |
Passive | (Instrument] } L4 [Patient] ;
Participant | ‘ i

Figurc 1.3, Action Chain: Encrev Flow Hicrarchy Schema (Kabata and Rice 1997 111)

=* One such casc is the TIME IS SPACE mctaphor in language. This is accounted for by a Spatial to Temporal
domain shift in the casc of ni (Kabata 2000),

" Kabata (1998) argues that Japancsc casc alternations such as the ga ni aliernation are not syntactic matters. but
should be explained by the archetypal model.  Based on Langacker (1991b: 238-9). an archetypal agent is an cntity
that volitionally initiates a physical activity. while an archetypal experiencer is characterized as a sentient entity
engaged in mental activity.
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In the model. ¢ as an instrument plays a role as a passive participant with an
energy source, and Kabata and Rice do not discuss the usage of e as a locative marker.
Accordingly. their analysis does not provide a complete picture of n/ and de as locative
markers.

Two other CG analyses related to this study are those of Kumashiro (1994a.
1994b. 2000) and Sugai (1997). whose models are also based upon Langacker's. Both.
but especially Kumashiro (1994b. 2000), emphasize the syntax-semantics continuum and
the meaningfulness of every linguistic expression. They consider the locative postposition.
de, as being the prototypical postposition. Similarly, they characterize the goal marker 1/
as a postposition. which is more case-marker-like than the prototypical postposition de.
Thev propose that in terms of the CG notion of autonomous/dependent alignment. a
notion that I will brietly cover in section 2.3.8. a nominal followed by d is a dependent
structure combining with an autonomous head. Kumashiro (1994b: 242-243) views ni
(goal) as a “a dependent structure combining with dependent heads.”™ For instance. e in
kissaten-de ~coffee shop™ in sentence (1.41) is a prototypical postposition. forming a
dependent structure that combines with the autonomous head. Hwiriko wa aisukurimu o
tabeta. “Hanako ate ice cream.”

(1.41) Kissaten de Hanako  ga aisukurimu o tabe-ta.

coftee shopat Hanako NOM icecream  ACC eat-PST

"Hanako ate ice cream at the cottee shop.

Kumashiro (2000: 1753-179) proposes that a verb illustrating an action can
schematically evoke a setting where the action takes place. weakly. Observe example

(1.42) which is originally cited from Nakajima and Sagawa (1984: 105).



(1.42) Suisu de  kokusai kaigi  ga voku hirak-are-ru  (koto).
Switzerland-in international-conference-NOM often  hold-PSS-PRES
"that international conferences are often held in Switzerland’
Kumashiro (2000: 176)
In (1.42) Suisu *Switzerland’ is tollowed by the postposition e and functions as modifier
of the predicate by providing a setting for the main clause. Observe sentence (1.43).
(1.43) Suisu  ga kokusai kaigi ga voku hirak-are-ru  (koto).
Switzerland-NOM international-conference-NOM often hold-PSS-PRES
“that international conferences are often held in Switzerland’
Kumashiro (2000: 175)
Example (1.43) is the so-called double nominative construction where both the noun kaigi
“conference” and the locative noun, Swisu, “Switzerland™ are marked by the nominative gu.
Example (1. 43) shows that Swisu has the characteristic of having international conferences

27 . ~ . .
Kumashiro proposes that reference to events in (1.42) schematically evokes

frequently.
the conceptualization of a locative setting which is physical space marked by . whereas a
locative in the double nominative construction in (1.43) is not physical space. Figure |.0.
describes the semantic structure of a location entity. The conceptualization of the entity

evokes that of the location it resides in, which is illustrated in a dotted line rectangle below.

For instance, in (1.42) an entity described by Entity | Suisu functions as a locative setting

*7 Kumashiro points out that not all locatives can be marked by the nominative as shown in (1.43). [tis
blocked. according to him. when the location is interpreted as physical space.  Sentence (i) 1S not
acceptable since the location mori no naka-ga “inside that wood™ cannot be interpreted as abstract space.
(11) 1s acceptable since the location. ano mori-ga “that wood™ can be interpreted as abstract space.

(1) 77ano mori-no  naka-ga koibitotachi-ga voku decto-o suru. {Kumashiro 2000: 176)
that wood-of  inside-NOM
‘It is inside that wood (not around it) that is such that couples often date there.”
(i1) ano mori-ga  koibitotachi-ga voku decto-o suru. (Kumashiro 2000: 176)
that wood-NOM
"It is that wood that is such that couples often date there.”
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for the event described by Entity 2 kokusuai kaigi, “international conference.” Entity | is
put into correspondence with the location as illustrated in a dotted curved line. [ will

come back to the details of this semantic structure in section 2.4.2.

Schematic Location Locative Relation
«+++p Predication Relation —» Mentai Path

Ficure 1.6, Locative Entity (Kumashiro 2000: 167)™

Kumashiro's analysis. however. does not cover all usages of ni and de. especially
ni-marked locations with atypical stative verbs and de-marked locations with
nouns/adjectives/adjectival nouns. Therefore, [ will explore all of the properties of /i and
de in an effort to provide a more complete account within the framework of CG tor their
use. In sum. all of these accounts are similar in that 2/ is deeply associated with the
stative, while e is associated with an event/motion. The distinction between #i and e 1s
unclear. however, when it comes to atypical stative verbs. as Morita (1989). Ueno (1995).
Nakau (1995b. 1998), Tanaka (1997), and Kumashiro (personal communication) point out.
Furthermore. none of these accounts examine the natural usage of i and de.  The present
study seeks to fill this gap by taking the distributional patterns of ni and ¢ in natural

language data seriously. Wierzbicka (1988: 7) claims that a semantic approach to syntax
guag 3 pp )

= A slight modification is added.
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(not a syntax-autonomous approach) makes it possible to give reasonable accounts tor
both differences in meaning and ditferences in distribution as well as similarities. Given
that actual distributional facts are not independent of meaning. as Wierzbicka argues. 1
have chosen to attempt a semantic analysis of 72/ and dfe in this study. Betore I discuss my
approach to ni and de. 1 will discuss the central role that the topic marker. wa, plavs and
the non-occurrence of particles in discourse since these phenomena seem to appear often
in spoken Japanese.
1.3. The Topic Marker wa

The literature on the Japanese topic marker wau is quite extensive. The topic
marker wa has been discussed most often by contrasting it with the so-called subject
marker ga. A tew major scholars who discussed this topic are brietlv mentioned here.
First. Kuroda (1965, 1972, 1990. 1992) adopts the notions of categorical and thetic
judgments which were originally introduced by Brentano (1924). Kuroda argues that gu
and wa reflect different predicational judgments of subjects. Hu reflects a categorical
judgment when it encodes two distinct “cognitive acts’. Hu goes bevond a simple
cognitive response to perceptual intake of information (1992: 81). (;a marks a thetic
judgment when it encodes a single “cognitive act’. Ga directly reflects as the perceptual
intake of the actual situation. Second, Kuno (1973, 1976) makes the widely accepted
claim, which is that wa has two functions: theme and contrast. Kuno (1976: 120) defines
the theme as “what the rest of the sentence is about™. Kuno (1973: 40) states that ~“what
determines whether a specific noun phrase can become a topic or not depends on whether

the noun phrase is anaphoric and not whether it is definite.” Kuno's account focuses on a
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circumscribed set of conditions for thematic/contrastive NPs, since it does not go bevond
the sentence/clause level Third, Chafe (1970: 233) states that “in Japanese. . the surtace
structure particle wu reflect[s] old information.” Old information. which is either definite
or generic according to Chafe. is marked by wa. while new information. which is either
indefinite or non-generic, is marked by gu. Kuno's, Kuroda's, and Chate’s claims are all
important. While their claims appear intuitively to be true. their analyses have not vet
been tested on naturally occurring data.

Fourth. Maynard (1980). who looked at written narratives. argues that wu has a
‘thematic staging’ effect which helps narrators be maximally explicit in creating and
maintaining topics ("theme-creation” and “theme-maintenance” respectively) in discourse.
She proposes that the use of wa is deeply related to thematicity progression. which is often
developed by a systematic sequence such as gu. -wa. -(iva) process in a paragraph. Fifth,
Clancy & Downing (1987). who looked at three ditferent spoken discourse corpora.
propose a slightly different view. They claim that the majority of wa occurrences in
spoken narratives can be characterized as locally (contrastively) motivated. while globally
(thematically) motivated wu appears quite infrequently by comparison. The gaps among
the above studies emphasize the importance of the investigation of different types of
discourse. as well as consideration of the factors behind difterent claims such as
Maynard's (1980) regarding text organization. Lastly, Kumashiro (2000), within the
framework of CG, proposes that the topic marker wa has the topic construction where one
codes a ‘layered interrelation’ at a higher level called ‘a sequential reference-point

construction.” According to Kumashiro, in such a construction. a speaker mentally
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accesses and processes two entities in two distinct steps (sequentially). rather than one
single step (simultaneously); therefore, the topic marker wa requires more processing time
than the simultaneous reference-point construction such as the nominative-accusative
construction.

Topicality is usually related to subject status (Givon 1978). The Japanese topic
marker, however. ditfers in that both subject and object markers are obligatorily
suppressed whenever they are topicalized. i.e. *NP ga wa but NP wa, and *NP o wa but
NP wa (Morikawa 1996). However. the locative postpositions 7/ and « are not
obligatory suppressed when the topic marker tollows. i.e. NP ni wa. NP de wa. Kuroda
(1965: 57) points out that “virtually all nominal constituents. i.e. noun phrases tollowed by
a particle. may be the premise of the judgments [topicalized]” as shown in (1.44) and
(1.453).

(1.44) Nichivoo-ni-wa New York Times-o  vom-u.

Sunday read
"On Sundays (1) read the New York Times.~

(Kuroda 1965: 57)
(1.45) Ohashi-de-wa  gohan-o  tabe-ru.
Chopsticks meal eat.
"With chopsticks (we) eat.” (Kuroda 1965: 38)

Example (1.44) shows that the time phrase niclivoo-ni “Sunday’ is topicalized, while
example (145) shows that the instrument phrase ohiashi de “with chopsticks™ is
topicalized.

As Ueno (1995), Nakau (1993), Morita (1989), Kumashiro (personal
communication), and Tanaka (1997) point out. the locative marker de followed by wa

somehow has a different meaning from the locative marker e alone. Thus. it is
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worthwhile to investigate the semantic nature of wa when it follows both locative markers
ni and de in natural data.
1.4. The Non-occurrence of Postpositions

In informal Japanese conversation. postpositions do not always appear. This
phenomenon is what has traditionally been referred to as “ellipsis”. This is shown in

(1.47). where the goal marker 74 is not used. in contrast with (1.46). where it is used.”

(1.46) Harajuku ni it-te mitara?

Harajuku ALL go-CONJ try

"Why don’t you go to Harajuku?” [Misato: 6]
(1.47) Harajuku it-te mitara?

Harajuku go-CONJ 1y

"Why don’t vou go to Harajuku?” [Misato: 6]

There are several studies which have investigated the non-occurrence of Japanese
postpositions. Previous studies, such as Kuno (1973). Hinds (1982). Tsutsui (1983). and
Saito (1985), have emphasized that syntactic relations are an important factor in
determining which postpositions can and cannot be used. Masunaga (1988), however.
argues that syntax alone inadequately accounts for non-occurrence. Rather, functional
conditions are also a significant factor for determining the non-occurrence of Japanese
postpositions. Recent studies such as Matsuda (1996), Takano (1998), Ono, Thompson
and Suzuki (2000), and Fujii and Ono (2000). which are all based upon spoken discourse
data, have demonstrated that principles of sentence grammar alone cannot appropriately

account for non-occurrence. For instance, Fujii and Ono have shown that a discourse
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factor, the establishment of referentiality in discourse, is crucial for the non-occurrence of
the accusative marker . They point out that the accusative marker o does not occur
under two conditions: (i) when objects are non-referential. e.g¢. interrogative pronouns.
and (ii) when objects are well-established in the discourse. e.g. demonstratives. The

following figure is a summary of observations in Fuji and Ono (2000).

Unmarked Marked Unmarked
R —
nothing to establish not established already established

(lexicalized expressions  (post-predicate noun phrases) (demonstratives)
indefinite and interrogative
pronouns)

Fisure 1.7. Referent Establishment and Direct Object Marking

Figure 1.7. indicates that the only case where the accusative marker o occurs is
when the direct object noun phrase is not vet established in the discourse. Fujii and Ono
state that direct objects are often unmarked when they are lexicalized expressions. e.g¢. the
direct object noun has tformed a lexicalized compound with the verb such as jiman suru
“brag about something™ and /nvooka suru “evaluate’. or when thev are non-referential or
non-specific such as indefinite and interrogative pronouns. Consider examples (1.48) and
(1.49) which are taken tfrom Fujii and Ono:

(1.48) Kane motte-nee-mon  ano hito

Money have not that person’

(She) does not have money, that person.’

(1.49) 500 s00 so0 s00 s00 soo dakara  sore  kangaete-te

so0 so so so so sotherefore it  was thinking about
‘Yes, ves, yes, yes, yes so (I) was thinking about it".

29 . . : . X
The brackets in (1.46) and (1.47) include the title of conversational transcript and the page number.
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Example (1.48) shows that kane “money’ is not marked by the accusative marker o. since
‘money’ has no concrete referent in this context. Example (1.49) illustrates that sore, "it’".
is not marked by the accusative marker o because the pronoun sore refers to a surprise
visit that has already been discussed within the context of the discourse.

(1.50) nanka okutte ki-ta.

something send come-PST
"(She) sent (me) something.”

(1.51) dare tsurete ki-ta no.
who bring  come-PST NOM

"Who did he bring?”
Examples (1.50) and (1.51) demonstrate that an indefinite pronoun such as ncrika
"something” and an interrogative pronoun such as dure “who' can be marked by the
accusative marker o. respectively. Fujii and Ono explain that it is not necessary for the
listener to make much cognitive effort to identify the referent. They conclude that the
object is marked by the accusative marker o when the information expressed by a noun
phrase appears to demand more cognitive processing effort on the part of the addressee.
Like the discourse function of wu preceded by locatives, it is worthwhile to clarifv the
characteristics of the nature of non-occurrence of Japanese locative postpositions in
conversation. Especially, iz is very interesting to determine to what extent the claims
related to accusative non-occurrence proposed by Fujii and Ono are applicable to locative
postpositions in natural conversation.
1.5, Summary

This chapter provided an overview of three groups of previous studies on

Japanese locative postpositions #i and de in three groups. Descriptive studies mainly
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state that »/ indicates a location and a goal. while «¢ indicates the location of an event or
action; however. there are some examples (1.20)-(1.22) which will not fit this
generalization about the properties of /7 and . The generative approaches agree that
the semantic differences between ni and de are determined by svntactic status (argument
or adjunct), and that these syntactic categories are always distinct. In making such claims.
this approach is not able to explain the variability of #/ and de, and the various senses that
the morpheme with s/ has. Cognitive linguistics. on the other hand. considers that the
semantic variables in natural language are hard to explain by syntactic mechanisms alone,
and takes a more delicate and dynamic view: the senses of grammatical categories
including the locative postpositions #i and ¢ are schematically defined and prototypical
usages of ni and de (stative vs dynamic) are identified. However. it was pointed out that
these accounts are still lacking three points—1) a proper discourse account of the topic
marker wa in niwa and dewa. 2) careful examination of the actual use of spoken and
written #7 and dfe, and 3) a unified cognitive account covering all locative usages of 1/ and
de. 1 would like to provide a better explanation of the semantic structures of #i and
than has thus far been proposed. and test my explanation with natural discourse data. |
hope to demonstrate that both semantic factors and discourse factors play a role in
atfecting the choice of mi and de in Japanese natural discourse. In Chapter 2. [ outline the
fundamental assumptions of CG and define the basic terms to be used in my analysis of the

semantic differences and similarities between n/ and e discussed in this chapter.



CHAPTER 2

THEORETICAL FOUNDATIONS AND METHODOLOGY
2.1.Global Assumptions of Cognitive Grammar

In Chapter I. I discussed how previous analyses of the Japanese locative
postpositions #i and ¢ do not provide an adequate account for the semantic
characterizations ‘stative’ vs. "dynamic’. In addition. | brietly introduced three major
works related to »/ and de within the framework of Cognitive Grammar (CG). and argued
that a complete account of these postpositions has not been proposed vet. This chapter
begins with an outline of the essential assumptions of Cognitive Grammar. After a
discussion of the general framework of this theorv and a brief overview of Prototype
Theory. I provide a short description of the terminology emploved in Cognitive Grammar.
This is tollowed by an evaluation of Kumashiro's (1994a. 1994b, 2000) CG analysis. In
the next section 2.5, 1 introduce the Network Model in CG. and discuss the specifics of
Kabata's (2000) analysis of the Japanese postposition #i with a focus on the locative usage
that is relevant to this study. Section 2.7 deals with the methodology used in the present
study. which is based on two distinctive kinds of corpora: informal conversations of native
speakers of Japanese (spoken data) and modern Japanese novels. short stories, and
novellas (written data). [ discuss how and why these corpora have been selected and
provide a rationale for examining such a wide spectrum of data. ~ The last section of this
chapter includes a summary of historical issues related to the locative postpositions. The

purpose of this section is to test one of the basic cognitive linguistics tenets, namely that
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linguistic analysis naturally leads to an appreciation of diachronic semantics (Traugott and
Heine 1991a, 1991b; Hopper and Traugott 1993: Geeraerts 1997). It is interesting to
explore how variable factors underlying the use of these locative postpositions have

changed among Japanese speakers historically.
2.1.1.Cognitive Grammar: Dynamic Usage-Based Model

The analysis of the Japanese locative postpositions presented in this study was
developed within the theoretical tframework of Cognitive Grammar (CG). In this section.
I brietly discuss why 1 employ CG for my analysis of Japanese locative postpositions. and
then discuss some of the fundamental notions of CG."
2.1.1.1.Why Cognitive Grammar?

Prepositions and postpositions (adpositions), some of which refer to space. are
traditionally described as forming closed lexical classes. Accordingly. it is generally
assumed that the functions of adpositions are to mark concrete relationships such as
location, direction, or some sort of configurational relationships between entities.
Adpositions, however, also mark temporal and abstract relationships when relevant as well
as agency, patient/recipient status. instrument and conjunction. etc. Thus. it is often the
case that adpositions show polysemy. e.g. multiple meanings related to each other, rather
than homonymy, e.g. multiple meanings not related to each other.

Adpositional polysemy has been discussed by a number of researchers such as

" For a complete description of this theorctical framewerk developed by Langacker. sce Langacker (1982.
1986. 1987a. 1991. 1999. 2000). For a broad range of issucs and varicty of CG perspectives. sce LakolT
(1987). Sweetser (1990). and Fauconnier (1985).



Fillmore (1968). Cook (1989), Anderson (1971). and McCrowly (1990). and has been
intensively investigated by cognitive linguists whose theoretical assumption is that
language mirrors human conceptualization (Lakott and Johnson 1980, Lakoft 1987). A
number of studies regarding prepositions have been done within the CG tramework (ct.
Brugman 1981, Lindner 1981. Hawkins 1984, Herskotvits 1986. Lakott 1987
Rudzka-Ostyn 1988. Cuyckens 1995, Rice 1996). Although this framework has been
mainly used for in-depth studies of Indo-European languages. it seems reasonable to use
CG for an analysis of a non-Indo-European language such as Japanese.” In light of these
studies. CG seems to be a promising approach to the study of the semantic difterences
between n/ and de.

In CG. all prepositions are considered to be meaningtul. as are other grammatical
elements such as "be’. the auxiliary "do’. perfect "have’. "-ing’. the possessive morpheme.
expletive “it", and the case markers.  All prepositions. in this framework. have the
function of introducing the implicit arguments of nominalizations. For an example ot how
prepositions are treated in CG. Langacker (1992, 1999) argues that the preposition "ot
has a discernible meaning even in its periphrastic use. unlike many formal linguists who
traditionally treat “of" as a semantically empty element (Chomsky 1970: 201). More
specifically, the conventional meaning of "of  is something that profiles the intrinsic
relationship between events, which are described as conceptually dependent. and involving

a central participant. As this applies to the study of »/ and e, Takezawa (1987) treats

~ Jeong-Hwa Lee (1999) looked at the Korean particles - ¢ and Ao in the framework of CG.
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the s in dative subject constructions as a default marker by following Chomsky’s account
of "of” as a default marker.” Although his work is quite significant in this framework. it is
dependent upon the idea that the dative marker »i, one of the polysemous postpositions. is
a default marker, and therefore, meaningless. As useful as this study is in the tradition of
generative grammar, the obvious polysemy of #/ makes it hard to view n/ as even a default
marker. Also. in the generative framework it is hard to explain the semantic variations
which exist among speakers for the locative markers #/ and e

2.1.1.2. What is Cognitive Grammar Usage-Based Model?

Cognitive Grammar as set forth by Langacker (1982, 1987a. 1990, 1991. 1999)
posits a fundamental assumption that grammar is the conventionalized svmbolization of
semantic and conceptual units paired with phonological units to form a svmbolic unit
There are no autonomous structures posited.* That is. lexicon, morphology. and svntax
all form a "continuum’ to some extent, rather than ‘modular systems’, no matter what
degrees of conventionality each linguistic expression has. The conventional patterns are
defined as schemas; speakers extract schemas from specific expressions and use them for
constructing novel expressions through exposure to actual expressions. Speakers acquire
schemas and such schemas become entrenched through repeated activation. Thus

Langacker (1987a, 1991, 1999, 2000) has called it a “(dynamic) usage-based model.

* Similar views on dative s arc Saito (1985) and Dubinsky (1992) in the generative framework.  For
instance. Saito proposes that the dative case marker is an adverbial element coindexed with PRO in the
subject position and that PRO will be interpreted as an arbitrarv PRO unless its content is othenwise
specified.

! Cognitive linguists take an encyclopedic view of semantics. disallowing a dichotomy between linguistic
knowledge and extra-linguistic knowledge (Haiman 1980).
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Specifically, Langacker (1987a: 494) states:
Substantial importance is given to the actual use of the linguistic system and a
speaker’s knowledge of the full range of linguistic conventions, regardless of
whether these conventions can be subsumed under a more general statement. [t
is] a non-reductive approach to linguistic structure that employs tully articulated
schematic networks and emphases on the importance of low-level schema.
Langacker’s dynamic usage-based model has the following three characteristics:
(i) the "maximalist™ aspect. (ii) the ‘non-reductive’ aspect, and (iii) the "bottom-up" aspect.
All these characteristics make a sharp contrast with the basic tenets of classic generative
theory proposed by Chomsky. such as 1) economy, 2) generativity. and 3) reductionism.”
Langacker (1991: 261-288) challenges these tenets by stating that the generative tradition
emphasizes the importance of “generality’ in linguistic description too much. and
applications of this theory in fact vield inappropriate accounts of natural language. That
is. the phenomena of particular languages have been distorted more or less in order to
achieve the primary goal of Chomskyan theory. the search for Universal Grammar. In
Langacker’s words, “descriptive adequacy” has been underestimated in order to achieve
"explanatory adequacy’ in the search for abstract linguistic knowledge that Chomskyan
theory assumes to exist underlying all human languages. The tundamental research

program set by Chomsky seems to be reasonable and scientific: however. in reality

researchers often lose the balance between descriptive adequacy and explanatory adequacy.

i Langacker (1982: 261) summarized the three basic tenets of gencrative theory as follows: a. Economy:
A grammar should account for the widest possible array of data with the fewest possible statements: b.
Generativity: A grammar is a sct of statements specifving in full and explicit detail how expressions are
constructed: it gives a well-defined set of expressions as output. ¢. Reductionism: If the rules of a
grammar fully describe the composition of a particular structure, that structure is not itsclf individually
listed in the grammar.
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and it 1s questionable whether whole generalizations in this framework are based upon
adequate empirical studies. An adequate linguistic theory should account for natural
language data which includes ‘anomalies’ and ‘inconsistencies’. and linguistic theory
should provide both explanatory depth and descriptive adequacy in looking at natural
language data (see Haiman 1985: 257-261).

The main interests of Chomskvan linguistics lie in discovering what linguistic
knowledge (‘competence’) is. rather than how it is used (‘pertormance’). In contrast.
Langacker’s usage-based model does not allow a separation between a theory of
competence and one of performance. The “maximalist spirit’ of CG views the linguistic
system as a massive. highly redundant inventory of conventional units. which contradicts
the economy principle in generative grammar. Namely, CG recognizes that in order to
become fluent, a speaker engages in a “prodigious amount of actual learning™.” Speakers
do not start learning general rules. but learning specific structures as “units’; as a resuit of
learning these "units’. speakers are able to learn the general patterns of language.
"schemata’. CG. however. does not deny an innate knowledge of language. but tries to
minimize the postulation of innate structures specitic to language (1999: 91) or turns to
positing inborn language-specitic structures only as a last resort (2000: 2). Langacker
(1993: 3) suggests that the basic image-schematic abilities (e.g. scanning
source-path-goal) are innate; however. he maintains that it is everyday bodily experience

that makes it possible for each image schema to emerge in a language.

“ Langacker considers the process of actual lcarning to be an cmpirical issuc.
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CG is non-reductive in that rules/patterns and individual knowledge ot specitic
structures are equally included in the grammar as “units” In other words. CG does not
rest on an assumption that rules and lists are mutually exclusive (rie rule list fullucy).
unlike the generative approaches. The CG approach allows speakers to capture any
valid generalization, while they learn specific expressions which aid in establishing and
accommodating a unit in the grammar.  Langacker (1987: 73) states that “the grammar
of a language is thus a vast inventorv of units structured in hierarchies that overlap and
intersect on a massive scale.”

Langacker's CG is a "bottom-up™ approach. in contrast to Lakoft's ‘top-down’
approach, in that the pattern is abstracted from specific instances including wholly
idiosyncratic expressions and the lower-level lexicon. Based upon the general patterns
abstracted from individual instances. a speaker establishes some schema. Langacker
(2000: 3) states that “'rules’ can only arise as schematization of overtly occurring
expressions. However far this abstraction may proceed. the schemas that emerge spring
from the soil of actual usage™ That is, a speaker learns specitic expressions and
structures, and he or she manages to extract schemata from these specific structures at a
later stage” Langacker also acknowledges that speakers might ditfer in what degree of
schematization they achieve. He agues that lower-level schemata should be much more
important, since highly-abstract schemata are a by-product of developing lower-level

schemata and only have secondary significance, serving more as an organizing rubric for

* Similar views were proposed by Chafe (1970, JackendofT (1983). and Lakoff (1987).
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the functions of expressions.

I argue that the usage-based model in CG helps us to understand the semantic
differences between ni and e by taking the following steps 1) by demonstrating the
prototypical usage of ni and de in natural discourse: and 2) by showing how these
prototypical usages might vary among speakers and texts: and 3) by revealing how the
existence of prototypical usages could be prevalent bevond conventionalized
categorization, and 4) by demonstrating how conventionalized categorization is best
explained in the framework of CG. That is. CG allows us to give an integrated semantic
account for /i and dfe. positing a continuum—the continuum of symbolic structures uniting
lexicon, morphology and syntax (Langacker 1987b: 53-55).

In the next section. I provide an overview of Prototype Theorv. one of the key
notions in the cognitive paradigm in semantics. particularly in lexical semantics.
Understanding Prototvpe Theory is essential in this study. since I am searching for an
existence of a prototypical use of 1/ and e which emerges between spoken and written
discourse.

2.2. Prototype Theory

One of the objectives of this study is to search for the existence of prototypes for
the usage of Japanese postpositions and to see if their usages are semantically related.
The overview of Cognitive Grammar in the previous section was aimed at arguing for the
validity of a CG model especially for the analysis of adpositions, whose meanings are often
semantically complex.  Prototype theory has played an important role in research on the

semantics and pragmatics of natural language. Since the purpose of this study is to
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provide a more complete semantic analysis of the Japanese postpositions n/ and de. it is
essential to provide a brief overview of prototype theory in order to establish a uniform
semantic account ot these two postpositions.

Prototvpe Theory was originally proposed by Rosch (1973, 1975, 1977, 1978) and
Rosch and Mervis (1975) who published a sequence of experimental research papers in
psychology in an effort to demonstrate an important claim: a natural categorv is defined
with reference to a prototype.®  In the 1980°s a number of linguists pursued this idea and
synthesized it in their linguistic analysis (Coleman and Kay 1980, Lakoff 1987, Langacker
1987b. Rudzka-Ostyn 1988, Taylor 1989. Tshatzidis 1990).”

In linguistics. Prototype Theorv is a reaction to Katz and Fodor’s (1963) teature
analysis in the tradition of generative linguistics. Katz and Fodor (1963) and Katz and
Postal (1964) argue that the meaning of a lexical item can be detined in terms of bundles
of semantic components (i.e features). "  They support the idea that lexical
concepts/categories are criteria, and maintain that there exists a purely linguistic level of
conceptual structuring which is precisely distinguished from other “encyclopedic™ forms of
conceptual information. All these notions contrast with the point ot view of Prototype

Theory. In an early defense of a prototypical approach. Fillmore (1975) calls the

¥ Berlin and Kay's (1969) study of color terms is also an important carly work for Prototype Theory.
"Morc recent applications of Prototype Theory are the following: Croft (1991). Uchara (1995)
for “Japancse nominai adjectives.” Shibatani (1985) for “Japancse passives.” Shibatani (1991)
for “Japancse subjecthiood.” Jacobsen (1989) for “tramsitivity.” Rice (1987) for "English prepositions.”
Arnctt (1995) for “German passives.” and Kabata (2000) for “the Japanese particle 1.

' For instance. the meaning of “bachclor™ is represented by four features such as [human]. [male]. [adult].
and [never married]. Katz and Fodor consider the features [human]jmale][adult] to be scmantic markers.
and the feature [never married) as a distinguisher.
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generative approach the “checklist theory™ of meaning, and he emphasizes the usefulness
of adopting ‘schema’. Lakoff (1987: chapter 4) also points out the limitations of the
feature approach. and he argues that “human categorization is essentially a matter of both
human experience and imagination-of perception, motor activity. and culture. on the one
hand, and of metaphor. metonomy, and mental imagery on the other.”

Prototype theory, however, is not problem-free (Lakoft 1987; Geeraerts 1988.
1989: Vandeloie 1990). Geeraerts (1989: 592-593) points out, for instance, the definition
of prototype theory might not be clear. He states that “prototypicality is itselt a
prototypical concept.” and lists four characteristics of prototypicality:
(a) Prototypical categories cannot be defined by means of a single set of criteria attributes.
(b) Prototypical categories exhibit a family-resemblance structure,

(c) Prototvpical categories exhibit degrees of categorv memberships. and
(d) Prototypical categories are blurred at the edges.

He points out that although we have had great success with the prototypical model of
conceptual structure in linguistics, there are a considerable number of issues that require
clarification "'

Geeraerts (1988) paper, "Where Does Prototypicality Come From?'. makes
insighttul points related to approaches that the previous studies applying Prototype Theory
have been based on. He summarizes four kinds of hypotheses to explain prototypical

phenomena:

1 . . . . s o

Given four examples of lexical concepts. “bird.” ‘rcad.” "odd numbcr.” and “vers™ (a Dutch adjective
“frsh™) he claimed that these four different types of lexical concepts shared none of the characteristics of
prototypicality mentioned above.  For instance. "bird™ has all the attributes except (d) blurred boundary.
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(e) Physiological hypothesis (limited to perceptual phenomena such as color).

(f) Referential phenomena (e.g. the family resemblance model. which Geeraerts calls “a
side-effect of the mutual attribute relations among the instances),

(g) Statistical hypothesis (the most frequently experienced member of a category is the
prototype). and

(h) Psychological hypothesis (the most information that can be provided with the least
cognitive effort through a form of prototvpe).

Geeraerts claims that the first three hypotheses trv to explain prototypicality on the
basis of materialistic data. either the material structure of the human perceptual apparatus.
or the material characteristics (statistical or otherwise) of the referential range of the
concepts involved. For instance, according to Geeraerts. the frequency of one linguistic
occurrence may be a heuristic tool to pinpoint prototvpes. but is not the source of
prototypicalitv. Geeraerts argues that his fourth hvpothesis. which is psvchologically
based and could be functional. is the best choice. since it is cognitively advantageous due
to the economical eftect of information density.

Although they did not discuss the issue of prototypicality, Bybee and Thompson
(1997: 378) provide insightful points about the issue of frequency effects in linguistic
studies. They explain that distributions that appear to be arbitrary need to be examined
from the perspective of two kinds of frequencies--the token frequency and the tvpe
frequency. " They also maintain that the effects vielded by these different tvpes of

frequencies have important implications for the notions of mental representation. Two

major ettects, for instance. are vielded by high token frequency such as the reduction

while “vers’ has all except (a) single sct of criteria.

"2 Token {requency mcans the count of the occurrence in texts of particular words. whilc type frequency
means the count of how many different Iexical items a certain pattern or grammatical construction is
applicable to.
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effect. e.g.. the loss of syllabicity in post-stress schwa + resonant sequences. and the
conserving effect. e.g.. the subjunctive in Canadian French. Byvbee and Thompson (1997)
propose that the repetition ot tokens is due to the increased lexical strength (Bybee 1985)
or entrenchment (Langacker 1987a) of certain words or phrases: therefore. this repetition
of tokens often exhibits the conserving effect, i.e. high-frequency expressions which have
maintained their traditional form despite general changes. Following Geeraerts’s
arguments on the approach to prototvpicality and Bybee and Thompson's approach to
frequency eftects in linguistic research. I explore not only the issue of the token trequency
of the Japanese locative postpositions in natural discourse, but also examine the type
frequency as well as the functions that these locatives have and the tunction of the topic
marker which often follows these locative postpositions.
2.3.Basics of Cognitive Grammar

In this section, I provide a short explanation ot CG terminology which is vital to
understanding the following chapters.” The fundamental concepts relevant to this study
are the following: 1) schema, 2) base/protile, 3) trajector/landmark. 4) things/relations. 3)
stative/process. 6) composite/component structures. 7) perfective/impertective processes.
and 8) automous/dependent alignment.
2.3.1. Schema

Semantic structure described in terms of schema is similar to the concepts of

“frame” and “construction’ proposed by Fillmore (1982) and Goldberg (1995), respectively.

" See for Langacker (1987a: 4835-494) for complete explanations tor all CG terms.
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in that frames or grammatical constructions have their own linguistic units of meaning
which could be interpreted as being schematically represented. In Langacker’s
usage-based model. the relationship between schema and prototype is represented as in

Figure 2.1 trom Langacker (1999: 102)."

g ¢ Schema \

Prototype Extension

Figure 2.1: Schematization and Prototype

The members of a category are defined by ‘nodes” where several categorizing relationships
are linked to each other as shown above. One such categorizing relationship is called
"schema’ indicated by a line from the schema to the prototype or the extension. A
schema is an abstract template representing the commonality of the structures it
categorizes. and it is instantiated by a prototype or elaborates an extension as the lines
mentioned indicate. A second kind of categorizing relationship is a “prototvpe’ which is
often acquired first and is the one most likely to be activated in a neutral context. cf
Slobin (1981) for transitivity, Taylor (1989: Chapter 13), since that is most salient in
linguistic use. A third kind of categorizing relationship is called an “extension’
relationship. indicated by a dotted line from the prototype to the extension and from the
prototype to the schema. An extension refers to an extended (innovated) sense which

speakers elaborate with their schema. Based upon this idea, Langacker develops a

" For the sake of clarity. Figure 2.1 has been modified.
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Network Model and explains the semantic structure for the English verb “run’. which 1
return to in section 2.5, In this study. | am testing if the examination of the full range of
empirical data regarding Japanese locative postpositions requires the concept of prototype
or a network model."
2.3.2. Base and Profile
Understanding of the concepts of base and profile are essential in this tramework.
because the meaning of an expression is the conceptual structure which that expression
evokes or activates. The conception. however, when evoked by an expression. does not
get evoked symmetrically all through the structure of the conception. Rather. some
substructure may become more salient than others by the expression. and an asvmmetrical
relationship in the structure is construed as the expression designates. That is. the base is
the conceptual structure which the expression evokes, while the profile is the particular
part of the conception that the expression designates and is, therefore, more salient and
more highly activated than the base (Langacker 1987a: 183-187). See similar views such
as Talmy's (1983) schematization. figure and ground. and Lakott's (1987) image

)

schema '” In CG. the meaning of an expression resides in a combination of profile and
base, not in the base or the profile alone. The meanings of expressions derive from the

designation of a specific entity characterized by the relationship of profile/base within a

larger configuration. (Langacker 1987 183). In CG notation, bold lines indicate what 1s

"* T will introduce the concept of a network model in a later section.

' The conceptual perspective allows us to cstablish a particular relation by image. analogy and metaphor. relyving
on mentally activated schemas. and connects to the origin of the target.  For instance. Matsumoto (1993) argucs
that the Japancse numeral classificr. /ion. evokes a specific trajectory image attached to the object.
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profiled. For instance. the expression /nporenuse which is represented in a bold line in
Figure 2.2, profiles a specific subpart of the conception of a right-angle triangle. a base.

In other words. it is impossible to invoke the meaning of Mmpotenuse without having the

whole image of the triangle.

Figure 2.2 Image Schema for “hvpotenuse’

Another example is a subpart of the conception of a cup such as “handle” and “rim’
represented in bold lines in Figure 2.3. and Figure 2.4 respectively. The expression of
“handle’ and ‘rim’ invoke the same base of a cup as a base; however. these expressions

differ in terms of what part they profile.

Ficure 2.3 Image Schema for “handle’ Figure 2.4. Image Schema for “rim’

2.3.3. Landmark and Trajector

Besides the notion of base and profile, it is necessary to understand another
prominent asymmetry: landmark vs. trajector. Langacker (1987a: 217-18) argues that

one of the entities in a given situation is prominent as a figure within one relational profile
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and calls it the “trajector’. while what is referred to as the point or points of reference for

locating the trajector within one relational protile is called the “landmark”.

? trajector ? landmark
landmark trajector
Figure 2.5, Image Schema for "above’ Figure 2 6. Image Schema for “below’

For example. the prepositions “above’ and “below’. following Langacker’s convention. are
represented in Figures 2.5. and 2.6. respectively. Both “above ™ and “below™ profile the
same (simple) relation (adapted from Langacker 1998: 11). These expressions. however,
difter from each other in that they have contrasting semantic values. depending on which is
evoked as the trajector. A dotted line connecting two circles represents an (atemporal)
relation which 1 explain in the next section. Given the basic notions of base/protile and of’
trajector/landmark, in the following sections, | explain how grammatical categories are
captured in the CG framework.
2.3.4. Things and Relations

Cognitive linguists take the view that grammatical categories should not be
specified by formal criteria only, but rather in terms of both semantic and formal criteria,

and that the role of semantic criteria should be examined in context (Langacker 1987a.
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Croft 1991). Langacker (1987a) claims that grammatical categories such as nouns. verbs.

and adjectives are distinguished by how they are semantically characterized.

ENTITY
THING RELATIONS
ATEMPORAL PROCESS
/ RELATIONS \
STATIVE COMPLEN
RELATION ATEMPORAL
RELATION

Figure 2.7 Thing-Relation

In the framework of CG. grammatical categories are classified into two major groups:
THINGs and RELATIONs. Figure 2.7 illustrates how THINGs and RELATIONs are
related to each other (Langacker 1987a: 249). The term ENTITY is used as an abstract
category which neutralizes the distinction between THINGs and RELATIONs. ENTITY
is a cover terms which refer to analvtical purposes: “things. relations. sensations.
interconnections, points on a scale. locations. in the visual field etc” (Langacker 1987a:
63). Nouns, which profiles THINGs, are defined as ‘regions in some domain’. while
everything else, such as verbs, adjectives, adverbs, pre/postposional phrases. infinitives
and participle constructions, are categorized as RELATIONs. RELATIONSs presuppose

more than one entity, and construe the “interconnections among other entities’ (Langacker
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1987a). THINGs and RELATIONSs are, however, not necessarily ditferent from each
other in the nature of their intrinsic content (e.g. “explode’ and “explosion’). Rather. an
entity’s categorization is determined by the way of construing its content. Following
Langacker’s convention, ENTITIEs. THINGs. and RELATIONs are schematically
illustrated in Figure 2. 8., Figure 2.9, and Figure 2.10. respectively. A entity is illustrated
in a small square, and a thing is illustrated in a small circle. A dotted line in Figure 2.10

indicates interconnections between two entities in a relation.

entity
entity
: Interconnection
entity
Figurc 2.8. Image Schema for Entity Figure 2.10. Image Schema for Relation

Figure 2.9. mage Schema for Thing

Relational expressions are further divided into two groups: PROCESS and
ATEMPORAL. Verbs profile the former, which is characterized as “a scene tollowed
sequentially in its evolution through conceived time”. while atemporal relations are
characterized as “scenes holistically’ or ones that do not include a sequential passing of
time (Langacker 1991: 5).

The distinction between process and atemporal relations is crucial for the
semantic analysis of the Japanese locative postpositions # and ., since this notion aids in
explaining some peculiarities of ni and de. Two of the peculiarities that I discuss in

further detail with respect to the issue are 1) the challenge of a unified account covering all
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usages of the locative postpositions at issue, and 2) the unidirectionality of changing
postpositions from «fe to i in certain cases. Nakau's (1995b) “phasal verbs™ and Martin’s
(1978) resultatives™ seem to play an important role in determining the choice between i
and de as a location marker. More specifically, there are three main reasons for using the
CG concepts of process and atemporal relations for the analvsis of 1/ and e

First, it is appropriate to use the CG concepts. since they are able to capture what
looks like prototypical uses (stative vs. dvnamic) of the Japanese locative postpositions
and their related associations beyond grammatical categories (nouns. verbs. and
tense/aspect). That is, these notions help us understand the relationship between the
prototypical use of 1, with its attribute of atemporality. and the semantic concept stative’.
and the relationship between what looks like the prototvpical use of ¢ and “dynamic’
nature.'” Second, these notions explain the unidirectionality of the alternation of #/ and
de, i.e. a shift from dynamic to stative perspectives.  Third. these notions help us grasp
the subtle differences between a prototypical usage and less prototvpical uses of these
postpositions. In the next section, [ give an overview of the relation between stative and
process in CG, and I argue that the notion of stative relation and process in CG provides
solutions to the problems that [ have discussed in Chapter 1.

2.3.5. Stative and Process

In the framework of CG, the stative relation is semantically defined as predicates

”My rescarch on the postposition de starts with two assumptions: 1) de has a prototypical usage which
maps on the dvnamic component inherent to predicates. 2) e has more vague schema. and what looks
like prototypical usage is the outcome of the combination of e and certain types of predicates. [ will
make it clear which position [ will adopt at the beginning of Chapter 4.



1" That is, stativity implies that the profiled situations do not have a

that are non-tempora
temporal dimension and the temporal dimension is not salient. Langacker (1982: 48)
states it [stative] represents a particular tvpe of perspective on a scene, and it is not
matter of the actual duration of the situation. conceptually or in the ‘real world™™. Stative
is represented by a single state as shown in Figure 2.11. (Langacker 1987b: 75).  Process
relations stand in sharp contrast to stative relations. A process occurs over time and the
temporal dimension is prominent. as the arrow in Figure 2.12. indicates (Langacker
1987b: 75). A process is represented by a continuous sequence of profiled relations, each
of which is in isolation and constitutes a state. with a temporal extension. The major
difference between stative and process relations is the temporal element, indicated by the
heavy arrow in the schematization of process. Figure 2.12. illustrates that in a process
relation the scene is construed sequentially. Figure 2.11. on the contrary. shows that a

stative scene consists of one simple state and it is captured holistically: theretore. the time

dimension is not protiled.

trajector O O O

landmark

t -
Figure 2 11. Image Schema for Simple Stative Figure 2.12. Image Schema for Process

18, .. . , . . . . . .

A similar point was made by Vendler (1967:111) saying that “states involve time instances in an
indefinite and non-unique sense”™. Similarly. Smith (1983, 1997) states that states are situations that are
stable and homogenous in nature.  Comric (1976) claims that states do not have any dynamics.
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According to Langakcer (1982, 1987a, 1987b), there are two kinds of stative relations:
simple and complex. The distinction between simple stative and complex stative is vital
for explanations of both prototypical and less prototypical usages of #i.  That is. simple
stative relations can be compared to the prototypical usage of ni. and complex stative
relations find their equivalent comparison with less prototypical usage. Simple and
complex statives are similar in that neither one profiles the time dimension. although time
plays an important role in the distinction between simple and complex stative relations. A
complex relation is difterent from a simple relation in that the former presupposes a series
of component states. profiling the final component. whereas the latter only profiles one
single state. In the stative relation. the temporal dimension does not have as much as
saliency as in a process relation. Schematically, simple stative and complex stative

relations are illustrated in Figure 2.13. and Figure 2.14, respectively.

—»> >

Figurc 2.13. Image Schema for Simple Stative Relation Figure 2.14. Image Schema for Complex
Stative Relation (past participle)'”’

Figure 2.13. shows that a single state designates one simple stative relation. while Figure

2.14. shows that one kind of complex stative relation, the past participle, designates only

19 . . - L . .
Complex stative relations could be represented by a past participle. adjectival. or passive construction.
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the final state in the overall process. Although it is not profiled. Figure 2.13. and Figure
2.14. show that time is an important parameter for distinguishing between simple and
complex relations. Although the difference between simple and complex stative relations
is not discrete, there are some distinct characteristics which do distinguish the two stative
relations.  Since a simple stative relation only involves a single component. it cannot
imply any action. In contrast. a complex stative relation involves multiple components
which are associated with some actions. A complex stative relation also emphasizes the
final state. Consider the following two examples (2.1a) and (2.1b) which have the same
grammatical construction (be-stative) but represent simple stative and complex stative
relations respectivelv.

(2.1a) The glass is fragile.
(2.1b) The ¢lass is broken.

The example (2.1a) describes a characteristic of the glass. This example represents one
stative state, and no process is implied. Figure 2.13 is the abstract schema tor example
(2.1a). Example (2.1b), on the other hand. expresses one state of a broken glass on the
floor. although process is implied. The emphasis is on the final stative state. and not on
the process of "break” As shown in Figure 2.14, only the tinal state of “broken™ is
profiled. Consider another pair of examples from Langacker (1987) below.

(2.2a) There is a bridge across the river.
(2.2b) The hiker waded across the river. (Langacker 1987b: 71)

The word “across’ in (2.2a) "a bridge serves as a trajector and profiles a simple stative

Sce chapter 6 in Langacker (1982) for more dctailed discussion on the complex stative relation.
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relation, while “the hiker’ in (2.2b) serves as a trajector and the same word. “across’
profiles a complex stative relation. Both sentences show that trajectors can be a path
leading trom one side of a landmark to the other However. in (2 2a) the trajector. "a
bridge". is construed as a man-made constructed object which occupies the entire path.
and is. thus. profiled as a single configuration. In contrast. the trajector. "hiker’. referred
to example (2.2b) is construed as a small object on the path, and occupies the points along
it sequentially. This tvpe of sequentially profiled scene consists of a continuous sequence
of distinctive configurations. which defines the trajector as a single object moving along a
linear path. The relations are complex because these distinctive configurations are
profiled sequentially.

2.3.6. Composite Structure and Component Structure

In the last section, I discussed the notions of stative and process detined in CG as
they pertain to the analysis of #/ and de. In order to appropriately discuss how these
abstract schematic structures are coded linguistically, 1 will briefly introduce an additional
CG concept: component structure and composite structure.

Langacker (1982: 38) argues that a speaker has “the ability to combine and
integrate two or more conceptualizations to form a more complex. composite conceptual
structure.” The speaker, however, needs to disaggregate such integrated and complex
concepts into separate parts. These separated parts are the components of compositional
patterns which then become accessible for linguistic encoding (Langacker 1987a: 278).
In CG, smaller symbolic elements are combined into a symbolically-complex expression or

a construction which consists of two or more component structures. Langacker (1987a:
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277, 1981: 3) defines component structure as the structure that combines the
substructures as profiled, while composite structure is defined as the integrated entity that
is the outcome of compositionality.  The component structures are linked by
“correspondences’. and best described as categorizing. rather than as constituting. since
they serve as the form-meaning pairing to a certain extent.

For instance, Langaker (1982) calls the perfect participle '[PERF]". and argues
that there are three types of [PERF] which can occur with "be’. [PERF] serves to turn a
process into a state, and it combines syntagmatically with a verb stem and imposing its
schematic base process on the verb stem. Using the sentence “They will be gone™ as an
example. [ provide the compositional and composite structure for [PERFI1]. "gone’.
below.

Figure 2.15. illustrates that a verb "go’ elaborates on the schematic base of
[PERF1]. imposing its content and making PERF the profile determinant for the particle
construction. "gone’. The final state of the participle construction is formed by combining
the process “go” with [PERF1]; that is, it is formed by combining the lower left-hand box
*20’ as the base and the profile determinant is illustrated in the box in the lower right-hand
corner. The composite structure, as a result, designates the final state of the process
"go’ illustrated in the upper center box. This final stage of the participle, “gone’, could be

a simple or complex relation which can be combined with BE.
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GONE
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dnelele

Im

GO PERFI
tr: trajectory Im: landmark

Figure 2.15: Image Schema for "vone’ (Langacker 1987a: 283)

2.3.7. Imperfective Process and Perfective Processes
Processes divide into imperfective and perfective processes (cf. Delancy’s (1981)
notion of “terminal viewpoint’). Like the stative and process contrasts that I introduced in

the previous section, a contrast between imperfect and perfect is important for the semantic
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analysis of ni and dle.  This contrast is fundamental for the distinction between ni and de in
terms of the number of their grammatical ramifications (nouns. verbs and aspect) with a
view of its primary character (stative vs. dvnamic). In Chapter 3. I propose that the
characterization of imperfective and perfective processes accounts for the prototypical
usage of the Japanese locative postpositions 1 and e, and that the abstract schemata tor s
and de elucidate their subtle semantic similarities that werc problematic in linguistic theories
other than CG.

Langacker (1982: 1987a. Chapter 7. 1987b). basing his analysis upon English
tense/aspect, proposes that the impertective process describes an extension of a stable
situation through time (e.g. resemble. have, and know), while the perfective process

describes a situation as changing through time (e.g. jump, kick, explore, arrive. and cook).
Imperfective and perfective process are related to each other in that both include multiple
instances through the conceived time. and that such instances are scanned sequentially ™
The diftference between imperfective and perfective processes. however, lies in a change in
the process. An imperfective process. by definition. does not include any change. which
implies that all component states are identical and perpetuated through time through a
state configuration. A perfective process, on the other hand. by definition. includes a

change, which implies that “endpoints are included within the scope of predication™

(Langacker 1987b: 81)"" Another difference, which Langacker (1987b: 79) claims as

20

Langacker (1987b) suggests that the perfective/imperfective contrast for verbs is parallel 1o a
count/mass distinction for nouns.

2 Langacker’s imperfcctive is cquivalent to what Vendler (1967) called “states™ while perfective is
cquivalent to other catcgorics such as “achievement’. “activities'. and “accomplishment™.  Langacker
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“svmptomatic™, is that a pertective process. which includes a change in the process. can be
used in progressive form, but in the simple present torm. it always has the meanings of
“habitual™ or ~historical present’. e.g. "Tom is building a canoe’ is acceptable while “Tom
builds a canoe’ is less acceptable as “standard” English. Imperfective. a process which
does not involve any change, can be used in the simple present tense. but cannot be used
in the progressive form. e.g. “Tom resembles his father’ is acceptable without any context.
while “Tom is resembling his father’ is not acceptable in standard American English
without further contexualization.

There are two important points regarding the imperfective and perfective contrast
for the semantic analysis of /7 and dle.  First. there is no rigid dichotomy partitioning the
verbs into two groups, imperfective and perfective. Instead. verbs that normally belong
to one are often shifted to the other by a complement or an adverb or a choice of
subject/object. Consider the following examples (Langacker 1987a: 258).

(2.3a) | see the mountains
(2.3b) *I see a tlash.

In both examples (2.3a) and (2.3b). the verb ‘see” is used. In (2.3a) the verb is
imperfective, but in (2.3b) it is perfective. Example (2.3a) is well-formed in the simple
present without any special interpretation. Langacker explains that the reason for this is
that ‘mountain’ in (2.3a) is able to endure through time. and supports a perceptual
relationship profiled in a temporal domain. while *flash™ in (2.3b) instantaneously exists.

and is unlikely to be profiled in the temporal domain.  Consider the following pair of

(1987b:79 fnn) notcs that the contrast between perfective and imperfective in Slavic studics is not
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examples.

(2.4a) I'm liking this theory better and better.
(2.4b) *I'm liking this theory.

In both examples (2.4a) and (2.4b). the verb phrase "am liking’ is used. In (2.4a) the verb
phrase is imperfective, due to the adverbial phrases “better and better’. and example (2.4b)
1s not well-formed since the verb “like” cannot be interpreted as imperfective without an
adverbial phrase. In saying that perfective and imperfective inherently have an attribute
which could be shifted in context. semantic alternation from d to ni serves to convert
perfective into imperfective. Furthermore. | argue that there is no rigid dichotomy
between ni-marked location verbs and «fe-marked location verbs. Normally, a verb which
belongs to de-marking groups can be shifted to the other by the choice of subject or the
choice of adverbs. which I explore in the following chapters.
2.3.8. Autonomous Alignment and Dependent Alignment

Another notion in CG that [ would like to introduce is that of
autonomous/dependent (A/D) alignment. The distinction between autonomous and
dependent alignments is crucial for grammatical structures and applicable to phonological
and conceptual structures (Langacker 1987a: 298-310)."" Understanding the notion of

autonomous/dependent alignment is necessary, since one of the CG studies that 1 will

discuss proposes an analysis of 7 and de using the notion of A/D alignment. Langacker

cquivalent.

** For instance. Langacker claims that vowecls arc autonomous while consonants are dependert. since the
former can stand alonc as a syllable or a word with some exceptions. while the latter cannot.  According
to Langacker. the fundamental property of vowels is stable sonority which is the basis for an asymmetrical
rclationship between autonomous/dependent segments of phonology.
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(1987: 300) defines a conception as autonomous (A) when it is not elaborated by another
conception, while a conception is dependent (D) when it is "dependent on the other. (A).
to the extent that (A) constitutes an elaboration of a salient substructure within (D).” The
term "dependency’ has been widely acknowledged in linguistics (ct. Anderson 1971) and
Langacker's notion of dependency is similar to these conceptions. The distinction
between autonomous and dependent alignment is also used in generative grammar (ct.
Chomsky's (1965) analysis of adverbs which are internal and external to verbal phrases).
The following points show how Langacker’s application is divergent from others: the idea
that the distinction between autonomous and dependent elements is inherently a matter of’
degree, not discreteness, and the notion of dependency involves deeper levels such as an
underlying conceptual level as well as phonological levels.” Observe the example from
Langacker (1987a) in Figure 2.22 which diagrams the relation between [UNDER] and
[THE-TABLE]. He claims that [UNDER] is dependent on [THE-TABLE] because the
primary landmark of [UNDER] is quite salient and schematic and. more crucially that it is

elaborated by the specifications of [THE-TABLE]. On the other hand. [THE-TABLE] is

- Chomsky and Halle's (1968) “7he Sound Pattern of FEnglish™ shows that gencrative theory does not
favor the idea of a matter of degree in the ficld of phonology. In gencrative phonology. binary features.
c.g. +vocalic. exist independently and play a central role in phonological explanation.  For instance.
Chomsky and Halle arguc that suprascgimcntal levels arc independent from the segment.  This idea.
however. failed when Goldsmith (1976). who was concerncd with tonal fanguages in Africa. proposcd
autoscgmental phonology.  He claims that a onc-to-onc relationship between segments and features is not
nccessary and proposes that the “tier” approach is a better solution to the problems in tonal languages.
My interpretation is that Goldsmith’s innovative approach is similar to Langacker’s conceptual- based
approach in that both of them made the most significant departurcs from the theorctical framework
proposed by Chomsky. Both arc concerned with languages which do not fit the generative framework.
such as African languages for Goldsmith. and Uto-Aztccan and Cora for Langacker. The development of
two different theories implics that those who encounter problems which do not fit the given theoretical
framework arc motivated to pursue another thecory which gives a better account for the problems at hand.



not conceptually dependent on [UNDER] because the schematic locative relationship is

not obligatorily accessed when a table is conceptualized.
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FOOTBALL UNDER-THE-TABLE

Figure 2.16: Image Schema for “ftootball-under-the-table” (Langacker 1987a: 289)

I have noted that there is a critical ditference between autonomous and dependent
elements in CG. Dependent elements presuppose that there are at least two structures to
fulfill their interpretation. where autonomous elements can stand alone without the need
for additional structures. Even though there are clear and distinct differences between the
autonomous and dependent elements, both conceptually and structurally it is inherently a
matter of degree, which makes the distinction more difficult to delineate. These ideas are
basic concepts in CG. In the next section, | am going to evaluate one analysis of n/i and

de proposed by Kumashiro within CG. A discussion of Kumashiro (1994a, 1994b, 2000)
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might seem to be a detour trom the central topic of locative postpositions. #i and e, since
his main interests lie in the conceptual explanation of Japanese clausal structures.
However. since he uses the distinction between #/ and de as part of the explanation of
Japanese clausal structures, it fits within my thesis. The fact that he attributes inherent
meaning to what have otherwise been thought of as mere grammatical markers in his
analysis of Japanese clausal structures lends support to my view that the choice of
Japanese locative postpositions is semanticallv motivated based upon the speaker’s
viewpoint.
2.4. Kumashiro (1994a, 1994b, 2000)

Kumashiro (1994a, 1994b, 2000) undertakes a comprehensive review of Japanese
clausal structure within the framework of cognitive grammar.™ He (1994b. 2000)
proposes that the senses of grammatical categories such as Japanese case markers and
adpositions lie within the same continuum that gives meaning to words that have
traditionally been considered to do nothing more than assign syntactic roles to other words.
Specifically, Kumashiro (1994b) proposes that the continuum is defined semantically by
three distinct characteristics of grammatical morphemes: 1) the grammatical morpheme
profiles a relation or a complement participant, 2) the grammatical morpheme marks a
modifier or complement, and 3) the phrase that the grammatical morpheme follows is

dependent or autonomous (A/D). One of the challenges at hand is to elucidate the varied

** In his dissertation. Kumashiro (2000) makes the foilowing three claims: 1) the nominative-accusative
pattern. the dative-nominative/double nominative patterns. and the topic construction code different
conceptual interrclations: 2) there arc two different notions of subject (the clause-level subject and
predicate-level subject) in Japancse: and 3) the conceptual-based notion of casc-marking is against the
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usages of Japanese locatives ni and e in natural language. He takes the usage approach
by using the A/D asymmetry to explain Japanese clausal structures.
2.4.1.Prototypical Postposition de

Kumashiro considers the locative postposition «e¢ as being the prototypical
postposition. whereas the goal marker n/ is a postposition that is more case-marker-like

than the prototypical postposition .  Consider example (2.5).

(2.5) Kissaten de Hanako ga atsukuriimu 0 tabe-ta.
coftee shop at Hanako NOM ice cream ACC  eat-PST
"Hanako ate ice cream at the coftee shop. (Kumashiro 1994b: 236)

According to Kumashiro. the de-marked phrase, kissaren e, “at the cottee shop™ in (2.5) is
defined by three parameters: 1) profiling a spatial relation, 2) forming a moditier for an
autonomous structure, and 3) serving as being dependent. e in this phrase is dependent
since kissuren de, "at the coftee shop’. presupposes another phrase tor its full interpretation.
That is, to conceive of the relation coded by «¢. one must also conceive of the
participant/event in which it exists/happens. This participant/event has to be autonomous.
One such participant/event is Hanako-ga ice cream o tabeta. “Hanako ate ice cream’ as
shown in (2.5). Figure 2.17. illustrates a schema for Aissaten de, "at the coftee shop’
(Kumashiro 1994b: 248). Aissaren de is dependent in that the structure of a «/e-phrase
needs to be elaborated by another structure. for instance Hanako-gea, to realize its full

interpretation. This is the prototypical postposition, /.

commonly held position that case markers arc semantically empty grammatical morphemes.
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. al ———>
Hanak @

Cofice shop

Energy Transmission —>

Figure 2.17. Image Schema for coffee-shop-de  Figure 2.18. Image Schema for Hanako-ga

The prototypical subject case marker ga, on the other hand. is defined completely
differently with the following three parameters: 1) it profiles a participant, not a spatial
relation. 2) it forms a complement. not a modifier. and 3) it serves as an autonomous
structure. not as a dependent structure. The subject nominal. Hunako-gu. in sentence
(2.5) represents one such case, and the image schema for Hancako-ga 1s presented in
Figure 2.18 (Kumashiro 1994b: 248)  Hanako-ga is autonomous, since it does not
presuppose any structure for full conceptual interpretation. Rather, Hanako-ga is part of
a clause, plaving the role of the profile determinant of this clause. Hanuako-ga is not
necessarily connected to ice cream o tabeta, “ate ice cream’ for full interpretation.
According to Kumashiro, the clause Hanako-ga ice cream o tabeta, “Hanako ate ice
cream’ is also autonomous, since this clause can be conceptualized without accessing the
locative relationship kissaren de “at the coffee shop’.

2.4.2. Locative Setting and de
In section 1.2.3, I briefly pointed out that Kumashiro considers «c as functioning

as a locative setting. | refer to his example sentence (1.42) from Chapter | below.
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(1.42) Suisu de kokusai kaigi ga yoku hirak-are-ru  (koto).
Switzerland-in  international-conference-NOM often hold-PASS-PRES
“that international conferences are often held in Switzerland’
(Kumashiro 2000: 176)
The locative setting Swuisu *Switzerland™ in (1.42) is a modifier of the predicate and
this setting is out of the clausal profile. Kumashiro (2000) uses a syntactic test. clefting
with a particle as Sadakane and Koizumi (1995) did to test whether or not the locative
setting is outside the clause proﬁlezs. By establishing that sentence (2.6). a cleft version
of (1.42), is grammatical. he shows that the phrase, Suisu de da "it is in Switzerland™ is a
postpositional phrase; therefore, the phrase Swisu “Switzerland’ is out of the clausal
profile.
(2.6) Kokusai kaigi ga yoku hirak-are-ru-no-wa Suisu-de-da.
International conference  NOM often hold-PSS-PRES-NML-TOP Switzerland-in-be
"It is in Switzerland that international conferences are often held.”
Kumashiro (2000) introduces Langacker’s (1997, 2000) notion of ‘Locational
Path’ and he claims that the Je-marked location, Swisu-de ‘in Switzerland’ serves as a
reference point of the event. In ‘Locational Path’ a spatial landmark functions as a
reference point, and the object is designated as target. More specifically. Langacker

(1997) states that a conceptualizer traces a mental path from one spatial landmark to the

next until a target is reached. ™ He gives the following example.

=" Sce footnote 10 in chapter | for the rationale behind using cleft sentences to test for postpositions.

=" Langacker (1997: 251) discusses “natural path™ and defines it as “any cognitively naturai ordering of
the clements of a complex structure™.  The notion of naturat path” lends itsclf to description in tcrms of
reference-point chains.  Locational Path is one of the natural paths which includes: (1) the transmission
of cnergy from participant to participant along an action chain. (2) the temporal scquence of cvents or
cvent components. (3) the temporal order of words in the expression. and (4)access io clausal participants
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(2.7) Your camera is in the study, in the closet, on the top shelf, beside the pillows.
(Langacker 1997:257)

Langacker calls the structure shown in (2.7) as a “nested locative™ construction since there
are series of locative expressions which successively narrow down the location of the
subject. When one hears this sentence, one’s attention tirst goes to “the study’. then onto
"the closet’. then onto "the top shelf’, and then onto “the pillows.” We locate objects with
reference to larger or more salient objects. or those whose position is alreadv known or

established. This successive mental contact is illustrated in Figure 2.19.

BN
> R T2
Conceptualizer TI/RP2/D2
T : Target
RP: reference point RPI/DI
D: Domain DO

Figure 2.19. Image Schema for Locative Path (Langacker 1997: 257)°’

As shown in Figure 2.19, the conceptualizer makes mental contact with the domain 0 (DO),
i.e. “the study’ in sentence (2.7), and through a series of sequential qualifiers to the final
target (T2), i.e. "camera’.

Kumashiro claims that the Japanese dative marker ni marks an internal setting in

on the basis of their relative prominence.

7 A slight change is added to Figure 2.19.
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that the setting is more closely integrated with the event structure evoked by a predicate.
Given example (2.8), Kumashiro argues that the external setting which is marked by de.
genjitsu-de-(wa), "in reality’, is located closer to the beginning of the locational path than
the internal path.™ The schema for sentence (2.8) is illustrated in Figure 2.20.

(2.8)  Genjitus-de-wa Taroo-ni kono hon-ga muzukashi.

Reality-in-TOP
*In reality, this book is absolutely difficult tor Taro.” (Kumashiro 2000: 197)

External Setting (dc)

Q > Internal Setting (/)
»
Conceptualizer b O—}

Figure 2.20 Image Schema for External and Internal Settings (Kumashiro 2000: 197)

Kumashiro (2000: 193) proposes that the locative setting, Swisu “Switzerland™ in (2.6) can
similarly be viewed a reference point for an event that takes place. Figure 2.21.
represents a broader schema for the setting of an event as proposed by Kumashiro. A
circle to the left in Figure 2.21. indicates a conceptualizer and a circle in the middle and
one to the left indicates the subject and the patient respectively, in a traditional sense. As
a dotted arrow indicates, the conceptualizer first makes mental contact with the reference

point, and then reaches the event.

% ., . . . '
Kumashiro (2000) does not seem to treat a de-marked location and a dewa-marked location scparately.
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SETTING

EVENT

Conceptualizer Target

Reterence Point

Energy Transmission ~——,  Change of state \/\
Mental Path >

Figure 2.21: Image Schema for Setting-Event (Kumashiro 2000: 193)

2.4.3.’Hybrid’ ni between Postposition and Case

Kumashiro (1994b) stresses that the goal marker # is a postposition that is more
case-marker-like than the prototypical postposition de. The case-marker-like postposition
ni is defined by the following parameters: 1) it profiles a spatial relation, rather than a
participant, hence, it is more adposition-like in terms of profiling, 2) it forms a modifier tor
a dependent structure. rather than an autonomous structure, and 3) it serves as a
dependent like the prototypical adposition de. Like the prototvpical adposition de, ns is
dependent since it presupposes another structure for its full interpretation. That is. ni
needs to be elaborated by another structure in which some entity/participant exists.

Consider the example sentence (1.6) which describes Taro’s putting a book on a desk.

This might causc a problem.
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(1.6) Taroga hon o tukuenoue ni  oita.
Taro-NOM book ACC desuku oftop DAT put PST
“Taro put the book on the desk.” (Kumashiro 1994b: 242)

Goal #i is similar to the locative «e, in that both profile a spatial relation. Thev are also
similar since both of them serve as dependent structures, rather than autonomous
structures. To conceive of the relation coded by i, one needs to conceive of the
participant on which it is located. Kumashiro claims that both tswkue no ue ni “on the
desk” and oira "put’ in sentence (1.6) are dependent, and not autonomous. This
conceptual structure tor rukue no ue ni “on the desk’ includes a schematic characterization
of a movement that needs to be elaborated by a corresponding structure which designates
the specific goal of the movement of "put’ which makes them mutually dependent.™
Likewise, the conceptual structure for oku, "put’ needs to be elaborated by the location at
which /on, "book" gets placed. Goal ni is a dependent structure combining with another
dependent structure, whereas locative v is a dependent structure combining with an

autonomous structure, such as Hanako ga aisukuriimu o tabeta in (2.5).  The conceptual

’ For clarification I added a slight modification.

0 My interpretation of his argument on oku “put’ is that his approach looks similir to the notion on
subcategorization which specifies the number of arguments that a verb takes and thematic role that cach
verb assigns.  This might generate potential criticism and confusion regarding his argument.  This casc
is similar to Fillmore (1968). who reccived criticism from Katz (1972) who said that Fillmore did not
distinguish between grammatical functions and the semantic functions that Fillmore refers 1o as cascs.
Fillmore's solution to these problems was his (1977) proposal that the meanings arc rclativized 1o scencs.
and the sclection of verbs depends on the speaker’s perspective.  He justifies the notion of “scene” by
putting it into a larger “cognitive scene’. and claims that “the study of semantics is that study of cognitive
scenes that are created or activated by utterances (1977: 73). The notion of “scene’ is quite similar to
Langacker's view on scmantics.  What makes Langacker different from Fillmore is that the former
cmphasizes the conceptual basis. is strongly against the autonomy of symtax. and does not allow
onc-to-onc mapping between syntax and semantics.  Langacker’s model is similar to Talmy’s (1985.
2000) crosslinguistic cognitive model which focuses on more generic categorics such as “path™ and
“causal-chain’.



structures for this sentence are given in Figure 2.22.

Desk-of top-DAT put

Desk-of top-DAT

Dependent

desk top
put
Dependent Head
Schematic Participant O Location D
Movement —>

Energy Transmission

Correspondence

—>

Figure 2.22: Image Schema for Aon-o-tsukue-no-ue-ni-oita (Kumashiro 1994b: 243)

Table 2.1: Summary of Conceptual Natures of Locatives and Case Marking ga Proposed by
Kumashiro (1994b)

Example of Japanesc casc
adpositin

1) Profiling rclationship
Spacce or a Participant

2) Serving as a complement or
or modificr

3) Serving as autonomous
or dépendent structure

de-phrases

Space

Modificr combining with
Auntonomous structurc/head

Dependent

“hvbrid’

Dependent structure

Prototvpical adposition

ga (nominative) phrascs  [Participant Complicment Autonomous
Prototypical casc marking

ni (Goal) phrascs Space Modificr combining with Dcpendent




Table 2.2 summarizes the conceptual natures of locatives #i and /¢ in comparison
with the conceptual nature of the prototypical case marker gu.”'  As shown in this table,
the only difterence between i and de, when combined with the locative phrases. is that 2
is associated with an autonomous structure and de is associated with a dependent
structure.  This distinction implies that /i is related to verbs, while de is related to
subject nouns. since verbs alwavs represent a dependent structure. whereas nouns
represent an autonomous structure.~ Figure 2.23. summarizes the continuum from
adpositions to case markers. This figure shows that #i is a “hybrid® between an

adpositional phrase and a case-marked nominal.

Postposition De  Goal Ni Recipient Vi Causee Vi Nominative Ga
< —>
Adposition Case marker

Figure 2.23: Adposition and Case Marker Continuum (Kumashiro 1994b:248)™

' In a personal communication. Kumashiro stated that the difference between the locative postpositions
nmi and de is semantically defined with the following characteristics: 1) de is never a part of a clausal
profile. while s can be: 2) de is never strongly activated by a predicate. whereas i is strongly activated by
a predicate.

= Sugai (1997) claims that e indicates a location for the subject. He points out that the passive is a
good cxample to show this point. (i) is an active sentence and (ii) is a passive sentence. (i) shows that
Taroo marked by the nominative ga is in the locker room which is marked by de. while (ii) shows that
[Hanake marked by the nominative ga. not Taroo marked by the accusative o. is in the locker room. His
claim is against others such as Kamio (1980) and Shirota (i993) who state that de as a locative
postposition modifics the location for a sentence.

(1)Kooihitsu de Taroo ga Hanako o nozoi-ta rashii.
locker room LOC Taroo NOM Hanako ACC peck-PST scems
"It scemed that in the locker room Taroo pecked at Hanako.” (Sugai 1997:28)
(11) Kooishitu-de Hanako ga Taroo ni nozok-arc-ta rashii.
locker room LOC Hanako NOM Taroo DAT have a peck-PASS-PST scems

“It scemed that Hanako was pecked at by Taroo in the locker room.” (Sugai 1997:28)
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One of the weakness of Kumashiro's (1994b) analysis is that he omitted any
discussion of the locative usage of ni. | assume that he would consider the locative
stative »i as the same as Goal 7/ on the proposed continuum since it has the following
characteristics: 1) it profiles a spatial relationship, 2) it is a modifier combining with a
dependent structure. and 3) it serves as a dependent structure. His analysis reduces the
difference between ni and de to the nature of the structure which these postpositions
modify. i.e. whether it is autonomous or dependent. Using this A/D asymmetry to
characterize 1i and de provides little semantic description of the characteristics of these
postpositions such as stativity and their dynamic senses. It is further unclear why what
seems to be the prototypical usage of ¢ (dynamic sense) modifies autonomous structures
(nouns) and why the prototypical usage of i (stative sense) moditiers dependent
structures (verbs).

2.4.4. Semantic Network for ni

Kumashiro (1994a) argues that various meanings of ni, such as GOAL.
RECIPIENT, and CAUSEE, can be defined by the middle ground between the
prototypical case marker and the prototypical adposition on the continuum. Although he
does propose a specific network model, it does not include specitic evidence from corpus
studies, L1 acquisition, and diachronic studies like Kabata (2000). Kumashiro (1994a)
claims that the continuum of ni is best captured in the Network-based approach (Lakoft

1987, Langacker 1987, 1988, 1991). Kumashiro agues that the semantic similarities of

" For the sake of clarity. a slight modification is added to Figurc 2.23.
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ni, at least between neighboring senses, are expressed by schemas and extensions as in

Figure 2.24 ™

Goal—p Recipien\:—b Causee —p Agent ——pAgentive Source
Possessor —® Experiencer

Ficure 2.24: Semantic Network for ni (Kumashiro 1994a: 414)

Kumashiro explains that Goal and Recipient are similar in that both describe
movement into some sort of space. Consider examples (2.9) and (2.10). Example (2.9)
expresses Jokvoo followed by ni is the Goal. while example (2.10) expresses Huanako

followed by 7/ as a recipient of flowers.

(2.9) Taroo-ga sengetsu Tokyoo-ni it-ta. [GOAL]
Taroo-NOM last month ~ Tokyo-LOC 2o-PST
“Taro went to Tokyo last month.” (Kumashiro 1994a:401)
(2.10) Taroo-ga Hanako-ni hana-o age-ta. [RECIPIENT]
Taroo-NOM  Hanako-DAT flower-ACC give-PST
“Taro gave tlowers to Hanako.” (Kumashiro 1994a:401)

The Goal sense of ni in (2.9) and the Recipient sense of #/ in (2.10) are illustrated

34 " .
The examples for Goal. Recipient. Causce. Agent. and Agentive Source arc sentences (2.9). (2.10).
(2.11). (2.13). and (2.14). respectively. The examples for Possessor and Experiencer are given in (i) and

(11) respectively.

(1) Taroo-ni kodomo-ga snnnin iru.

Taroo-DAT child- NOM threc-person exist

“Taro has three children.” (Kumashiro 1994a: 410)
(i1) Taroo-ni hiruma-dc-mo  hoshi-ga micr-ru.

Taroo-DAT daytime-at-cven star-NOM  scc-PERF
“Taro can sce the starts even during the daytime.” (Kumashiro 1994a: 410)
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schematically in Figure 2.25. and Figure 2.26. respectively (Kumashiro 1994a: 404).
Bold lines indicate which parts are profiled and arrows indicate movement. A rectangle in

Figure 2.25. stands for a space and a dotted line circle in Figure 2.26. stands for

"es

N

dominion.

Goal S Recipient

Figurc 2 235 Imagc Schema for Goal (Concerete)  Figure 2.26. Image Schema for Recerpient (Abstract)

Physical space [:I Movement —»
Dominion ‘ Correspondence
Extension
csccsccfin

As Figure 2.25 and Figure 2.26. illustrate, both the Goal sense of ni and the Recipient
sense of /i indicate movement into some space. The difference between the two senses
of ni is that the Goal sense #i encodes a physical and concrete space as the bold rectangle
in Figure 2.25 shows, while the Recipient sense ni encodes a more abstract space.
prototypically a human being, called dominion, indicated with a dotted line circle in Figure
2.26. The Goal sense of ni is associated with concrete space while the Recipient sense of

ni is associated with more abstract space. Based upon these observations, Kumashiro

35

Dominion is the CG terminology used in the Reference-Point Model.  Domtnion basically refers to a
reference point which anchors a region that contains the target. i.c. the object that the viewer (speaker)
sccks to locate.  Sce Chapter 4 in Langacker (1991) for a more detailed explanation.
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concludes that the Recipient sense is an extension from the Goal sense.

Another extension. which Kumashiro refers to as the “missing link". is the one from
the Recipient sense to the Agent sense. He proposes that Causee plays a role as a “missing
link™ since the Recipient sense and the Causee sense are similar to each other in terms of
"affectedness’. and since the Causee sense is similar to the Agent sense in terms of

Agentivity. Consider example (2.11).

(2.11) Hanako -ga Taroo-ni hana-o kaw-ase-ta.
Hanako-NOM  Taroo-DAT flower-ACC buy-CAUS-PST [CAUSATIVE]
‘Hanako made Taro buy the flower.” Kumashiro (1994a:404)

Sentence (2.11) describes Hanako's making Taro buy the tflower. Three participants are
involved: 1) the Causer. Hanako. marked by the nominative ga. 2) the Causee. 7uroo.
marked by the dative n/, and 3) the Patient /una “flower” marked by the accusative o.
Figure 2.27. illustrates the schema for these participants in sentence (2.11). The arrows
in Figure 2.27_ indicate two different “energy flows™ which are involved this sentence. i.e..
one from the Causer to the Causee. and the other one from the Causee to the Patient (ct.

Langacker 1991: chapter 7).

Causer Causee Patient

Energy Transmission ————>

Figure 2.27: Image Schema for Causee Sense (Kumashiro 1994a:405)
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Notice that the Causee is affected from the flow of energy. since it receives the energy
emitted by the Causer. Likewise, the Recipient illustrated in Figure 2.26. is also atfected
since the Mover moves to the Recipient and since the Recipient undergoes a change in
terms of possession of the Mover.

Another semantic link is that the connection between the Causee and the Agent
sense is their agentivity, in contrast with the o-marked Causee, which does not have

agentivity. Consider sentences (2.12) and (2.13).

(2.12) Taro-ga waruguti-o  itte Hanako-o nak-ase-ta.
Taro-NOM  slander-ACC say Hanako-ACC  cry-CAUSE-PST
*Taro made Hanako cry by calling her names.” (Kumashiro 1994a:408)
(2.13) Kantoku-ga kuraimakkusu-de Zyoyuu-ni nak-ase-ta.
Director-NOM  climax-at the actress-DAT cry-CAUSE-PST
"The director made the actress cry at the climax.”  (Kumashiro 1994a:409)

Both sentences are causative sentences. however, they are different in terms of
the agentivity of the Causee. In (2.12). Hanako, marked by the accusative o. does not
have any agentivity, while in (2.13) the Causee. Zyoyuu, marked by the dative i, has
agentivity.  Figure 2.28. illustrates the connection between the Causee marked by s/ and
the Agent sense of ni.  Figure 2.28a illustrates the Agent schema, which indicates

T e . . . 37
similarity between agentivity in Figure 2 28¢ and the Causee in Figure 2.28b.

* For a crosslinguic analysis of scmantic structurc of the causative construction in relation to the
ditransitve construction. see Kemmer and Verhagen (1994).

The small circle on the right in Figure 2.28¢ indicates that the Patient has designation. Trajector (TR).
Within the framework of Cognitive Grammar. Trajector is equivalent of the Subject.  Designation of TR
is given, according to Kumashiro. to give an account for that the patient is the subject of the overall clause.
Notice that Figure 2.28a docs not include Trajector since in the Causee Sensc. the Patient does not play a
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Figure 2.28b /\ Figure 2.28¢

Causer Causee Patient Agent trajector
<
Extension —_—> Schematicity
Correspondence R Energy Transmission =

Figure 2.28: Image Schema for Causee and A¢ent Sense (Kumashiro 1994a; 409)

The agent and the agent source is another link which shows the agentive aspect

of ni. Consider example (2.14) where 2/ marks the agent.

(2.14) Taroo ga Hanako ni nagur-are-ta.
Taro NOM Hanako DAT hit-PASS-PST
“Taro was hit by Hanako (Kumashiro 1994a:403)

Example (2.14) illustrates Taro was hit by Hanako where the patient "Taro™ is marked by a
nominative marker ga, and agent ‘Hanako™ by the dative ni. Figure 2.29 illustrates the

agentive sense of 2.

rolc as the Subject.
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Agentive Source

Agent

LESS DETAILD
MORE DETAILED

Energy Transmission ———>> Mover O——>
Domain : Extension  csssesscccpm

Figure 2.29: Image Schema for Agentive Sense (Kumashiro 1994a: 403)

The semantic extension of s which Kumashio (1994a) proposes is summarized in
Appendix A.

Kumashiro’s claims regarding the Network Model seem to be cognitively
motivated. He points out that the series of semantic extensions from one sense of #/ to
another sense of n/ has to be interpreted in a non-reductionist fashion. Namely. the
opposite ends of the semantic chain, such as GOAL and SOURCE are hard to subsume
under one single abstract value, since the GOAL and SOURCE senses are semantically
distinct from each other. Kumashiro briefly introduced Kunihiro's (1968) account—i.e.,
the idea that most schematic values subsuming all the concrete senses of 2/ are identitied
as CONTACT. Kumashiro argues that Kunihiro’s approach overgeneralizes the
problem. For instance, the schema of ni predicts something that is not included in 1/, e.g..
the Locative-Source sense expressed by kara ‘from’ is encoded by the INCLUSION

schema of ni.
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Notice that Kumashiro's analysis of the case/adposition continuum is
one-dimensional. | argue that this one-dimensional model hardly explains the possible
semantic connections between case and other adpositional usages. e.¢. locative usage of /i
and locative usage of de. 1 will take insights from Kumashiro's analysis to provide a
more complete semantic analysis of »/ and .

There is another important work, Kabata (2000). which specifically discusses the
Japanese postposition »/ in a multi-dimensional model. Before | discuss Kabata (2000) in
detail, I will discuss the one of the fundamental notions of CG, the network model. which
she adapts in her dissertation for an analysis of .

2.5. Network Models

Network models, by incorporating aspects of prototype theory and categorization.
have played an important role in Cognitive Linguistics. There are two central assumptions
that guide studies on network models: linguistic expressions tend to be polysemous, neither
monosemous or homosemous, and meanings are assumed to be organized with respect to a
prototype.™ Previous studies such as Brugman (1981), Lindner (1981), and Lakott (1987)
present models that define English prepositions as fine-grained structures consisting of a
distinct central structure and peripheral structures that vary among usages as a tunction of
distance and interconnectedness. Lakoff's network is uniquely defined as a "radial model,”

because it is characterized as a single core sense, e.g. senses of ‘above and across’ for an

** Dominick (1998) states that the tendency for cognitive linguistics to make a highly polyscmous
analysis of synchronic meaning can be autributed to what she calls the “polysemy fatlacy” like the “rule/list
fallacy” for gencrative linguistics. and suggests that there arc limitations for addressing issucs of mental
representation itsclf.



102
English preposition “over’, that serves as the prototype and links the entire inventory of
additional senses.™’
Langacker’s lexical network model (1987, 1991, 1999). on the other hand. is
conceptually based. allowing for the possibility of network growth and decay of variables
among speakers by providing a small taxonomy of node types. Figure 2.30. shows the

taxonomy of nodes allowed for multiple prototype nodes, extensions, and schemata.

Cl

Figure 2.30: Complex Catevorv Network: Growth Network (Langacker 1999:103)

The solid nodes in the center in Figure 2.30. indicate prototypes. and dotted lines indicates
extensions. Extension and schema, however, do not occur randomly. The
categorization (B) is an extension from the prototype [A], which implies that an abstract
commonality, schema [A’], exists between the categorization (B) and the prototype [A].
Since both [A] and the extension (B) emerge at once, schema [A’] comes to be realized as
a single cognitive unit. In other words, schema [A'] has instantiations of both the

prototype [A] and the categorization (B). It is warranted that a schema [A’] is also an

* Sce Dominick and Rice (1995) and Rice (1996) for evaluation of network models including LakofT's
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extension from the prototype [A]. as the dotted line indicates.™

According to Langacker.
this network model is useful to illustrate the alternate senses of a polysemous lexical item.
since polysemy is conceived as a case in which two senses are closely related either
directly or indirectly through a chain of relationships among nodes. In this model.
semantic relatedness is a matter of degree. and is characterized by the distance between

two nodes. Langacker presents a fragment of the network for the English verb ‘run” as

shown in Figure 2.31.

and Langacker's.

“ One example of a nctwork model is English past-tense formation (Langacker 1999: 115). He posits a
decply entrenched. casily clicited past-tense schema such as [[V/...|[PAST/-Dj} with phonological pole
specification in order to subsume both productive. default-case patterns with conditioned variants <[ d].
-{t]. and -{d} and a varicty of non-productive pattcrns.
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[EEERYRYYY

RAPID
RAPID RAPID RAPID
n-LEGGED |. MECHANICAL |, FLUID
LOCOMOTION MOTION (enging) MOTION ( waten)

RAPID 2-LEGGED]" RAPID 4-LEGGED
LOCOMOTION -',::::.'.'_"' D < LOCOMOTION
(person) o, Tl (animal)
b | ‘..' nn......
COMPETITIVE gl
POLICAL s, RAID 4-LEGGED
(candidate) RAPID 4-LEGGED LOCOMOTION
LOCOMOTION (- (horse)
\ 4 7 {dog)
.. | COMPETITIVE
I LOCOMOTION
{race)

Ficure 2. 31: Langacker's Network Model for “run’ (1990: 267)

The solid node in the center of Figure 2.31. describes the prototypical sense of “run'.
‘rapid-2-legged locomotion (person)’, while separate nodes radiating out trom the
prototypical sense represent related senses of ‘run’. Figure 2.31. graphically illustrates
that the ‘rapid 4-legged locomotion™ sense of ‘run’ is much closer to the prototypical
‘rapid-2-legged locomotion” sense of ‘run’ than that of the sense of ‘rapid fluid motion’.

In this model. speakers might differ on the following two points. First, they differ in

terms of the extent to which speakers extend the network through the process of
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schematization, instantiation, and extension. Second, they ditfer in terms of how many
nodes they establish among multiple prototypes. Since conceptual and lexical categories
change over time. within an individual and in the history of a language, this model seems
to accommodate lexical changes through the process of grammaticalization (Rice 1996
142). Langacker and Rice admit a potential lack of specific configuration of the
idealized network; however, both of them argue that this model gives a reasonable
account for the proposition in that the meanings of a frequently used lexical item are not
reducible to a single structure/node and to define a complex category ™'
The network model is not just limited to lexical items but it is also applicable to

grammatical and phonological patterns. The English distransitive construction is one

example of the application of the network model.

41 : . :
Sce Rice (1996) for a summary of questions raised but left unanswered by network models.
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TRANSFER| | NP || NP send

v

l Give NP NP
Scendl NP || NP {

\ Send3 for NP

Give me | {NP —
\ sendd | NP| | {0 | NP |

Fisure 2.32: Constructional Network for English distransitive construction
Langacker (1999: 123)

Figure 2.32. shows the relationship between the English distransitive construction
and the verb "send.” As shown in Figure 2.32, the higher-level schema [V][NP][NP]
describes the general pattern of the English ditransitive, while the lower-level
generalization such as [[SEND/send][NP][NP]] represents a verb "send.” The verb “send’
belongs to a network of constructional schemas of the English distransitive construction
because of similarity in the grammatical aspect of the English ditransitive patterns. Like
Construction Grammar (Goldberg 1995), Cognitive Grammar posits that a lexical item

includes a set of ‘structural frames’ in which it conventionally occurs. A lexical item



107

arises through a “progressive decontexualization process,” where recurring usage events
reinforce constructing schemas, while non-recurring usage events are filtered out by lack
of reinforcement. Namely. schemas are constructed in the relevant contexts. and part ot
such contexts is considered as occurrence in larger symbolic assemblies.**

Rice (1996), along the lines described in Langacker (1990, 1999), examines whether
the prototypes of the English prepositions "at’, “on’, and "in" are spatial or not. Having
the orientation of psycholinguistics, Rice employs three different kinds of experimental
tasks such as a sentence-similarity task, a sentence-generation task. and a sentence-sorting
task for an examination of the prepositional prototypes. The three tasks were conducted
based upon the assumption that the prototypical usages of these prepositions make for
different response patterns against non-prototypical usages of the prepositions in each task.
For instance. a prototypical usage is likely to create the greatest frequency. while a
non-prototypical usage occurs less frequently in a sentence generation task.  Rice’s
findings stand in contrast to the commonly-taken position that the most basic metaphorical
extension is from the spatial sense. Her overall findings suggest that temporal senses are
as salient as spatial ones, and that metaphorical mappings are perceived between the
spatial and non-spatial senses. Based upon her findings, Rice presents Figure 2.33. to

illustrate her working hypothesis.

42 . ——
Sce Langacker (1999: 117-121) on Luiscno. a Uto-Aztccan language of southern California. as another
example of a network model.
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abstract

Ficure 2 33: A Lexical “Space’ for "at’, "on” and “in" Rice (1996: 161)

Figure 2.33. shows that a prepositional network consists of five parts: two regions (spatial
and temporal), with a core sense for each region, and a more diftuse but coreless abstract
region surrounding the two regions.  Unlike Lakoft (1987), Rice avoids proposing
detailed information about the clustering of the prepositions’ abstract senses. Rather,
Rice wisely points out that there is still a need to explore perceived similarities or
differences among the prepositions. She emphasizes the importance of converging
evidence from multiple sources such as on-line/oft-line experiments, acquisition studies.
and diachronic research. Kabata (2000) adopts text count studies in addition to these
multiple sources for an analysis of the Japanese particle #i. In this study. 1 will explore
different kinds of multiple sources such as natural spoken discourse and written discourse.
and to give a complete analysis of the Japanese locatives #i and e Following Rice’s
view on prototype theory, 1 would like to examine whether or not core senses of the

Japanese locative postpositions #/ and de exist, and what overlap there may be in relation
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to their usage of as time markers.*
2.6. Kabata (2000)

In the framework of Cognitive Grammar, Kabata (2000) presents an extensive
analysis of the semantic structure of ni, the Japanese postposition which exhibits
semantically and functionally diverse behaviors (polysemy). She argues that semantic
relationships among the 21 senses which she finds for »/ are accounted for in terms of
metaphorical extensions. a conceptual hierarchy of semantic domains. and Langacker’s
action chain model. She provides 9 image schemata tor various senses of n/.  Her
dissertation, however, does not provide a complete account of de. My research diverges
from Kabata (2000) in that it explores the semantic prototypes of both ni and de. while
hers focuses exclusively on the various senses of ni. Further, | will explore in depth the
overlap of n/ and de in different sets of natural discourse. [ will briefly describe the
schemata for spatial and temporal usages of n/ in the next section, since | would like to
give a complete analysis of these Japanese locatives by providing a schema for «¢ and
revising the schema for ni.

2.6.1 Ni as a stative Locative Marker

As noted previously, Kabata (2000) and Kabata and Rice (1996) claim that there
are two different types of spatial relations that the particle »/ indicates: 1) a stative
LOCATIVE relation which marks the existence of an entity or event, and 2) a more

dynamic ALLATIVE relation which marks the direction as well as the final destination.

43 - . - i
Although it is tempting to proposc a nctwork model for de such as Kabata (2000) proposed for /1. this
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This 1s demonstrated in examples in (2.15) and (16 a-d).

(2.15) Kono heya ni plano ga aru.

This room LOC piano NOM there is

"There is a piano in this room.” (Kabata and Rice 1996: 112)
(2.16)(a) Kare wa Tookvoo ni/*de sun-de-iru.

He TOP Tokyo LOC  live-CONJ-PROG

"He lives in Tokyo.’ (Kabata 2000: 83)

(b) Kare wa Tookyoo *ni/de kurashi-te-iru.

He TOP Tokyo LOC live-CONJ-PROG

"He lives in Tokyo.” (Kabata 2000: 83)
(c)*Kare wa shiawaseni sun-de-iru.

he TOP happily live-CONJ-PROG

"He lives (is living) happily.’ (Kabata 2000: 83)
(d) Kare wa shiawaseni kurashi-te-iru.

He TOP happily live-CONJ-PROG

"He lives (is living) happily.’ (Kabata 2000: 83)

In sentence (2.15). ni marks location or existence, whereas in sentence (2.16a) it
marks where a complex relation exists. The verb swmu “live’ used in (2.16a) and (2.16c)
has a synonym. the verb kwrasw used in (2.16b) and (2.16d). Sumu is ditterent from
kurasu in that for the tormer verb, a location plays a central role to the event, and the verb
subcategorizes for the locative phrase. (2.16c) is not acceptable, since the essential
locative phrase for the verb, sumu. is missing. The verb. kurasu, on the other hand. does
not require a location. (2.16d) is acceptable, since kurasu does not need a locative phrase

while (2.16¢) is not, since sumu does.

Kabata argues that, as shown in (2.16 a-d), ni marks locations which are contingent

is bevond the scope of the present study.
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on predicates, i.e. they serve as arguments, while ¢ marks locations which are not
contingent on predicate verbs i.e., they serve as modifiers. Figure 2.34. illustrates the ni
image schema for locations or existence, while Figure 2.35. illustrates locations of an event

or complex relation (Kabata 2000: 82-83).

Landmark
Trajector n Trajactor 2
@ EVENT
SPATIAL DOMAIN or SPATIAL DOMAIN
Figurc 2.34. Image Schema for Locative Figure 2.33. Image Schema for Locative
sense of Ni (1) sense of Ni (2)
(Kabata 2000: 83) (Kabata 2000: 83)

Her model of i as a stative marker gives an account for both sentences (2.15) and
(2.16a-d). However. it presupposes that the locative postpositions #i and de are still
warranted by the relation to predicates, i.e. arguments vs. modifiers, which is not fully
motivated by the semantic structure. Furthermore, the reason why Kabata proposes two
different schemata for stative locations, simple location vs. complex relation, is not clear. |
will be focusing in this study on the factors and functions related to the choice of 1 and /e in
discourse, as well as discussing these senses with regards to conceptual domains in space

and time.




2.6.2. Ni as an Allative Marker
The Japanese particle 7/ marks either direction, e.g English ‘toward’, or
destination/goal e.g. English “to’. when it is used with dynamic motion verbs This is

represented by sentences (2.17) and (2.18).

(2.17) Karewa kuukoo ni mukat-te-iru. [DIRECTION]
He TOP airport ALL head-CONIJ-PROG
"He is heading toward the airport.” (Kabata 2000: 84)
(2.18) Karewa kyonen Tookvoo ni hikkoshi-ta. [DIRECTION/GOAL]
He TOP last vear Tokyo ALL move-PAST
"He moved to Tokyo last year. (Kabata 2000: 84)

Kabata states that the mi-marked locations in (2.17) and (2.18) are interpretable as
direction and destination, and she calls them the allative sense of /. As she points out.
there is another particle in Japanese. ¢, which exclusivelv marks direction*'. She argues
that n/ and ¢ are equally acceptable in sentence (2.17). although these particles are not
completely interchangeable. However. ni and ¢ are not equally acceptable in sentence
(2.18).  She argues that / is acceptable in (2.19), since the verb radoritsuku “(finally)
arrive’ has to have a goal marker, while ¢ is not completely acceptable, since the same

. . [
verb cannot take a direction marker.*

* An interesting fact was reported by Konoshima (1973). There was a confusion between ni and ¢ in old
Japancse translations such as 7he Tale of Genji. and Kokin wakashu. The fact that in classical Japanesc a
choice between 7 and ¢ as a direction marker is not stable implics how speakers subjectively perceive
dircction in context.

" Konoshima (1973) points out that both ¢ and #i indicatc DIRECTION. but there arc some slight
differences between the meaning of these particles.  That is. e strongly emphasizes the process of arriving
at the goal. while 77 implies a close contact with the goal and a long distance between the goal and the



(2.19)  Yatoo Takyoo ni/e? tadoritsui-ta.
finally Tokyo ALL/DIR arrive-PAST
‘We finally arrived at/toward Tokyo .~ (Kabata 2000: 85)

Figure 2.36. illustrates the image schema for the allative sense of ni. Like Kumashiro
(1994). Kabata proposes another schema, called “contact.” a similar schema to that of the
allative. According to Kabata. the two schemata are useful in explaining the subtle
semantic difference between sentences (2.20) and (2.21) repeated here from (1.46) and

(1.45) in Chapter 1.

(2.20) Kabe ni chizu g¢a hat-te-aru. [LOCATIVE]
wall  LOC map NOM  put-CONJ-be
"A map is (put) on the wall.’ (Kabata 2000: 87)
(2.21) Kabe ni chizu o hat-ta. [ALLATIVE]
wall LOC/ALL map ACC put-PAST
"[1] put the picture on(to) the wall.’ (Kabata 2000: 87)

Niin (2.20) describes a simple stative location of'a map. which is a wall. as shown in

Figure 2.34, while #7 in (2.21) shows the "contact™ sense of n/ as shown in Figure 2.37.

Trajector Landmark Trajector Trajector Landmark
MOVER GOAL MOVER GOAL
Figurc 2.36. Image Schema for Allative Figure 2.37. Image Schema for Contact
scnsc of Ni (Kabata 2000:83) sensce of Vi (Kabata 2000: 86)

starting point.
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These two schemata are similar to each other in that both schemata illustrate a trajector
(TR) that is moving toward a landmark (LM). The ditference is that in the contact schema.
a moving TR is attached to LM, with strong focus on the contact, which implies that the
path results from motion. Kabata further argues that the difference between the locative
sense of ni and its sense of contact is "very subtle’. like the similarity between the
schemata of Allative and Contact. She argues that the difference between these two
senses depends on the property of the accompanying verb as well as on the surrounding
context.” Following her point of view on ni's schemata and the related senses of i, |
argue that the semantic closeness, and/or shift between n/ and . stativity and dynamics.
should be explained in the same way as Kabata accounted for the "very subtle” differences
between the allative and contact senses of 7. That is. the overlapping senses of 1/ and dv
should have similar schemata. In the next section, I will summarize the semantic
similarities and difterences of #/ and ¢ in a temporal and spatial domains, and introduce
the schema for #i as a temporal marker to examine how close it is to the schema of the
locative ni.
2.6.3. Ni as a Temporal Marker

Japanese ni is used as a temporal marker. This follows the CG proposition that
the extension from spatial to temporal usages can be explained by a metaphoric process
such as "TIME IS SPACE’. (Lakoff and Johnson 1980). Sentence (2.22) shows that ni

marks the time when a meeting starts.

" Kabata (2000) points out that there arc many fixed and idiomatic expressions related to the contact



(2.22) Sanji  ni kaigi ga  hajimaru.
three  TIME meeting NOM start
"A meeting starts at three o clock.”
Kabata points out that in certain cases. /i can be replaced by de without changing
much of the meaning. However, ¢ is used only when the sentence describes the

termination of an activity or event, while # can mark both a starting point as well as an

endpoint. as is shown in sentences (2.23) and (2.24).

(2.23) Gakko wa  sanji ni/de owaru.
school TOP three o'clock TIME finish
*School finishes at three o’clock.” (Kabata 2000: 90)
(2.24) Gakko wa  kuji ni/*de hajimaru.
school TOP nineo’clock TIME start.
*School starts at nine o’clock.” (Kabata 2000: 90)

Trajectolr

EVENT]

TIME

ni
I >
TEMPORAL DOMAIN

Figure 2.38. Image Schema for Temporal Locative Sense of Ni (Kabata 2000: 91)

Figure 2.38. represents an image schema for the temporal locative sense of ni. Notice
that this schema captures one similar point of 2 in the locative domain: the time is not

profiled. It is also important to notice that we have semantic asymmetry between ni and

sensc of 1.
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de in the spatial and temporal domains. That is, & in the time domain marks an endpoint.
while #/ marks an endpoint in the spatial domain (goal). Both #i and e mark an endpoint,
but in different domains. This is summarized in the Table 2.2.

Table 2.2: Summary of the Characteristics of #i and ¢ in Spatial Domain and Temporal

domains
Spatial Domain Temporal Domain
ni Landmark is Endpoint More general marker
allative can mark starting/end point

Landmark is Location
Stative location/contact
de More general marker Landmark is Endpoint
marks an end point only

2.6.4. The Network Model and Evaluations

Kabata proposes a network model for the Japanese particle i, and evaluates the
network model by various empirical and experimental data, a text count study, a child
acquisition study, and a series of off-line psycholinguistics experiments. Her network is
illustrated in Appendix B.

First, in a grammaticalization study. Kabata examines how n/ might have acquired
its diverse senses through the process of historical development. Because of the paucity
of direct historical evidence, she draws inferences from cross-linguistic sources. She
concludes that senses of ni became extended into new content domains such as spatial,
temporal, conceptual, and logical domains. Second, in a text count study, she looks at
the frequency of sense types in six texts. She aims to determine if the frequency
distribution of the senses of #i is correlated to the domains in the network model. She

found that some of the high frequency groups mainly belong to spatial and temporal



117

domains, as well as conceptual and logical domains, while the senses of lowest frequency
were never identified in spatial and temporal domains. Third, in a child language
acquisition study, she examined the Aki Corpus obtained from the CHILDES database.
and tried to determine if the various senses of »/ in the model are reflected in children’s
acquisition patterns. The findings overall support the network model. Both locative and
allative senses are found to be among the earliest and most frequently used senses of ni."’
Fourth, in a psycholinguistic study. she employed three oft-line tasks such as a sentence
generation task, a categorization task, and a similarity judgment task. She examined
whether speakers of Japanese perceive similarities or differences between individual senses
of ni in these tasks. The findings from the psycholinguistic study support the main
characteristics of a network model for four reasons: 1) there are basic senses of the
categories that speakers of Japanese perceive--allative and locative, 2) there are multiple
prototypes in the category, 3) there are varving degrees of similarities between senses. and
4) there are two senses which speakers of Japanese difterentiate--goal-type and
source-type.

Kabata's evaluations of her network model of i/ support Langacker's
conceptually based network model which allows tor the possibility of network growth and
decay, and variability among speakers. There is no need to propose a single sense to be

the prototype, because the model allows for multiple nodes to serve as local prototypes in

7 Matsuoka (1998) also reported that 7 as goal marker appeared in her data. and | found that the same
type of ni appeared in Noji's data (1974-1977). Also. Morikawa (1997). citing Clancy (1983). Yokovama
and Schacfer (1986). Yoshida (1976) point out that the particle 7 appears almost as carly as nominative
ga as a locative marker with a slight delav in the casc of 7 as the dative marker.
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cases of linguistic innovation (Kabata 2000: 21).

2.7. Methodology

This section addresses the methodological issues relevant to the collection of
discourse data for this studv. The use of natural language data is something that many
Cognitive Grammar (CG) linguists have not seriously considered, except Brugman (1981).
Arnett (1995), and Van Hoek (1995), who look at written language, and Kabata (2000)
who looks at spoken (interview data) as well as written language. Milroy and Milroy
(1985: 50) remark that there are tremendous difterences between spoken and written
language. For instance, spoken discourse has more variation than written. Because of
geographical, social, educational, and situational factors, spoken discourse is less subject
to the eftects of standardization. Clancy (1982) points out that written and spoken
Japanese are stylistically distinct. For instance, short verbalization and simple syntactic
constituents in spoken Japanese limits the tlow of information to the listener and reduces
the cognitive burden upon the speaker. Spoken Japanese also includes social functions
such as mutual support and cooperation. Chafe (1994) also argues that it is in spoken
discourse that the intricate connection between linguistic forms and cognitive factors is
manifested.

Therefore, the current study examines both spoken (informal conversation) and
written language to present a CG analysis of the Japanese postpositions that takes
discourse into account. This study aims to go beyond the mere frequency issue or the

conceptual issue, by connecting CG accounts and actual data in both spoken and written
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discourse.

Examination of representative types of corpora is necessary for a usage-based
approach, not only to capture the widest possible spectrum of the spoken and written
language of Modern Japanese. but also to see how the prototypicality of the postpositions
emerges across these different kinds of corpora. It is also important to be aware that. as
Biber (2000) warns. there is the pitfall that a corpus containing a mixture of text-types
could neutralize genre-specific patterns. In order to analyze linguistic association patterns
appropriately, it is essential to understand that linguistic association patterns interact with
non-linguistic associations such as registers and historical changes.

For example, one of the corpora used in this study is spoken Modern Japanese. |
consider ‘standard language’ to be an abstract notion, following Milroy and Milroy's (1985:
22) claim that a standard language is an idea in the mind. They point out that the standard
language is a set of abstract norms to which actual usage may conform to a greater or lesser
extent, and that spoken language is never standardized. while writing systems are relatively
easily standardized.

Shibatani (1990: Chapter 9) and Miller (1967: Chapter 4) describe a brief history

3

of the notion of a standard language or variety in Japan.™ Besides the notion of standard

* Shibatani explains that the notion of a standard Japanesc language was not accepted in the Nara period
(A.D. 710-93). The Kyoto variation. however. scemed 1o play a role as the prestige variety until the
cultural and cconomic center moved to Edo (Tokyo) in the late 19th century. The transition from official
capital 1o the effective cultural and cconomic center actually took two hundred years.  After the Mciji
Restoration (1887). the government attempted to authorize the variety of the new capital of Tokyo as the
standard language.  One such example is employing the Tokyo varicty in Japanesc language textbooks for
the initiation of compulsory education. However. standard Japanese has never been formally cstablished.
Rather. the Tokyo varicty has been considered as the standard language.
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language or variety in Japan. another notion called Avoorsuu-go. *common language™ was
introduced after World War Il.  Kyoorsuu-go is a form of Japanese used by speakers trom
different regions to communicate with each other, but is not quite the same as the Tokvo
dialect or stancard language (Shibatani 1990). More specifically, kyootsu-go is heavily
influenced by the standard language but still retains regional characteristics, such as
accentual features. While the idea of a standard Japanese language still lives in the minds
of language policy makers. kvoorstuu-go is widely accepted by the majority of people and it
has a wider range of variations (Shibatani 1990: 187).  Not all speakers in the spoken
corpus of this study came from the Tokyo area; however, they all used Avoostuu-go, and |
observed no regional characteristics except accentual features. It is quite important to be
aware of the issue of standard Japanese, since this study deals with informal conversation
which is least affected by the ideologically constructed notion of standard language in
comparison to written Japanese.  Considering the important ideological notion that these
non-linguistic associations are related, this study takes the following three steps; 1) it
examines the phenomena of prototypicality of ni and e in informal spoken kyootsuu-go
discourse and written discourse, 2) it compares the patterns in informal spoken and written
language, and 3) it provides a brief sketch of historical studies related to the Japanese
locative postpositions ni and de.™  The next section explains the overall nature of the

corpora that [ will examine.

0 Although a complete summary of grammaticalization studics of Japanesc locative postpositions is
beyvond the scope of this study. 1 acknowledge that grammaticalization rescarch is one of the important
veins in CG (Sweetser 1900, Traugott and Hine 1991. Hopper and Traugott 1993, and Byvbece et al. 1994).
I consider it is impossible to make a contribution to the ficld of grammaticalization rescarch without



2.7.1. Spoken Data

The analysis of spoken discourse was based upon a database from Japanese Data
(Aoki et al. to appear). A database of twenty-seven sets of informal conversations was
used, consisting of thirteen male-female conversations. three male-male conversations. and
eleven female-female conversations.™ A list of the conversations is included in Appendix
C.

The total number of conversation participants was 59. The conversation
participants’ ages varied. ranging from 19 to 48. The conversations varied from 2 to 19
minutes in length, for a total of 158 minutes. This conversation data is 5-10 vears old. All
transcription conventions follow Du Bois et al. (1988). The current study examined all
occurrences of locative phrases marked with either #/ or de, as well as locative phrases not
marked by 71/ or de.  There are locative phrases followed only by the topic marker wa or
the particle mo (too) and others combination followed by a topic marker we or mo with
the locative postpositions niwa, dewa, nimo and demao.  These cases were also analyzed.
2.7.2. Written Data

The sample of written discourse was drawn from the Corpus of Japanese Modern
Novels, Shincho Bunko no Hyakusastu, 100 novels of Shinsho Series’ and other
published books. The authors™ ages when their books were published range from 24 to

36. Both the novels from the corpus and the other published books are 10 to 20 years old.

looking at the original historical texts.

O attempted to carcfully sclect the corpus data. because regional variation might be relevant in the
spoken data.  For instance. in some arcas Japancsc native speakers usc different locative markers. ¢.g. sa
for the goal marker in the Yamagata arca. which is spoken in the Northern part of Japan.
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I examined the following seven contemporary writers. four male and three temale:
Akagawa Jiroo, Murakami Haruki, Shiina Makoto, Sawaki Kootaroo. Mure Yooko.
Yoshimoto Banana, and Ekumi Kaori. [ examined 875 pages of text in total, i.e. 125
pages from each written text. [ used the first 125 pages from four authors™ works. and
the last 125 pages from the other three authors™ works. A list of description of the works
examined in this study is included in section 3.10.

As with the spoken data analysis, this study examines all occurrences of locative
phrases marked with either #i or e or wa or mo or some combinations with #/ de. as well
as locative phrases not marked by »i or de.

Selecting texts from a variety of different genres is important since each genre
may exhibit certain stylistic characteristics, and investigating only particular text types
might lead to false generalizations. For example, newspaper articles are prone to contain
de dewa, which the descriptive studies claim to be location markers for event nouns, since
they include news stories in which editors and reporters usually introduce the highlights of
news stories.

According to Noda (1999), who compares the frequency of locative particles in
three different written texts, including novels, newspapers, movie scripts, «¢ dewa appears
in newspaper articles most frequently. He also reports that de¢ dewa were often used to
mark abstract spaces, (e.g. Konkai no shinjin no naka dewa “In the group of the
newcomers this time’) while m niwa appears in conversation data more often and was often
used to mark spatial nouns such as mae (front). naka (inside) etc. (e.g. Kuruma no nakea ni

imasu ‘[1] will be in a car’).



2.7.3.The Present Analysis

I observe the following three aspects ot 7/ and de in each tvpe of discourse data
to examine if Kumashiro's (1994a, 1994b) claim regarding the autonomous/dependent
relationship holds true and to investigate if Kumashiro's (2000) proposal of de as setting
event is supported. I here provide my own CG account for 7/ and de.

First, I looked at the various types of predicates occurring with »/ and de. to test
the prediction that if speakers/writers are sensitive to the semantic value associated with a
profiling relationship, then certain patterns would emerge. Namely. if locative e
co-occurs with an autonomous clause. and is not activated by a predicate, then a wide
range of variation in predicate types would be observed. On the other hand, it locative ni
co-occurs with a dependent clause, and is strongly activated by a clause, then less
variation in predicates would be seen.

Second. assuming as Rice (1996) claims that postpositional prototypes exist. |
predicted that it would be prototypical for 1 to occur with stative verbs. We might predict
that e would frequently occur with dynamic verbs. As Kabata and Kumashiro point out,
there is an important basic sense for »/ in the spatial domain, i.e. allative ni. 1 treat this
type of ni as another prototypical sense of ni.  In the next chapter, I argue that the notion
of Langacker’s PERF, which “serves as changing a process into a state” (see Section 2.3.6)
has value in the analysis of less prototypical ni. which co-occurs with less-stative verbs.

Third, [ make a quantitative and extensive qualitative analysis of dewa and niva

and the alternatives in discourse which no previous study has looked at. Namely, from a
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discourse grammar perspective, | examine the occurrence of dewa and miwa in comparison
with ni and de, and the alternatives to dewa and niwa, if they exist. [ compare different
discourse types to see if text organization makes a ditfference in terms of locative particle
usage. Comparison between spoken and written discourse includes the non-occurrence of
particles, which has been traditionally referred to as “ellipsis’. and the most frequently used

construction in discourse.
2.8. Grammaticalization Studies of Japanese Locative Postpositions ni and de

This section provides a brief sketch of historical studies on the use of the
Japanese postpositions, #/ and dJe, based on the work of three major Japanese
grammarians, Hashimoto (1969). Matsumura (1971), and Konoshima (1973). and that of
some recent scholars such as Akiba-Reyolds (1984), Takeuchi (1999), Kabata (2000), and
Mabuchi (2000).

2.8.1. Historical Studies of ni

Hashimoto (1969: 127) proposes that the primitive meaning of i is the locative
and that the various usages of mi have been generalized from this. "' Based upon Old
Japanese (approximately 8-10th century). Akiba-Reynolds (1984) argues that a locative
verb 1 (be-at) was the source of the grammaticalization of #i.  Consider the following

%2

examples taken from Akiba-Reynolds (1984: [)

1 . . . ‘ .

Hashimoto (1969: 121-122) points out that in old Japanesc #i could be used to mark a location where
somec action takes place. for which de is used in Modern Japancsc. ¢.g. kono oka ni natsumasu ko "a
daughter who picks up lcaves on this hill".
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(2.25-a) okina toguti n-i Wor-i.
old man door be at-CONJ be-FIN

“the old man who is at the door.”
(2.25-b) okina toguti ni WOr-1.

old man door LOC be-FIN

‘the old man who is at the door.”
In (2.25-a) ni, a conjugated tform (the adverbial form) of the locative verb of ni and the
final form of the auxiliary wori (be-at) are used. In (2.25-b). which is a re-analysis from
of (2.25-a), ni is used as a postposition which tollows a locative phrase roguti “door’.
Kabata (2000: 155) states that Akiba-Reynold’s claim is not "air-tight,” although Kabata
admits that the development of verbs into case markers and beyond is a natural process
from the perspective of grammaticalization theorv.™  Matsumura (1971), however.
based upon Sakakura (1951). proposes that the usage of ni as a suffix in an adverbial
modifier such as shizuka ni “quietly’ is probably the origin of /. Konoshima (1973).
citing Yamada (1936), claims that that basic sense of #/ was used to mention a static
object (as opposed to dynamic) while the action is expressed by the verb, and attributes
are expressed by the adjective.  The use of mi was, in fact. recorded in the earliest
historical records such as in Afamyooshuu, in the late 8" century. Kabata (2000), who

examined 14 major historical Japanese texts for the purpose of pursuing the

grammaticalization of /1, reports that the use of 71/ expressing locative existence as well as

52

A slight modification is addced for the sake of simplification.

** The traditional approach to grammaticalization study is defined by Meillet (1948) as “the cvolution of
grammatical forms such as function words. affixcs out of carlier lexical forms.”™ The recent approach to
grammaticalization study is defined as the evolution of syntactic and morphological structures through
discourse strategics.  Sce Givon (1979). Bybee (19835). Traugott and Heine (1991a/b). and Hopper and
Traugott (1993).
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its allative use were found in the oldest written records, as shown in (2.26) and (227
(2.26) haru goro Kurama ni komor-i-tari.
spring around Kurama LOC  hide-CONJ-PST
*(He) hid (himself) in Kurama around the spring.”
(Manyooshuu, cited in Morizui et al. 1975)
(2.27) aniototo tomotati  hikii-te Naniha no kata ni.
brothers  friends  lead-CONJ Nanitha GEN towards ALL
*(my) brothers led towards Naniha by leading their friends.
(Isemonogatari, cited in Matsumura 1971)
Kabata, however, argues that because of a lack of any direct historical evidence. it is
impossible to determine which of the two senses of ni, locative existence or allative, is
more basic although it is widely accepted that the sense of i in the spatial domain was the
first use recorded in historical texts.*
2.8.2. Historical Studies of de
Compared to the use of /i in historical texts. «¢ is a relatively new postposition.
For instance. Hashimoto (1969: 163) remarks that de did not appear until the 12" century.
All three grammarians --Hashimoto, Mastumura, and Konoshima-- basically assume that

de as a locative marker is an abbreviated form of ni and t¢ where ni is a postposition and

fe is a conjunctive postposition, i.e. the conjunctive form of some type of Old Japanese

™ Manvooshu. a private collection of more than four thousand Japancse pocms. was written somic time
after 760 A.D.. while /semonogatari. a work of unknown authorship including many pocms by Ariwara
Narihira. was dated from the beginning of the tenth century (Miller 1967).

** Kabata also reports that historical records indicate that i as a state locative marker was used to mark a
respected person. like the cmperor or the empress.  Sce Kabata (2000: chapter 4) for morc details.
Sugizaki (1979:278). on the other hand. savs a state locative marker n was used to indicate not only a
respected person but also speakers themsclves.



verb as shown in (2.28)™

(2.28) e nite  mo motayutafu inochi namt no ue ni
house LOC also/even to shake/hesitate-ATT life wave GEN top LOC

omo shi  wore ba oku ka shira zu mu
think: CONT EMP tobe CONJ far way EMP know NEG FP
(Hashimoto 1969: 163)

"Even at home life’s filled with dangers. and far more here upon the ocean.’
(translated by Honda (1967))

Hashimoto also reports that mize is an abbreviated form of nishite and that nishite was

used more frequently than nite in the early 12" century. Consider example (2.29).

(2.29) koreya kono Yamato nishite ka wa ga kofuru
Look! Yamoto LOC EMP | GEN vyearn/longer for-ATT
kiro ni ari tefu ImMooto to seno.

Kit Province LOC exist-CONT is called Mt Imo and Mr. Se
“This is Mt. Imo and Mr. Se in Kii Province, that | have been yearning so to view in Yamato.’
(translated by Honda (1967) with a slight revision)
It is late in the 12" century that e as a locative marker started to be used as shown in
(2.30). and later the usage of < became more varied.

(2.30) Nakamon no mae de samjakuno koi o kiri te
midddle gate GEN front LOC 90-cm GEN carp ACC cut-CONT CONJ

sake o nomi yau o mai  toka ya.
sake ACC drink way ACC dance andsuch INT

“People do things like dancing to show the way they cut up a 90-cm-carp.
and drink sake in front of the middle gate.” (Heikemonogatari)

*® Takeuchi (1999:166) states that it is common in Old Japancse (0J) and Classical Japanese (CJ) that —r¢
is attached to a case particle and becomes various circumstantial cases in Modern Japancse.  For instance.
attached to non-locative nouns. CJ nite is considered to be an instrument(manner). ¢.g. takaki kowe nite
Janasu “speak in a loud voice’.
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Suzuki. cited in Matsumura et al. (1969), points out the “Arte da lingoa de
lapam’, Nihondaibunten, witnesses an interesting gap between spoken and written
Japanese in the 17" century related to the locative postpositions /s and de. He reports
that nire was often used in the written language while e, with the same meaning as nite.
was often used in the spoken language*’ This finding implies that the use of de arose in
the spoken language before being adopted in the typically more conservative written
language.

Takeuchi (1999: 167) provides a similar view of the history of e by saying:

“the general circumstantial locative case relation e in Modern Japanese (MJ) is likely to

be a production of a post-CJ (Classical Japanese) shift, whereby the dynamic-final NP nite
de came to be interpreted statively in a unified manner as a locative case particle. i.e. "V

having come to (be at) X' was interpreted as 'V (being) at X"

Takeuchi points out that the construction expressed in (2.31) has no equivalent in MJ.

since nite ari has been generalized in the MJ copula. de aru. or da. In MJ a locative

resultative state denotation needs a telic motion verb in the perfect form to combine with

ni, e.g. koko ni kite iru “be here (now).

(2.31) okina  koko nite ari.

old man here LOC-TE be-FIN

"the old man has come/is here.’

Mabuchi (2000) compares several historical texts from three different periods:

Period I, 1529-1676; Period 1I, 1670-1843; and Period 1II, 1909-1916.  She provides

statistical data which show some changes in distribution patterns in different usages of «,

57 .. : . . . : . .
The Arte da lingoa de lapam is the great pioncering work on Japanese gramumar in a forcign language
compiled by Joao Rodrigucs (1558-1633). a missionary from Portugal.
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such as location. limitation, instrument, cause, manner, and agent.”* 1 point out four
major findings. First, Mabuchi found that throughout the three periods, «e as a location
marker was the most frequently used sense. This implies that the sense of ¢ in the spatial
domain is the primitive sense of «& as a postposition. Secondly. Mabuchi found that.
compared to other senses of e, the use of the locative sense decreased from Period I to
Period II, while the use of instrumental ¢ increased. Thirdly and most importantly,
Mabuchi argues that historical changes in the uses of e show that there is a
uni-directional shift from adjunctive use (location, instrument. and manner) to argument
use (agent and causee). especially in Period Ill. For instance. location phrases marked by
de express some institutions or agencies which carry out some action. | consider her
observations interesting. however, her research has a few minor problems. First. as any
historical analyst has to face, the historical texts are circumstantial, and do not provide
direct evidence for all of the uses of «¢. Further, Mabuchi does not provide anv
theoretical explanation for the historical change from adjunctive usage to argument usages.
although her findings are very insightful.

This brief sketch of studies on historical changes in #/ and de¢ implies that the
spatial sense of i and e was primary among other senses. Furthermore, these historical

studies have suggested that the original prototype senses of n/ were either allative or

*¥ Mabuchi's classification of de is bascd upon “prototype theory™ and she found some cxamples of de
which overlap between two usages. ¢.g. location and causce. It is insightful for her 1o have a catcgory
called genrei “limitation” which includes both location and time. She points out that limitation e is
different from locative de in that the former marks abstract space while the latter marks concrete space. |
will extend this point in Chapter 4.



existential/stativity, and the original prototype sense of ¢ is dynamic.”’
2.9. Summary

The first section of this chapter discussed the global assumptions of Cognitive
Grammar and Prototype Theorv. The basic notions of CG outlined in the second section
of this chapter provide the devices necessary to understand the data analysis and the
network model of the Japanese locatives #i and </ which [ will intensively discuss in
Chapters 3 and 4. The stative and process relations discussed in this chapter are the most
important notions. 1 also discussed the most relevant CG studies bv Kumashiro (1994b.
2000) and Kabata (2000). The former claims that locative ¢ profiles an autonomous
alignment and i profiles a dependent alignment, and that ¢ can be used as a reference
point by way of which the event happens and is mentally accessed. The latter claims that
the difference between 71/ and de is partially based upon the contingency of verbs.  The
last section of this chapter discussed historical studies on the use of #i and e, The use of
ni was first recorded in the late 8" century, and the one of de was in the 12" century. The
basic senses of 1/ are considered to be as a stative locative marker as well as an allative

marker. Locative e is assumed to be an abbreviated torm of ni and de where ni is a

* Like historical studies. regional studies provide another interesting ficld to explore to sec how the
locative senses vary and whether the variation is cognitively motivated.  For instance. according to Tojo
(1954: 64). cited by Martin (1975). the ablative maker Aara is used to mark the dynamic locative instead
of de in is Tajima in Tottori prefecture (southwestern part of Japan). ¢.g. hara kara ¢ dey asobu “plays in
a ficld’. gakkoo kara (- de) undookai ga aru “there is a sports meet happening at school”. Martin (221)
maintains that this is “reminiscent of the Korcan usc of [-cy] sc for both ablative “from™ and residual
locative "at™. Another casc is that of the Hachinohe dialect (Aomori prefecture. northeastern part of
Japan). in which the goal and cxistential locative. as well as the indirect object and causee arc all marked
by sa. instcad of ni. Casc particle "sa” in the Hachinohe dialect (from Hiravama 1982: 250ff) is
considered to be a derived fort of “sama-ni* (toward-ni). The analysis of regional differences from the
cognitive perspective is bevond the scope of this study. however.



postposition and r¢ is a conjunctive form ot some type of Old Japanese verb.

In Chapters 3 and 4. | examine whether or not the Japanese locative postpositions
ni and e in Modern Japanese exhibit prototypical usages. To further demonstrate that
the ditterent tvpes of senses form a network with other related senses. [ show how the
choice of i and de can be explained semantically by looking at natural discourse data. In
addition. the use of 7 in connection with the topic marker wa. the non-occurrence of the

postpositions, and the stage-setting construction. are examined in next three chapters.



CHAPTER 3
NI

3. LIntroduction

In Chapter 2. I discussed the general assumptions of Cognitive Grammar (CG)
and gave a brief overview of Prototyvpe Theon and the Cognitive Network Model that
provide the base for this study of the Japanese locative postpositions »: and de. | also
introduced the three major previous works regarding 7 and e in the framework of CG.
and pointed out the need to consider the use of natural language data as a piece of
supporting evidence. ' Within the context of natural language including written
discourse. I focus on “ordinary conversation” in which the nature of mental phenomena is
manifested (Chafe 1970, 1994).°

In the first part of this chapter. I focus on the distributional patterns of the
difTerent uses of 1 in spoken discourse. discussing each of the four main categories of
1) simple stative n:. 2) complex stative mi. 3) allative n. and 4) contact . Then. |
discuss two phenomena which are associated with the most frequently used predicates.
‘stage-setting construction” and ‘non-occurrence of the locative postpositions’. since
these phenomena shed light on the functional and cognitive aspect of Japanese locative
postpositions in discourse.’

In the second part of this chapter. I discuss the distributional patterns of the

' Kabata (2000) looked at spoken data. a speech by the Japanese Empress and an interview with one
temale TV personality. Both the speech and the interview are ditterent from spontaneous conversation.
* Chatie (1994) states that there are various genres in written language that vary in terms of the speaker’s
consciousness level which is fundamental to spoken language. For instance. personal letters are much
closer to spoken language than expository writing. [ consider the written discourse examined in this
study relatively closer o spoken discourse because of informality and some clements found in short
stories | examined.

* Langacker (1987: 97-98) provides a specitic definition for predicates. He defines itas “the semantic
pole of a morpheme” which has complex internal structures representing cogmitive processing. In this
study. however, [ use the term predicate in a more general sense.



different uses of n7 in written discourse. Following a short description of my analysis of
the written data. 1 examine the distributional patterns of m by using the same tour
categories as 1 used in exanuning spoken discourse.
3.2. Procedures for Analysis of Spoken Discourse

I briefly discuss how I selected the cases examined in the present study. First.
all occurrences of »i- and d/e-marked locative phrases and non-marked locative phrases
within my study were examined. Second. I conducted a separate and independent survey
using 10 Japanese informants to determine which particles would have appeared in the
non-marked locative phrases. Inthe survey. [ asked the informants to choose particle(s)

in non-marked locative phrases as illustrated in (3.1).

(3.1) T:[n=].
...Moo. When we go back to Japan.
nthon | | Kaecha-ttara we will go through a terrible

evaku karuchaashokku de. sugoi to omou.  ‘reserve-culture-shock ™.
l.cero 2. m 3.de 4e Swa 6.0 7niwa 8.dewa
The informants were asked to choose one or more appropriate answers from choices 1
through 8. Thev were also instructed to choose at least two answers if one of their
answers includes zero.” Based upon the majority of the answers (60% or more). |
determined which postpositions were most likelyv to used in the non-marked locative
phrases. In the 30 examples presented to the informants. there were 47 cases where i

was considered to be the missing postposition. The three exceptions were found in cases

* The direction marker ¢ was included in the choice in the survey sinee itis a potential choice when the
clause examined includes motion predicates (e.g. Tokyo ¢ iku “go toward Tokyo').  However. this study
does not examine fuctors which determine non-oceurrence of'a goal marker »i or direction marker ¢, See
Numata (2000) for the discussion on non-occurrences of ni and e from the perspective of diachronical
studies.



(3.2).(3.3). and (3.4)°

(3.2) ..soko| | ikimashoo toka tte  vutte=
there let’s go something like QUE sad
"(She) said something like let’s go there. and. ..~ [Misato: 4]
(3.3) demo. soovuu hito tachi ga varitai linguistics tte hoka ni
well  such people NOM  want to do linguistics QUE  else

doko| | 1ittan daroo
where has done | wonder
“I'wonder where thev want to ¢o to do their kinds of linguistics.”
[Super student: 7|

(3.4) ...soo. ...soshitara oo- asoko| | 1ka-na-katta ndatte

well  then over there go-NEG-PST [ heard
“well. (she) did not go there. I heard.” [Ryokoo: 1]

* 1 found two ambiguous cases. These cases are shown in (iyand (1i) where a paruele is missing before
the verbs hashirn “run” and arukn “walk’. respectively.
(hdemaa  1chinen duke. soto| | hashit-te kot toka. m-are-ru wake jun
well, Pvear students only - outside run-CONJ come something hike sav-PASS  vou
Kknow

“Welll onlv the first vear students are told ~Go outside and do some jogging' ™ [Bukatsu: 16|
(i kinjo de dokka | | arui-te ie=
nerghborhood  LOC somewhere walk-CONJ be
“weare walking somewhere i our neighborhood. [ Misato:13]

The verb. fashiru run’. in (1) and the verb. arvkn walk’™. o often take o, a path marker. as in soro
o hashirn “run owtside’. and dokka o arvku “walk somewhere” when a speaker means that there s
directionality for running and walking.  [lowever. it 1s possible 1o sayv soto de hashirn and dokka de
aruku in other contexts. Since there 1s no clue to help dectde ifa postpositnon would have appeared and
1f so. which postposition would have appeared in these contexts, these unclear cases did not enter the
present analvsis. There are a tew other cases that [ have chosen not to include in the present analyvss
Observe the followang (i)

(1) 1T geshuku < ¢ shutetanow> T Did vou live a rooming house?
omae?
2C .un. Co Yes. [ did.
3T doko? T Where?
4.C: -un?’ C: Hur?
3T darenchr? T: Whose house?
6:C: - Mishuna. C: Ttisin Mishima.
7T ~shuranar hito no e? T: Wasitin a private rooming house?

[Geshuku: B

Dokeo -where™ in hine three, darenchi “whose house” in line five. and shiranai hito no e " private rooming
house™ n line seven are all locative noun phrases which could be followed by -ni geshuku shitera no “Ind
vou live in a rooming house?” Mishima in line six 1s a locative phrase that could be followed by ni
geshuku shiteta "1 lived in a rooming house™. [ did not inctude these cases and one sumilar case on the
grounds that speakers T and C were probubly just listing what came up in their minds. and thus |
consider that there is not enough information to decide which postposition speakers T and C might have
intended to use in this context.
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(3.2) and (3.3) are the cases where the direction marker ¢ was chosen by a majority of
survey informants. while in (3.4) the contrastive marker wa was the majority choice.

I also examined locative phrases followed by the topic marker wa and the
emphatic marker mo. and the combination of the topic/emphatic markers with locative
postpositions aivwa. dewa. mmo. and demo. Observe the following example (3.5) where

wa appears after kookoo “high school” in line 2.

(3.5) 11 U:.. chuugakkoo watomokaku. U: I was reallv good at sports
2. ... kookoo| | wa. when I was in high school
30 ... sugol_(/suggee/) supootsu. not mention it. that’s true in
4. ... dekitan davo. junior high school. you know.

[Bukatsu: 16]
This Kind of case is what I refer to as a wa-marked locative phrase. and I discuss this case
in section 5.3.4. 1 did not. however. include the case with roka dato. which seems 1o
have a similar function as the thematic marker in conversation as shown in (3.6).
(3.6)  Tookyoo toka dato honto ni=. vuudansha demo.
Tokvo really those who got a title  even
senzenvowaino ooin da  Kedo.
very  weak manv COP  but
"In Tokvo. even those who got a title are weak in many cases. but...”
|Bukatsu: §]
Table 3.1 shows the frequency of occurrence/non-occurrence of /1 and e as
well as wa mo when these locative postpositions follow (e.g. niwa and dewa). and wa mo
when these locative postposition do not follow but follow locative phrases (e.g. Tokvo
wa and Tokyo mo). The majority of locative postpositions are 7 (54%). the second most

common locative postposition is «¢ (35.2%). while the frequencies of niva. dewa. nimo.

demo. or wa or mo alone are verv low (3%. 1.9%. 0.7%. 2.6%. 1.9%. and 0.7%).
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respectivelv.  Table 3.1 alsc ilustrates that the non-occurrence of the locative
postposition based upon 10 informants” judgments is unique to »:. and not to de. which
I discuss in section 3.8.

Table 3.1: Frequency of Japanese Locative Postpositions in Spoken Discourse

Ni de ¢ awa Vdewa Unimo — demo  Wa mo E total ‘
Occurrence 144 181 2 P8 P2 2 7 3 2 C25%

(36.8) i(SlS) F0.8, NENE) im,s) 0.8 (2.7 Ry 8y clom
Nonoceurrence 47 [ 0 P2 ] ; () ; 9] (0 1 0 : 30 :

(94 Py i (2 i i
Total 191 Sl [ I ) 2 7 3 2 P303 0

*the number i parentheses 1s a percentage.
3.3. A Review of Stativity and a Preview of a Cognitive Model of ni

In section 2.3.5. | maintained that the stative relation is defined as
non-temporality. [ introduced two kinds of stative relations. simple and complex. as
proposed by Langacker (1982, 1987a. 1987b)." These two kinds of stative relations are
similar in that neither one of them profiles the time dimension. A simple relation is
different from a complex relation in that the former profiles one single state. while the
latter presupposes a series of component states. profiling the final stage only.” I revised
Langacker’s model by adding one dimension to the complex stative relation. That s.
when a repetitive process which refers to a habitual situation is profiled as one single

state. and this state is conceived of as a complex stative relation.” 1 argued that the

" Smuth (19832 490) made a similar observation regarding statives. Statives indicate undifterentiated
moments of a state, or a series of moments that constitute an interval. States are homogeneous. stable
situations that do not include an internal structure. - States contrast wWith progressives because the latter
have an mlernal structure.

" Smith (1983 ) proposed a general theory of aspectual phenomena that mainly relies on the mteraction
between a viewpoint aspect and a situation tvpe aspect.  The distinction between simple and complex
stative that I have discussed in this study resembles Smith's distinction between a sttuation type and
viewpoint type in aspectual meaning. A situation type 1s conveved by the verb. its argument. and verb
constellation. while viewpoint type is morphologically marked (e.g. perfective and impertective). Later.
Smith (1997) developed a universal semantie theory called Discourse Representation Theory to tormally
account for the interaction between aspectual meaning and syntactic structure and attempted to test her
formal universal model with ditlerent languages.

* Smith (1997: 33) points out that habitual sentences are another type of derived stative. since habitual



prototypical usage of ni can be compared to the simple stative. and the less-prototypical
usage of m. to the complex stative. respectivelv. There are Japanese aspectual
morphemes. -r¢ iru. which are used in conjunction with complex stative az as well as with
dynamic de. As the basis for discussion of the schemata for /2 and de. below | provide a
brief account for the morpheme markers - r¢ 71 from the previous studies.

The Japanese language has aspectual markers /¢ 1 which can refer to either
progressive or perfect depending on the semantics of the verbs and the context. Observe
the following examples (3.7) and (3.8).

(3.7)  John ga hashit-te  iru.

Joon  NOM run-CONJ PROG

"John is running.”

(3.8)  Purintaa ga koware-te iru.

Printer NOM break-CONJ ASP
“The printer 1s broken.”

Examples (3.7) and (3.8) show that —r¢ 11 expresses progressive and perfect.
spectfically a resultative meaning. The fact that the Japanese aspectual markers /¢ ru
can express both progressive and resultative meanings has been widely studied by both
traditional Japanese grammarians (Matsushita 1928. Kindaichi 1950. Takahasht 1979.
Yoshikawa 1979) and Western linguists (Jacobsen 1982a. 1982b. 1992, Talmy 1985.

2000)". These scholars basically maintain that the inherent value of the verb to which ¢

predicates present a pattern o events, rather than a specitic situation. Habitual predicates hold
consistently over an interval of time.

* Jacobsen (1982b: 375). comparing Vendler's classification with Kindaichi's (1930) classification of
aspect. states that there are some cross-relationships as deseribed below.

Vender's classitication Kindaichi's classitication
State Stative

Activity \ Type 4

Accomplishment Continuative
Achievement [nstantancous

However. as Jacobsen points out. it is cructal to be aware that all lexical items in one language are not



iru is attached determines the meaning of -7¢ tru. That is. when dvnamic durative verbs.
(Kindaichi’s continuative verbs. and Vendler (1967)s activity and accomplishment
verbs). are used. - /¢ iru denotes a progressive meaning. When punctual change-of-state
verbs. (Kindaichi’s instantaneous verbs. and Vendler's achievement and accomplishment
verbs) are used.  f¢ 1ru denotes a resultative state. The verb Aas/uru “run’ in example
(3.7) is an activity verb. This allows us to interpret -f¢ iru as expressing a progressive
meaning. The verb kowareru “break” in example (3.8). however. is an achievement verb
that allows us to interpret the same morpheme as denoting a resultative state. not a
progressive meaning. Except for a few cases 1t is not difficult to pin down the meaning
that -r¢ iri denotes in a context.” In this studv. V-t¢ 1ru V:CONJ = 12 which denots a
resultative meaning serves as an indicator for complex stative /. while V+  r¢ iru
denoting a progressive meaning serves as an indicator for dvnamic «e.  Another
important aspect of -r¢ 1ru which 1 focus on in this study is the habitual/repetitive

meaning.  Observe the following (3.9).

(3.9)  Sore wa mise ni ut-te iru.
It TOP shop LOC sell-CONJ ASP
"They sell it at a shop.” (Martin 1975: 216)

{/nre 1ru in example (3.9) shows the repetitive activity of selling something at a
shop. According to Yoshikawa (1976). the habitual meaning expressed by r¢ 11 is an
extended meaning by focusing on the progressive meaning and that progressive meaning

exists as a phase between an initial and a final stage."'

always translated into a lexical item ol an equivalent category in the other.

' [ will talk about the cases for which it was difticult to determine the meaning of ~f¢ fru In context in
section 3. 11

' Shirai (1998:663) suggests that in Japanese two notions of the progressive and resultative conflate into
morphemes - e iruy- whose abstract meaning can be detined as a “durative situation persisting at
reference time” eited from Bybee et al (1994).



There are 44 examples of the locative postposition #: in the spoken data.
These examples were classified into four groups. according to the following semantic
categories of n/:

(I) the simple stative location marker is determined by predicates such as i1 aru “there
is/are” and sumne "live”. The stative sense for these predicates is inherent in the verbs
or nouns at the lexical level. This kind of 1 profiles one single state. '

(I1) the complex stative location marker is usually determined by predicates which
include  aspectual morphemes /¢ 1. Following Kindaichi (1950) and Jacobsen
(1982a. 1982b). -te¢ 1ru are morphemes that change a non-stative verb to a stative
one.'’ lalso add that re aru is other morphemes that change a non-stative verb to a

' Kabata (2000 80) argues that sentences with mi-marked locative phrases for simple and complex

stative would be anomalous without these ni-marked locative phrases. Kabata lists the following

examples:
(1) Kare no Kazoku wa nihon ni sun-de-1ru.
He GEN fanuly - TOP Japan  LOC  Iive-CONIJ-PROG
“His fanuly s living in Japan.”
(11) Kare no kazoku  wa sun-de-1ru.
He GEN tumtly TOP lve-CONJ-PROG
(1) Masako wa  Hiruton hoteru  ni tomat-ta.
Masako TOP hilton hotel LOC  stav-PST
“Masako staved at Hilton hotel”
(i) *NMasako wa tomat-ta.

Musaho  TOP stav-PST
" Kabata 2000 79-84) has proposed the siame two image schema for the locative sense of e 1 stative
locations or existence as vy and (v and 2y locations of an event or complex relation as m vy and
(v,

(V) kono e ni o waoonu gi san-biki iru
this house LOC TOP dog  NOM three-Cl. existanimate
“There are three dogs i this house.”

(vi) Reezooko no naka m suika Qi al-ta

Retrigerator GEN inside LOC  watermelon NOM  existinanimate-PST
“There was watermelon inside the retrigerator.”
(Vi) Kaare no  Kkazoku wa  nihon nm sun-de-iru.
he  GEN tunmulv TOP Japan LOC live-CONJ-PROG
“His famualy fives in Japan”
(Vi) Masakowa  ginkoo ni tsutome-te-irw
Masako TOP bank  LOC  work-CONJ-PROG
“Masako works at the bank.”

Kabata claims that in both simple and complex stative. the mi-marked locations are contingent on the
predicate verbs. Theretore. the sentence with pi-marked locative phrases tor simple and complex stative
would be anomalous without si-marked location. She makes a distinetion between two categories of
simple and complex by focusing on profile status: namely. simple stative protiles a thing. while complex
stative profiles an event. The distinction between a simple and a complex stative relation that [ propose
in this study is shightly difterent from Kabata’s. My detinition of a simple stative relation is broader.
including both Kabata's simple relations and almost all cases of complex relations. The crucial
distinction that | propose between simple and complex stative in this study is that a simple stative
profiles a single state. whereas a complex stative profiles the tinal state in some series of sequential states
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stative one (Takahashi 1969, Yoshikawa 1973. Jacobsen 1982a). The complex
stative ofien profiles the final stage. or profiles a repetitive process as asingle state'™
The complex stative sz makes it possible to have a coherent link between the
predicates simple stative locative and complex stative locative. | briefly discuss the
importance of having a coherent link in the cognitive network of Japanese locative
postpositions 11 and e in section 4.4.

(111) the allative marker is accompanied by motion verbs such as fki "go”. kuru “come”.

(IV) the contact marker is accompanied bv attachment verbs such as /saru "put on’.
ataru “hit on’. kakaru "hang™. A contact marker is different from an allative in that
the former’s primary focus is on the endpoint of the movement.

Having focused on the spatial and temporal domains. I propose a provisional
model for the stativity of v as shown in Figure 3.1. [ revise Kabata's (2000: 210) model
for lexical representation of 7 by adding a finer distinction between simple and complex
stative relations which I derive from Langacker (1987). Furthermore. I revise this model
in section 4.4 by providing a complete semantic representation for «¢ which allows us to
have a network model for both Japanese locative postpositions. Following Kabata
(2000). the two most distinct senses of 22 are indicated by boldly outhined rectangles (3J).
Dotted-line ovals ( ... ) indicate the schematic senses which might exist within a
speaker. Solid ovals (O )indicate actual usages. Under the two different senses.
spatial and spatial goal. four different schemata. simple stative. complex stanve. allative.

and conracr. are illustrated. A boldly dotted arrow ¢**** ) illustrates metaphorical

extensions which exist among semantic domains. Notice that these schemata imply a

or re-profiles a repetitive process as a single state.

" Smith (1983, 1997) states that the habitual situation is a type of situation aspect which does not
include any speeific event or state. Habitual meaning 1s otien marked by a special morpheme.
Crosslinguistically.  habitual meaning often has  correlation  with stative. and 15 expressed
morphologically (Comrie 1976). ¢.g. there ts a paradigm for actives and statives in Quichean. a special
conjugation tor statives in Navajo. Bybee ctal. (1994) suggest that in the process ol language change. a
general imperfective marker (stative) is often derived from a progressive marker by acquiring habitual
meaning.  This indicates that cross-linguistically and historically. states and habitual situations are
semantically related to cach other.
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sense of stativity to a certain extent. which suggests that the semantic closeness between
two pairs of schemata (simple and complex. allative and contact) account for the very

subtle differences between these schemata.

Landmark is located entity

Landmark 1s location Landmark is endpoint

o T !

" Location is™, " Endpoint 13-,

Endpoint 1s
. . ) _ experiencer
fromsensmmeeen” e 0 10 SOCTAL DOAAIN,
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Ficure 3.1: A Provisional Semantic Network Model
for ni in the Spatial and Temporal Domains
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3.4. Analysis of Simple Stative ni in Spoken Discourse
3.4.1. Data Analysis

In this section. I first provide an overview of the frequencies of »/ in spoken
discourse. and then I discuss the prototypical usage of nu. a simple stative relation. Table
3.2 describes the frequencies of the types of predicates co-occurring with nz.

Table 3.2: Frequency of Predicate Tyvpes for Occurrence of Locative Postposition /u
in Spoken Discourse

Senses ' Simple ' Complex | Allative _Contact | Total
Frequencies | 41 f 20 |75 8 P44
| 29% L 149 | 52% 5% L 100%

Table 3.2 shows that the majority of ni-marked phrases in spoken discourse are
simple stative location markers (29%) or allative markers (52%s). Ni appears as a simple
stative location marker and co-occurs with predicates such as the existential verbs i
(9%) and aru (12%0) “there i1s/are”. The remaining occurrences of 71 as a simple stative
marker join with predicates where the stative sense is inherent in the verb (8%)."

Notice that motion verbs co-occur with n/ (allative sense) very frequently in
spoken discourse (3290). The most frequently used verbs include ik “go™ (17%). kuru
‘come’ (7%). and hairn enter” (6%). Other more specific motion verbs (22%) make up
the remainder.'” N appears as a contact marker and co-occurs with predicates such as
atarn “hit on’. noseru “put on’, noru “ride on’. dekiru “build on”. rywshitsu suru flow
out” (5%). Overall the findings as shown in Table 3.2. seemto support the claim that the

prototyvpical usages of #i in the spatial domain are simple stative and allative (Kabata and

** These predicates include the tollowing: tomearu “stay a night'. tsuromern “work (08", iribitaring naru
“hang around’. kakon “have someone stay”. geshukn suru "live in a private house™. rodomaru “remain’
and mrieru “can be seen’

'* The remaining predicates in the corpus are: kaeru “go back’. modoruy “rewurn’. tazuneru Visit',
hikkoshi suru -move’ . mukau *go toward’. rsurete kuru bring” rvungaku sury study abroad’. shuushoku
swrucfind a job™, hippare pullitte kure go and come’. mairy "go to the temple’. wtsuru "move’. motie
kaeru “bring something home’. dern “come oul’. agaru "go on'. nigete kurn “run awnay from’.



143

Rice. 1994: Kabata. 2000). since the majority of occurrences of »i are related to the
simple stative location marker and the allative marker.
3.4.2. Ni-marked Location and the Most Frequently used Verbs

Several distribution patierns were observed with respect to the locative
postposition »z in the spoken conversation corpus. That is. existential verbs and motion
verbs are the most frequent cases where # marks a location. Like the prepositional
prototypes/central reference points discussed in Rice (1996: 137). postpositional
prototypes for n/ appear in the spoken corpus: namely. both simple stative and allative
are fundamental senses of #/ in this corpus. In this section I examine how the simple
stative 2/ and allative mr are used by focusing on five frequently used predicates. as
shown in Table 3.3.

Table 3.3: Frequency of ni-marked Locative Nouns in term with Five Frequently used
- Verbs in Spoken Discourse

Verbs [ arn he” ] iru ‘he’ [ tku qn g kurt ‘come” { hairucenter’ ] Total
LP-1i NP-ga | 3 L6 I o '3 14
NP-‘Q(I LP-m (23%) t (355 %) | (%) C(9%) ; (37.3%) ' (18.9%)
NP-wa LP-ni | 1(7.7°%) |0 0 R 0 (227
NP LP-ni | 1(7.7°) | 1(3.9%) | O 0 Lo (2270 |
LP-ni 8 10 24 9 s 56 !
(61.6%) | (58.8%) | (96% (82%0) (62.5%) (75.7%) |
Total 13 17 25 1l 8 74 |
(L00%) | (100%) | (100% (100%) (100%) 000

The first row lists five frequently used predicates. The first column categorizes the four
possible i#i-marked locative phrase constructions,
occurrences of 7i-marked locative phrases accompanied by the five predicates. aru "be’.
iru "be’. ik "go’. kuru “come’. and hairu “enter” which appeared 13. 17.25. 11.and 8

times respectively. LP-ni in the second row stands for location phrase marked by »i. and

mawasareru "be sent . dehairi suru “go in and out’. and fsuku arrive at’

Table 3.3 shows the number of
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NP-ga stands for a noun phrase followed by the nominative marker ga. NP-w« in the
third row stands for a noun phrase followed by the topic/contrast marker. wa. NP in the
fourth row means a bare noun phrase. LP-1 includes a relative clause where a locative
phrase is used in arelative clause. e.g. jundoobu i hairu ki. “an intention to join the Judo
club”.

When considering the total number of occurrences. it can be noted that
ni-marked locative phrases most [requently appear in the LP-#: construction (75.7%).
The second most frequently used construction. which I refer to as the “stage-setting
construction . includes both the LP-z NP-ga pattern as well as the NP-ga LP-ni pattern
(18.9%)."" These two constructions share an important characteristic in discourse. That
1s. in this tyvpe of construction. the ga-marked noun phrase is presented as the primany
focus in a discourse domain marked by 7. According to Ono et al. (2000: 41), these
types of ga-marked participants are best defined “in the state-of-affairs” associated with
the situation when it is a pragmatcallv highh- marked situation.  That is. in conversation
ga1s only used when there is something unpredictable about the relationship between the
ga-marked noun phrase and the predicate. and these tvpes of relationships need an
explicit intent on the speakers part to convey to the histener on the interactional and
cognitive basis.

Although the frequency of such a construction is not the highest in spoken data.

this function is consistentlv observed in the corpus. | discuss two examples (3.10) and

7 -Constructions” has drawn attention trom many linguists (Bvbee 1998, Fillmore 1989, Goldberg 1995,
LakotT 1987 Langacker 1999, Tavior 1998, and Thomspon 2000, among others).  [n this study [ use the
term. “construction”. following Thomspon (2001). in the sense that “constructions are not broad
syntactic templates. but are wpically local. language-specitic. and lexically bound schemas and
tormulas”™.  Conversational data would provide the grounded definition of “construction’, since
conversations represent conventionalized recurring sequences of morphemes or words with open slots.
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(3.11) of the “stage-setting construction” from spoken data. Consider example (3.10)

where a ni-marked place co-occurs with /71 "be” for animate things.

(3.10)  1:K:  hennahito. K: Heis kind of a strange person. 1sn’t he?
2 ... Kawatte [ru no ne|
33T |ununi T: ves. and he has a girl triend. vou know.
4 ...de nanka.
5 kanojo ga iru tie.
6K e=? K: Really?
7.T: ... a a Karthorunia. T: She is in Califorma. no. in Nevada.
8 ...Jana va.
9: Nebada ni. |Rvuugaku: 4)

In example (3.10). speaker K mentioned a strange man whom speaker K and
speaker T previously met. Inline 5 speaker T introduces a new reference of kanojo “girl
friend of the strange man’ in the discourse. by providing information on the place where
the girl friend is. A nomunative marker ga in kanojo ga “girl frind’ is used to mark an NP
as a participant in the state-of-affairs named by an existential predicate. 1 "be”. Vi is
Nebada ni “in Nevada’ is used to locate the ga-marked newly introduced participant in
discourse domain. Speaker T has a problem with a location of the girl friend in lines 7
and 8. This example illustrates the “stage-construction” where ga is used to mark an NP
as a participant in the state-of-afTairs named by the predicate in contexts. and / 1s used to
mark a location where the participant is located. Observe example (3.11) where a

ni-marked place co-occurs with the verb razuncie kita “visited”.

(3.11) ©ILK: ..anone. K: vou know.
2E:.  ..n|=] E: veah
3:K:  [ikkai] dake ne. K: Onlv one time. a man who looks
like a homeless person.
+: ...sore ni oboshiki hito ga ne.
537 un Y: ves.
6: K: ... boKunchi ni. K: He visited mv place for his business.
7. ... tazunete Kite ne.

1.c.. some positions that allow choices among classes of items of varving size.
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8: shovoo=de.

9: ... kitan da kedo mo.

I0:E: n|=| E:n

II:!K:  [shovoo] de K: He came out to the country

12: konna. for his business. but [ don’t understand
13: tnaka ni kite sa= why he came here.

14: ...nant shi n1 kita no ka wakannai. |Homeless: 6}

Speaker K is telling about a homeless looking man who paid a visit to speaker K's house.
In line 4 speaker K introduces a new participant. sorent ohoshiki hito “the person who is
like the homeless™ in his conversation. In lines 6 and 7 speaker K gives information on
the place that the person who is like the homeless came. Ga in sorent oboshiki hito-ga s
used to mark an NP as a participant in the state-of-afTairs named by the motion predicate.
tazunetekuru “pay avisit'. Niis hokunchi-ni ~my place” is used to locate the ga-marked
newly introduced participant in discourse domain. As examples (3.10) and (3.1 1) show.
a nmi-marked locative noun phrase appears in the "stage-setting construction” in a
discourse where the ga-marked noun phrase is presented as the primary focus while the
ni-marked locative phrase is presented as the domain for the primary enuty.  This
conventional recurring pattern provides a better understanding of function of simple
stative a1 in conversation.

3.5. Analysis of Complex Stative ni in Spoken Discourse
3.5.1. Data Analysis

Insection 3.4.1. I reported that 20 cases were identified as complex stative »z in
the spoken data. In this section. I examine each case to show how the stative sense of n
is not determined by verbs onlv. but it instead 1s related to some other factors such as the
auxiliary morphemes. -re iru. I also argue that this type of n/ can be compared to the
complex stative proposed bv Langacker (1987). since it often profiles the final stage of

the process related to temporality. To provide an account for the fact that the repetitive
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construction 1n Japanese somictimes takes the sm-marked locative (Martin 1975,
Jacobson 1982a. 1982b). I would modifv- the “complex stative” such that a repetitive
process is conceived as one single state because of its semantically consistent nature.
In section 3.5.2. I examine two examples of complex stative (3.12) and (3.13) from the
spoken language database.

3.5.2. Meaning of Complex Stative ni

Consider example (3.12):

(3.12) 1I:P:_ Fujisawa toka. P : On the beach of Fujisawa
2 Hiratsuka no. or Hiratsuka or somewhere nearby-.
3: Haman toka ni sa=.
4:M: ..un M: ves
5P _zu=to. P : They build something like.
6: Nanka what do vou call it. a wooden terrace.
7 Nanka.
8 ...nante 1u no.
9. ano=
10 ...mokuz00 no.
11: terasu o tsukutte=.
122M: u/ M: ves

[Saikin no ko: 4]
Example (3.12) was found at the beginning of the speaker’s own narrative about a new
generation. saikin no ko. Speaker P tries to share his experience of being called ojisan
‘uncle” by a female teenager whom he passed by on the beach in the Hiratsuka/Fujisawa
area. This example contains rsukurre. a gerund/conjunctive form of a process verb.
tsukurn "make’ in line 11 and a ni-marked location hama roka ni ~on the beach or
somewhere” in line 3." The process verb rsukuruin line 11 is different from existential

verbs in that this verb does not indicate a sense of stativity: therefore. the choice of 7/ in

" No example tor the complex stative i within a repetitive process was found in the spoken data. but it
was found in the written data. See section 3.11. tor a discussion for the complex stative ni. which
repetitive sense.

" Toka means “something/somewhere/someonc like that'.
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example (3.12) i1s not lexically determined. Notice that what is profiled by » in the
example 1s not a single stage. but the final stage in the process rsukuru (having made).
The function of the stauvity of s here is to introduce an "o accusative-marked’
entity/participant in a domain of conversation by focusing on the endpoint of each
process. | observed a similar pattern in example (3.13) where speakers E and M are

talking about Buddhist monks in Japan.

(3.13) LE: ..n= E: well. we should not give
2 ...are wa. money 1o them. right?
3 okane o agecha tkenain desu vo ne=.
+M: ... a Emuchan. M: Emichan. 1t 1s written on
S <X fuda X> ni kaite atta ne the tag thev have.

[Hoomuresu: 5]

Speaker E made a comment on how to treat Buddhist monks on the street. In
response. speaker M replied fida-ni kaite atta it was written on the tag™. This example
contains a m-marked location. fia ni in line 5 and kaure. a gerund/conjunctive form of
kaki “write” followed by arra. a past form of auxiliary verb aru in the same line. Notice
that the verb kaku “write” usually does not imply anv stative sense. However. as can be
seen. the m-marked location represents what speaker K said. okane o agecha tkenar “do
not give moneyv to them’ is on the tag. Namelyv. the ni-marked location profiles the final
stage of writing. not the process of writing. This example stands in sharp contrast to a
counterexample (3.14) where the same predicate kaku “write 1s used but without being

followed by ~r¢ aru. In this example de was used to mark a locative.
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(3.14) T: ...ie de kaite mitari nanka. T: At home he does something like

tsuuvaku toka. writing and interpreting’
K: ... [un]. K: ves. now on a radio show and at

...1ma ne=. college. he is teaching Japanese.
dakara_(/daka/) rajio to=.
ano=.
nihongo oshie ni.
daigaku ni itteru. [Ryuugaku: 12]

Speaker T tried to imagine what speaker K's favorite person is doing to make a
living. Notice that in the first line. a Je-marked location. te-de. “at home™ 1s used along
with the verb. kaite. ~write’. What is profiled in this context is the whole process of
writing that [ discuss in more detail in the next chapter. not the final stage in the series of
the process. This contrasting case shows that the predicate kaku “write” does not require
a ni-marked stative location.™
3.6. Analysis of Allative n/ in Spoken Discourse

As we have seen in section 3.2. i was frequently used with either existential
verbs or motion verbs in the spoken corpus. Based upon this observation. I argue that nu
has two main central senses: simple stative and allative. Furthermore. | propose that the
stative sense can have two different schemata: stative and complex stative. Complex
stative was not the most frequently used in the data. but s/ appeared as a complex stative
when the morphemes —re iru follows an action verb. profiling the final stage of some
sequential process or profiling the sequential process as one single unit. In this section

and the following section. I focus on the allative and contact markers. [ argue that

0 Another case 1s hataraku “work™ which goes with de-marked locatives as shown in (1) below 1 a
modifying phrase. Normally, the predicate hataraku is tollowed by a de-location noun. eg. [V -de
hataraku “work for [BM™. However, [ found one case in the spoken data where the same predicate 15
followed by a ni-marked location in a relative clause.
(W R:soo= Gansentaa  ni hatarai-te-ru oishasan wa heekinnenree dono gurai desu ka="
I'see. Cancer center LOG work-CONJ-ASP  doctor TOP average age how much about ts COP Q
R: I'see. About the doctors who are working tor the Cancer Center.
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similarities between different schemata will help with an understanding of the subtle
differences between pairs of relationships. such as allative and contact markers. and
simple and complex stative markers.

Cryvstal (1991) defines allative as a goal and a direction marker. Svorou (1993)
states that if the trajector is moving in the direction of the landmark. then the destination
is called allative. Following these definitions. I identifi- 77 as an allative marker when it is
used to mark a goal or direction. | found that non-occurrence is one of the unique
phenomena of allative markers in spoken discourse. | discuss this characteristic
extensively in section 3.8. In the following section. I focus on the contact marker.
another important schema for the locative domain.

3.7. Analysis of Contact ni in Spoken Discourse

According to Kabata (2000: 85). iz appears to be a contact marker or attachment
when its primary focus is on the endpoint of a movement. She lists the predicates which
need to have a contact marker: Aaru “put’. murn “paint’. ataru “hit’. fureru “touch’. and
noru "nide’. She also suggests that the interpretation of a contact marker is sometimes
vague. especially when a dynamic motion verb is followed by r¢ 1. changing a
dvnamic verb to a stative verb. She points out another important characteristic of a
contact marker: namelv. the contact sense of i is ofien used in idiomatic/fixed
expressions for perceptual/conceptual situations. From the spoken data. I will provide

one clear-cut example of a contact marker.™'

I was wondering what their average age is. - {Polities: 1]
*' I tound an ambiguous casc in the spoken data, which looks like a contact marker. However. [ classitied
it as a complex stative marker because of the morpheme. -te ru. 2 colloquial form of -1e iru asin (1),
cg. (Usaradano  ue  ni pan  notte ru  jan

salad GEN upon LOC bread put-PRES vou Know

"There ts some bread on the salad, vou know.” [Ryuugaku: 20]



(3.15) M: sooshitara=, M: then. look.
..ano hora, when vou go straight from Hachiko
.. hachikoo kara sa= first vou will hit the building
..gaa o 1ku to sa. called “ichimarukvuu’. night?
.ano mazu

i'c'himaruk_\'uu [no asoko mi |butsukaru| janai]  |Misato: 5]

In (3.15) speaker M is trving to provide some detailed information about Tokyvo.
lichimarukyun no asoko. “the building called Ichimarukvuu® is the place vou would
come to If you were to walk straight from Hachiko. In this example. hutsukaru “hit’
focuses on the endpoint of movement. and is used in an abstract sense. since the
movement described by Autsukarn hit” is metaphorically used. rather than the literal
meaning as shown in (3.106).
(3.16) booru  ga atama ni butsukat-ta.

ball NOM head LOC hit-PST

“A ball hit me on the head.”
3.8. Non-occurrence of ni

In this section. | focus on a phenomenon related to the most {requently used motion

verb. k1 "go” In the corpus: the non-occurrence of postpositions. First. I provide an
overview of the frequency of occurrence/non-occurrence of the locative postpositions.
ni and de. n the spoken corpus.

Table 3.4: Frequency of Occurrence/Non-occurrence of Locative Postpositions

Ll de Total
Occurrence | 144 (75.4%) 81 (100%) 225 (82.7%)
Non-occurrence L 47 (24.6%) 0 (0°%) | 47 (17.3%)
Total [ 191 (100%) 81 (100%) 1272 (100%)

Table 3.4 shows that the total number of locative phrases was 272. Ni appeared 44

times. while de occurred 81 times. As Table 3.4 illustrates. all of locative

A traditional Japanese grammarian. Kunthiro (1967). points out that the notion ot contact could be
broad enough to subsume all senses of 1i (see section 2.4).
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non-occurrences in informal conversation were in cases where 7/ would be expected.
Out of 191 possible occurrences of . there were 47 non-occurrences (24.6%):
however. de was used 100% of the time out of 81 possible occurrences. Table 3.4 bears
witness 1o the fact that locative non-occurrence happens with . and not with /e,
3.8.1.Metion Verbs and Non-occurrence of ni

There are two main conditions related to the phenomenon of locative
non-occurrence in the corpus: verb tyvpes and discourse factors. First. I discuss verb
tvpes and then the details of the non-occurrence of ni with respect to various verb tyvpes.
Table 3.5 provides the figures for occurrence/non-occurrence of 72/ with respect to the
three major ni-marking verb types: motion verbs. existential verbs. and other verbs. In
this studv. motion verbs are defined as verbs or verbal phrases describing the motion of
some entity. while existential verbs are defined as verbs expressing an entity’s existence.
Table 3.5 shows that the non-occurrence of : is a phenomenon unique to motion verbs.

Note that existential and other verbs are always marked by 2 except for two cases.

Table 3.5: Frequency of Occurrence/Non-occurrence of Locative Postposition #1

Motion Verbs

Existential
Verbs

" Others

' Total

Occurrence

77 (63.6%)

30 (93.8%)

37 (97.4%)

144 (75.4%)

Non-occurrence

44 (36.4%)

2(6.2%)

1 (2.6%)

47 (24.6%)

Total

121 (100%)

32 (100%)

38 (100%)

191 (100%)

Table 3.6 lavs out the frequency of occurrence/non-occurrence of i for motion

verbs and existential verbs which appeared in the data.
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Table 3.6: Frequency of Occurrence/Non-occurrence of 11 bv Verb Tyvpes

i tku kaceru kuru | hairu U deru iru aru Total

! ‘g0’ | ‘return’ | “come’ ' ‘enter’ | come be” be

! ! out’
Occurrence 25 6 [0 '8 '3 20 I 83

46) | (46) 7 167 (75) 95)  (92)  (63)

Non-occurrence | 29 7 4 4 | 1 l 47 g
[ I < 3 TR I € 2 TR B 0e0) N (N 0c ) U A ) I G BN € ) B O A N
Total 5413 14 12 4 20 12 130 |

*The numbers in parenthesis indicate percentages.
Verbs such as tki “go’. kaeru ‘return’. kuru “come’. hairu “enter’. and dcrie “come out’
are motion verbs. while the remaining two verbs. 171 "be’” (for ammates) and «ri “be” (for
inanimates). are existential verbs. Notice that tkn "go” 1s the most frequently used
motion verb. and that out of 54 possibilities. there were 29 non-occurrences of /u for this
verb. It is also noteworthy that out of 13 possible occurrences. there were 7
non-occurrences for the verb kaeru “return”. Notice that the existential verb 1 "be’ is
also a frequently used verb. In contrast to rku "go™ and kacru “return’. there was only
one observed case of the non-occurrence of /u in conjunction with the existential verb
i Thus. we see that non-occurrence most frequently happens with the most frequent
motion verb. /A1 "go”. In the next section. I would like to discuss why ni did not occur
as a goal marker frequently in these conversations.
3.8.2. Cognitive Motivations for Non-occurrence of ni

There are two potential motivations for the non-occurrence of z: the frequency
of the verbs and the characteristics of goal. First | propose that the non-occurrence
patterns for the goal marker »/ imply that non-occurrence is motivated by the frequency
of the verb. That is. the more often a speaker uses a motion verb. the more strongly s’he

tends to associate the goal marker with the verb. a situation that results in

non-occurrence. cf. the “reduction effect” discussed by Bybee and Thompson (1997).
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However. [ suggest that the frequency issue alone will not explain the observed patterns
of non-occurrence since other frequently used verbs. such as i locative complement of
the existential verbs ari iru "be’. are marked almost all the time in the data. In order to
explamn the observation that the locative goal of the verb thu "go” is frequently unmarked
by s, there is a need for further inquiry.

Second. I discuss a proposal by [kegami (1987: 135) who argues that the goal.
‘the ending point’. is more salient than the source. ‘the starting point’. to human
cognition. cf. the "goal-over-source principle” in his terminology. Following Ikegami. I
propose that the motivation for the non-occurrence of a goal marker is that motion verbs
are strongly associated with the concept of "goal” to the extent that the speaker does not
feel a strong need to mark the goal in conversation. It was shown above (Table 3.4) that
the non-occurrence of locative postpositions in conversation was unique 1o /1. not de.
and (Table 3.5) that the motion verb often occurred with the absence of 11, It was shown
(Table 3.6) that the most frequently used verb rku. “go™. often co-occurred with the
absence of 7. In the following section. I discuss how certain discourse factors such as
non-referentiality and demonstratives discussed by Fujii and Ono (2000) are applicable
to this study.
3.8.3. Discourse Motivations for Non-occurrence of ni

Fujit and Ono (2000) point out that when objects are non-referential. they are
predominantly unmarked. If this is the case for locative postpositions as well. then the
following prediction should hold: when locations are interrogatives or indefinite
pronouns that have no referent. thev will predominantly be unmarked. Table 3.7

summarizes the frequency of occurrence/non-occurrence of ni with interrogatives or
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indefinite pronouns occurring with motion verbs.

Table 3.7: Frequency of Occurrence/non-occurrence of i in Interrogative/Indefinite

Pronouns
Interrogative/ Other Locative | Total
Indefinite Nouns
Occurrence 3 (42.9%) 74 (67.3%) 77 (100%)
Non-occurrence 4(37.1% 136 (32.7%) L 40 (100%)
Total 7 (100 %) L 110 (100%) C117 (100%)

It shows that out of 7 possible occurrences of locative interrogatives or indelinite
pronouns. there were <4 cases that were not marked by i (57.1%). In contrast to
interrogatives or indefinite pronouns. there was a lower preference (32.7%) for
non-occurrence when other locative nouns were used. Next consider examples (3.17)

through (3.20).

(3.17) doke it-ta-n daroo kanojo Oregon”’
where go-PST-NML | wonder she Oregon?

“(I was) wondering where she went”?” (Did she go to) Oregon’”’
[Super student: 7|
(3.18) doko 1t-ta no’
where g¢o-PST FP

“Where (did vou) go (skiing)”” [Ovama: 2|
(3.19) doko ikva i-n  daroo ne are.

where go good I wonder FP  that

“(I) wonder where (1) should go (about that}.” [Misato: 14]
(3.20) Nanka dokka itchat-ta shi ne.

something somewhere  go-PST FP

"(He) has gone somewhere. vou know.’ [Fujikawa: 1]

In examples (3.17). (3.18). and (3.19). the interrogative pronoun oko “where™ was not
marked by 727, Example (3.20) ilustrates that the indefinite pronoun dokka (a contracted
form of dokoka “somewhere’). which refers to a non-specific place. is also unmarked.
All these examples from spoken discourse data suggest that non-referentiality is

associated with non-occurrences of the goal marker ni. Next. I suggest one way to look
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at well-established elements in discourse in order to examine more fully the discourse
factors that Fujii and Ono discuss.

I observed many cases where proper nouns referring to locations were used
with and without nm-marking. Examples of proper locative nouns in the data are
Amertka " America’. Nihon “Japan’. and. Yooroppa "Europe’”. It seems that these proper
locative nouns were not randomly marked. [ found that when proper locative nouns
were previously used in discourse. the tendency to be unmarked increased. My
observations are summarized in Table 3.8.

Table 3.8. Frequency of Occurrence/Non-occurrence of n/ in Repeated Proper Locative

Nouns
| Newlv introduced | Previoush mentioned | Total
Occurrence 14 (66.7%) 1T (42%) | 24 (51%)
Non-occurrence | 7 (33.3%) | 15 (58%) 23 (49%)
Total 21 (100%) | 26 (100%) L 47 (100%)

Table 3.8 shows that |5 out of 26 cases (38°s) are repeated references to
unmarked proper locative nouns. The fact that these 15 cases are of repeated tokens
identifies them as well-established elements in the discourse. Following Chafe
(1986:25). [ consider these cases to be what he calls “activated” since they are currently
salient in the discourse. Notice that the ratio of non-occurrence increased to 38% from
33.3% 1n the case of locative proper nouns that were previously mentioned in the
conversation. In example (3.21). speakers K and T are talking about what happens after

spending a long time outside of Japan.

(3.21)

I: K. .. dakedo. K: But. with this sense of feeling

2: kono kankaku de. we are nervous about going
back to Japan. aren’t we?

3: ... Nihon ni kaeru no wa. kowaivo |ne]. ¢———

4. T [nel. T: Yes. because we got used to

... kono kankaku de. the wavs things are here with

(9]



6: nareteru kara sa. this sense of feeling.

7 [moo].

8 K. [soo]. K: So.

9: ... dakara=.

10: ... sa[=].

1T [n=] T: veah

12: K: ... monotarinai nante o[ moun jajn. K: We will feel something is
13:T: [n=]. missing.

14: ... moo. nihen ( ) Kaettara. &——— T: The reverse culture shock will
15 ... gvaku karuchaashokku [de]. be terrible. [ think.

16: K: [un]. K: Yes.

17:T:  sugoito omou. |Rvuugaku: 23]

Notice that in the line 3. Nihon “Japan is marked bv #z and followed by kaern “return’.
However. in line 14. the same proper locative noun and the same verb are used. but this
time Nihon ~Japan™ was not ni-marked. Thus. both cases of Vison are referential. but the
one in line 14 is different from the one in line 3 in that it 1s previously established in the

discourse. In the following example speaker R is talking to speaker H about her friend’s

trip.

(3.22)

I R: . Burajiru wa. R: She went to Brazil and came
2 itte kita tte. back. Brazil. vou know.

3 Bura[jiru| hora.

4 H: |eel? H- what?

S:R: . itta janai R: She went there. you know.

6 ..Akichan. Akichan.

7:H: . shiranai. H: I don’t know.

8 R X R: She went to Brazil. vou know.
9: Burajiru | | ittano vo. +*— [Rvokoo: 6]

In line I. speaker R mentioned Burayiru “Brazil” marked by the topic/contrast
marker. wa. and followed by itre kira “went and came back™. Inline 9. however. the same
speaker repeated the same proper name. "Brazil". this time without being marked by
either ni or wa. Both occurrences of the proper name. *Brazil’. are referential. with the

difference being that the latter case has been more established in the speaker’s mind.



3.9. Summary of Analysis of ni in Spoken Discourse

In the first half of this chapter. I examined how the Japanese locative
postposition s 1s used in informal conversation by presenting the
simple/complex/allative/contact usage of 7. and the “stage-setting construction” as well
as the non-occurrence of the locative postposition. | argued that simple stative and
allative are central senses and that stative senses can have difTerent schemata: simple and
complex. [ observed that /2 appeared as a complex stative when the morphemes ¢ tru
follow an action verb. profiling the final stage of a sequential process or profiling the
sequential process as a single unit. In the “stage-setting construction’. I observed that
ni-marked locative phrases were often used along with ga-marked noun phrases (18.9%).
In this construction. I argue that m-marked phrases are best characterized as discourse
domains when used together with the ga-marked participants which has primary focus in
discourse.

In discussing the non-occurrence of locative postpositions. | reported that the
most frequently used motion verb in the data. ku "go’. was ofien unmarked by a goal
marker. I proposed that this is because this frequently used verb entails the meaning of
the goal and because the meaning of a goal marker is so salient that the speaker does not
eel the need to use n. When the location is non-referential. such as interrogatives and
indefinite pronouns. the goal marker is also very likely not to be used. My observations
seem to partially support the findings of Fujii and Ono (2000) who argue that discourse
factors motivate the non-occurrence of the accusative marker o. | have demonstrated
that repeatedly used proper locative nouns. which are also well-established in discourse.

are likely not to be ni-marked. Insum. I have found that the conversational data I have
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analyzed show there are observable patterns of the occurrence of the “stage-setting
construction” and the non-occurrence of the locative postposition . Furthermore. |
have argued that these patterns are predictable if we examine cognitive and discourse
factors central to conversation.

3.10. Procedure for Analysis of Written Discourse

[ collected locative phrases marked either by su or e or by wa. niwa. or dewa
from seven different modern books. Table 3.9 provides a brief description of each book
used in this study. | selected four male (A. B. C and E) and three female (D. F. and G)
authors. I will not touch upon the emphatic marker mo or the combined forms. nimo
and demo. since the numbers of locative phrases followed by mo were not significant and
since an analvsis of the emphatic marker is bevond the scope of mv study. From four out
of the seven books chosen (A. B. C and D). I examined the first 125 pages of each and
out of the remaining three authors™ books (E. F. and G) [ exanuned the last 125 pages ol
each. The ages of authors of the seven different books at the time these works were
wrilten range from the mid-twenties to the mid-thirties. Their ages are roughly similar

to the ages of the participants in the conversational data I have examined.
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Table 3.9: Description of Texts Used in the Written Discourse Analysis

Title & Author Year | Content |

A | Sckar no owari to | 1985 | A story about a man who is trving to tind out some secrets in an |
haadoboirudo underground maze and a story about one man who is living 1 a i
Wandaarando by mysterious town with golden beasts. :
Harvki Murakami ]

B | Shinbasht 1970 | A story about male company emplovees in central Tokvo '!
karasunomoriguchi ‘;
seishunhen by | ‘
Makoto Stuina :

Ishuun no natsu by 1 1981 | A story about a boxer who s strugghng m his Iife
Kootaroo Sawaki

D | Binboogusa by 1990 | A story about a temale who 1s out of work and trying to tind an

Fooko Mure i easv-lile” and three other stories about temales in ther late !

) twenties and carly thirues who try 1o maintain a posiive attitude

(4 short stories) o : !
toward their life.

E | Onnashashoo ni 1979 | A story about workers at a company that almost goes hankrupt.
kanpar by ;
Jiroo Akagawa |
Kitchen by 1988 | Astory about a girl who is facing a death in the tamily and living a 1
Banana Yoshimoto lonely lite !

G | Koobashiihibi by | 1990 | A story about a Japanese family who 1s hiving i the United States

Kaort Fkumi

because of the father's Job. and a story about a female teenager ma
big family m Japan.

Table 3.10 shows the frequency of occurrence of s and de. and of wa

following these postpositions. nma and dewa. The frequency of occurrence of these

postpositions in spoken discourse 1s included for comparnison.  Like spoken discourse

data. the most frequent postposition in written discourse is 71 (70.1%0). followed by /¢

(194%). The frequencies of niwa (8.2%) and dewa (2.3%) 1n written discourse are

higher than their occurrences in the spoken discourse. while the frequency of wa alone

with a locative expression (0.3%) is lower than its occurrence in the spoken discourse.

Table 3.10: Frequency of Occurrence of Locative Postpositions in Written Discourse

ni de niwa dewa wa Total
Written 1122 31t 131 36 9 L1609

(70% (19.3%) (8.1%) (2.2%) (0.5%) (100%)
Spoken 144 81 8 5 5 243

(39.2%) (33.3%) (3.3%) (2.1%) (2.1%) (100%) |

3.11.Analysis of Simple Stative ni and Complex Stative #i in Written Discourse

In section 3.4 it was observed that two senses of »i. simple stative and allative.
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appear most frequently in the conversational corpus analvzed tn this study. In the first
part of this section. I provide an overview of the frequencies of 2 in written discourse in
terms of its different senses. and then examine simple stative and allative which appear
most frequently in the written discourse.

Table 3.11: Frequency of Sense Types for Occurrence of Locative Postposition »i
in Written Discourse

Senses | Simple | Complex | Allative Contact Total
Written - 256 P47 L 555 164 1122
(22.8%) 1 (13.1%) 1 (49.5%) (14.6%) (100°0)
Spoken P41 20 . 753 8 144
1 (29%) i (14%) ; (52%) (3%) P (100%)

As Table 3.11 shows. the majority of ni-marked phrases in written discourse are simple
stative locatives (22.8%6) or allatives (49.5%). As examined in the spoken data. #u as a
simple stative locative marker co-occurs most of the existential verbs /710 (5.3%) and aru
(7.7°%) be’.  The remaining co-occurring predicates show greater variety than the
spoken discourse.™

The allative marker #2: 1s. as in spoken discourse. very frequently used in written
discourse (49.3%). The most frequently used verbs are k1 "go™ (6.2%). hairu “enter’

(4.6%). and kuru “come” (1.8%). Again there is a wide range of variation in the kinds of

motion verbs co-occurring with the allative marker 1 (33.5%).

* These predicates include burasagaru “hang’. chirachira suru “sce something on and oft™. hibiku
‘resonate’. ikary “shine on”. kikoeru “can be heard™, mieru “can be seen’. narabu “hine up’. nokoru
remain’. s Clive” . swwarn "sit on’. shozoku suru “belong 10 rarsu “stand” tachitsukusu “stand sull”,
tomary “stay a might’. and vokotawaru “lay down’. among others. There are 46 other predicates
co-occuring with a sumple stative marker ni in the written discourse data.

* Some of the examples are the tollowing: agaru “go up’. chiraharu “scatter about’. dasu “let out’.
detekuru come out’. dern “go out’. haittekuru “come into”. froor komu “throw something nto’. hirogaru
“spread out’ irern “put something . kaern rewrn’. kagamikomu “crunch down’. koshu o orosu “sit
on’. “mukan “head for” . pudkeru “have something tacig” . modor "go back ™. modosu “return something
mogurikomu “dive in” . nobasu “streateh out’. oku “put’. oriree “come down', oshikomu “push something
into’. tobikomu “jump in’. tsukkomu “thrust something into’. shimikokn “soak in'.and nesusu move
something™. There are 100 other different motion verbs co-oceuring with an allative marker nr that
appeared 1n the written discourse data.
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Ni as a contact marker (14.6%) in written data co-occurs with the predicates
noseru “load’. rsuku “attach™. noru “ride on’. tsukeru “attach’. butsukaru “bump’. araru
“hit on’. kakeru “hang'. hebarisukue “stick to”. and rsuku “arrive” as well as other less
commonly occurring predicates. In contrast to the spoken data. a wide range of
predicates appears with a contact marker in the written data.”™

In section 3.3. I argued that the complex stative nr presupposes a series of
component states. profiling a repetitive process as one single state. | point out that
Japanese aspectual morphemes /¢ iru are ofien used in conjunction with a complex
state. and | discussed three complex state cases of repetitive processes from the spoken
discourse. Below. I would like to show an example from the written discourse where a
complex stative »i is used in the repetitive sense. Consider example (3.23).

(3.23)

Natsumatsuri no hi vukata no  obi o erikosan ni
Summer festival GEN day  vukata GEN belt ACC Eriko DAT

Kvutto shimete moratta. Ano vuuzora ni maikuruu akatonbo

tightly  tie up that evening skv LOC flutter red dragonfly
no iro.

GEN color [Yoshimoto: 153

"On summer festival day. I had Enko tie up mv vukata belt (informal summer
kimono). The color of a red dragonfly fluttered about in that evening sky.”

In example (3.23). the main character describes her good memory ol a summer
festival day. The verb maikura - flutter about” used in this paragraph is a compound verb
which consists of a verb mau “dance” and a verb kuruu “be crazy (10 do something so

badlv)".  kuru means that an action has been repetitively done. The example above

Moo . R . . N . . .
Some of the examples are kutesukn “stick to/cling o', matorn. “wear on’. motarery “lean on”. noboru
“claim on’. tarasu hang on’. toochaku suru “arrive at’. tsukern “put on’. suwarn “siton’. and ratsu
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contains a ni-marked location. ano yuuzora ni “in that evening skv™ where the action
“fluttering about” takes place. Notice that what is profiled by #: here is the repetitive
process as a single stage. Although this is a case where the aspectual marker ¢ iricis
not used. this represents a ni-marked locauve phrase that is used as a complex state
within a repetitive process.
3.12.Analysis of Allative and Contact ni in Written Discourse
Overall. the findings from Table 3.11 support the claim that the prototypical

usages of ni in the discourse data are simple and allative because the majority of
occurrences of ns are related to simple and allative markers. These findings support
Kabata and Rice (1994) and Kabata (2000). who propose that simple stative and allative
are the prototypical usages of #: in the spatial domain. Kabata (2000) suggests that
idiomatic expressions tend to contain the contact marker n:. This suggestion is
supported in my data as shown in (3.24). (3.25). and (3.26).
(3.24) Chanpion no za ni tsuki [Sawaki: 81|

Champtonship GEN seat  LOC seated

“winning a championship®

(3.25) Wakkusu no niol  ga hana ni tsui-ta [Ekumi: 112]

Wax GEN smell NOM nose LOC stick-PST

"The smell of wax made me sick.”
(3.26) Me ni tsuka-nai vooni [ Akagawa: 200]

Eve LOC stick-NEG so that

"...so that I won't attract people’s attention easily”

Ni-marked locations co-occurring with posture predicates such as suvaru “sit

on" and rarsu “stand” appear in written discourse (3%). while no ni-marked locations

stand”.
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co-occurring with posture predicates are in the spoken discourse.”  Some of the cases
are quite ambiguous since thev appear to co-occur with either a contact marker or a
simple stative marker depending on the context. In the pursuit of conciseness. [ used an
adverbial phrase test to determine if the predicates at issue co-occur with a contact
marker or a stative marker.”" Posture predicates are also marked by a complex marker
when these predicates are followed by the aspectual marker —r¢ i1 with the resultative
sense. The posture predicates can also occur with Je-marked locations 1 special
contexts. The peculiarity of the posture predicates has been pointed out by Japanese
grammarians who study the Japanese aspectual svstem. such as Takahashi (1969) and
Yoshikawa (1973). as well as Western linguists such as Jacobson (1982a).Smith (1997)
and Talnn (2000:78-86). Smith (1997: 33) maintains. for instance. that “verbs of
posture and location can often appear in both stative and event sentences. As statives
they present a position or posture. the result of a change of state: as non-statives the
focus is earlier on the causal chain. the change of state™

Table 3.12 summarizes the frequency of senses of /z co-occurring with two

posture predicates. stwarn “sit on” and farsi “stand” in the written discourse.

Table 3.12: Frequency of Posture Predicates in Written Discourse

Posture i Contact ' Simple Stative  Complex stative Total
Predicates }

suwaru “siton” | 13 12 15 42 (65.6%)
ratsu “stand’ 5 6 11 22 (34.4%)
Total 1 20(31.3%) 18 (28.1%) 26 (40.6%) 64 (100°)

** There are two tokens where a de-marked location oceurred m conjunction with posture predicates tn
the spoken discourse.

** That is. I determined it adverbial phrases such as shibaraku “tor a while™ and zurto “tor a long ume”.
which show some duration. can co-oceur with a predicate in the given context. [f that was the case. |
idenutied the pi-marked phrase as a simple stative. In contrast. it the manner adverbial phrases such as
vukkurs Cstowly' and subavaku ~quickly” can co-oceur with a predicate in a given context. then |
wdentitied a ni-marked phrase as a contact marker.
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As Table 3.12 shows. 26 out of 64 cases (40.6%) are marked bv complex
stative . 20 cases (31.3%) and 18 cases (28.1%) are marked by the contact marker #i
and simple stative marker #i. respectively. This table shows that the postural predicates.
suwari siton” and rarsu “stand” can be marked by different types of i, 1 found one case
where Je marks the location in conjunction with the predicate. ratte tru. “be standing”™.

3.13. Distributional Patterns of ni by Author and Non-occurrence in Written
Discourse

Table 3.13 illustrates the frequency of different senses for the occurrence of
locative postposition #i. by author. All of these texts show that simple stative and
allative were the most frequent among usages. A chi square test showed that the
difference in frequency distribution between the seven texts is significant (3= 675,

p < .001). suggesting that the pattems of frequency distribution were different across
different texts.”” Next. I would like to briefly mention the non-occurrence of locative
postpositions in written discourse.” Unlike spoken data. no instance of non-occurrence
of the locative postpositions was observed in the main text. There are Y5 quotations in

seven texts where non-occurrence of locative postpositions would be most likely to

7 Even though a chi square test 1s applied here. this study taces a himitation. That is that the condition
n this study does not satisty all the conditions a chi square needs to il sinee the si-marked locations that
I have examined in written data are sull dependent on the texts chosen. One possibility for improving
the procedure 1s to be examined or to examine completely randomized pages m the text
[ also observed some metaphorie usages of locative postposttions as showt wn (1) and (1i) i writlen
discourse.
(1) Tamashi no Kioku ni Kizamar-cta  toor  akogare no voo ni itooshir.

Soul  GEN memory LOC  engrave-PST distant dream  like longing

“(kitchen represents) some distant longing engraved on my soul | Yoshimoto: 87|

(1) Shigoto ni hairu.

work 1.OC enter

“start working’
As shown in (1) and (i), predicates kizamu “engrave” and hairn “enter’ take ni-marked locations.
tamashii “soul” and shigoto “work ™, respectively. In these examples. m-marked locations are used in an
abstract sense in that these predicates metaphorically show where kioku ‘memory” 15 engraved in (1), and
the speaker comes to the stage where sftie resumes working in ().
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happen. 1.e. dialogue. Out of the 93 cases. there were only two cases of non-occurrence
of locative postpositions. Such quotations seem to be different from the remaining 93
quotations since the speaker attempts to quote something in her speech by using a
quotative marker. -re¢. as shown in (3.27) and (3.28).”

| tkoo rre. ..

let’s go QUO
| Yoshimoto: 128]

(3.27) ...nanont kekkou shitsukoku tuno vo. Dokka |
but  verv persistently sayv FP  somewhere

“he persistently sard that we should go somewhere”
(3.28) Soukaa. Jaa hitoride dokoka [ | 1tte kovoo rre shonbori iuno. ..

Isee. Then alone somewhere go come QUO sadly sav

“he sadly said that he would go somewhere alone then.” | Yoshimoto: 129)]

Notice that these two cases represent the typical non-occurrence of locative
postpositions in the spoken discourse which I discussed in section 3.8.. since both dokka
'somewhere” (a contracted form of Jokoka) in (3.27) and dokoka in (3.28) are
non-referential. Although the number of non-occurrences of Japanese locative
postpositions in the written discourse is extremely small. the functional and cognitive
factors related to non-occurrence are salient in the written discourse. since the only two

examples are found in quotations attempting to represent actual speech.

Table 3.13: Frequency of Sense Types for Occurrence of Locative Postposttion i by

Authors
Simple Complex Allative Contact | Total
A 26 (19.2%) 19 (13.4%) 26 (18.3%) 123 (16.2%) 142 (100%)
B 32(21.9%) 11 (7.5%) 84 (57.5%) 19 (13%) 146 (100%)
C 14 (17.1% 19 (23.2%) | 39 (47.6%) | 10 (12.2%) 82 (100%)
D 53 (18.7%) | 41 (14.5%) | 141 (49.8%) | 48 (17%) 283 (100%)
E 20 (35.7%) 11 (19.6%) 19 (33.9%) 6 (10.7%) 56 (100%%)
F 84 (35.9%) 16 (6.8%) 95 (40.6%) | 39 (16.7%) 234 (100%)
G 27 (17.5% 30 (15.9%) | 103 (34.8%) |19 (11.9%) 179 (100%)
Total | 256 (22.8%) | 147 (13.1%) | 3535 (49.5%) | 147 (13.1%%) | 1122 (100%)

2 N - . = . . - . . .

* -t 1s only used in spoken language and the marking of quotations is one of the major function of -1ze.
See Suzuki (1996) for more details of analysis of the discourse function of the Japanese quotation marker
=le.
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3.14. Summary

In this chapter I have proposed a provisional model for a semantic network of
the use of n/ in the spatial and temporal domain. Then I discussed the distributional
patterns of »/ in spoken and written discourse data. Overall the findings seem to support
the claim that the prototvpical usages of n in the spatial domain are simple and allative as
Kabata & Rice (1994) and Kabata (2000) propose. Both spoken and written discourse
data contain all four senses for sz which I proposed in the network model. and showed
that the majority of the occurrences of ni are associated with either the simple locauive
marker or the allative marker in both spoken and written discourse. [ also discussed two
phenomena. the ‘stage-setting construction’ and the non-occurrence of locative
postpositions in spoken discourse. [ argued that this construction has the important
function of establishing an entity/participant in the discourse domain. I also reported that
non-occurrence of locative postpositions is unique to spoken discourse.
Non-occurrence appeared when sz is used as an allative marker. | have shown that
cognitive factors proposed by Ikegami (1987) as well as discourse factors such as
non-referentiality and demonstratives found by Fujii and Ono (2000) are useful to
explain the observable patterns of locative postposition non-occurrence in discourse.

In Chapter 4. I propose a provisional model for the semantic network of the use
of de In the spatial and temporal domain. [ propose that the dvnamic element of ¢ 1s
symptomatic of an underlying dynamic/non-dynamic continuum within a network model.
I examine whether or not e covers a wider range of locations in Japanese than ni. |
argue that the prototvpical usage of de seems to strongly correlate with the element of

dynamic. because e is frequently used in conjunction with dynamic predicates/event
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nouns. Furthermore. I argue that the semantic network for ni and /e helps us understand

the subtle semantic difference in the shift from »i to Je.
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CHAPTER 4
DE

4.1.Introduction

In Chapter 3. I proposed a provisional model for the semantic network for »i in
the spatial and temporal domains, and argued that the distributional patterns of the
characteristics of i in spoken and written discourse seem to support the claim that the
prototypical usages of ni are simple stative and allative. In this chapter. I focus on the
locative postposition. de.  De has not been systematically studied compared to i,
although many previous studies point out that de correlates with the elements of
dynamic/events.' Rather than assuming that de maps on the dvnamic component inherent
to predicates, | assume that the dynamic element of de is merely symptomatic of an
underlying dynamic/non-dynamic continuum within a network model. In other words.
the central issue | address in this chapter is that ¢ covers a wide range of locations in
Japanese, and can have several schemata: in Martin's words. ~a general or residual
locative [is] marked by de."*

In this chapter, I first briefly discuss the notion of transitivity proposed by
Jacobson (1982a, 1982b, 1990, 1992). A short review of transitivity in Japanese is
essential in examining the nature of predicate types co-occurring with de-marked

locations in the data. Then [ report the distributional patterns of the characteristics of -

" The only exceptions are Yamanashi (1994). Sugai (1997). Mabuchi (2000). and Kumashiro (2000).
Yamanashi proposed that the Japancse postposition «e. among other postpositions. ¢xhibits an ambiguity
and vaguencss that needs to be studicd under the cognitive linguistic approach. Sugai. in the same line of
rescarch. attemipts to give a unified semantic account of «e. More recemly. Mabuchi examined the
historical development of de. which I discussed in section 2.8.2. Kumashiro (2000) proposes that dc scrves
as referent point for cvents. which I discussed in scction 2.4.2. No study. however. has examined the
nature of de by looking at spoken discourse in Modcrn Japanesc.
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marked locations based upon the spoken and written discourse data.  The purpose of
looking at spoken and written discourse data is to examine whether or not < appears in
conjunction with a wide range of predicates. In the data analysis, 1 classity de-marked
locations into three groups according to adjoined predicate types: dynamic de. less-
dvnamic de, and non-dynamic ¢ (which occurs with nouns. adjectives. and adjectival
nouns). These three discrete groups of transitivity are probably not enough to represent
all possible relationships between predicate types and dlc-marked locations. However. |
believe that this methodology is a point of departure for establishing a network modet for
de because the notion of transitivity plays an important role in understanding event
structure in Japanese.

In section 4.8. I focus on the notion that the choice between ni and de is
motivated by cognitive processes. | propose that the choice between i and de reflects
the way speakers and writers construe an event. [ suggest that this choice is similar to
aspectual choice and is not unique to Japanese." As a basis for a discussion of the choice
of locative postpositions in Japanese, 1 briefly introduce an account of aspectual choice as
developed in aspectual studies (e.g., Smith 1983, 1997). In section 4.10, I propose a
network model for de. 1 seek to provide a unified network model for the Japanese
locative postpositions ni and «¢ and then evaluate the network model using natural

discourse data.

* Similarly. Kabata (2000) suggests that de has less contingency with predicates. compared 10 7.
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4.2. A Cognitive Grammar Approach to de
4.2.1. A Review of Process

Like #i, dde has a highly polysemous nature (i e.. one form corresponds to multiple
meanings). Unlike 1/, however, de does not seem to be highly heterosemous (i.e.. one
form has multiple meanings as well as multiple grammatical functions).' Yamanashi
(1994) points out that e, among other postpositions. exhibits an ambiguous and vague
nature that reflects a relativistic view on lexical items in CG.” I take a similar view that
locative de has broad schemata in the spatial and temporal domains.

In section 2.3.6, 1 stated that process relations contrast sharply with atemporal
stative relations in the framework of CG. Process relations have dynamic characteristics
since successive transformations evolve through time (Langacker 1982, 1987a. 1987b).
The characteristics of dynamic predicates are strongly associated with time; therefore. the
time dimension is protiled in the schemata of predicates under the analysis of CG. 1
argue that this semantic approach provides an account for one subtle meaning ditference
between a mi-marked location and a «e-marked location. Furthermore, I expand on

Langacker’s model of stative and process in order to account for the divergent senses of

de underlying a continuum between the dynamic and non-dynamic dimension.

* Jacobson (1977) suggests that the choice between i and e might be related to scope in English c.g. word
ordcr.

* Martin (1975:42) lists roughly ninc different kinds of mcanings for the Japancse postposition de: 1)
general location marker. 2) instrument marker. 3) material marker. 4) impersonal agent marker. 3) time
marker. 6) cause/reason marker. 7) unit marker. 8) manner marker. and exclusive subject marker.
KokuritsuKokugoKenkyuujo. “The National Language Rescarch Institute” (1931) states that de can mark the
following: 1) concrete location for action. 2) abstract location for action. 3) agent (not an individual. but
somc organization) doing some activity. 4) time for activity. 5) measurcment. 6) manncr of activity. 7)
instruments. 8) causc. In addition. Shirota (1993) also points out that «e has the function of marking an
impersonal agent.



172

4.2.2. Transitivity by Jacobsen (1982a, 1990, 1992)

As the basis for a discussion of transitivity in Japanese event structure, this
section starts with a briet summary of Jacobsen's (1982a, 1990, 1992) work on
transitivity. © Based upon Searle’s (1983) account of human action as an intentional
phenomenon by nature, Jacobsen takes a position against the view for predicate logic on
transitivity as shown in (a).

(a) A predicate is transitive if at least two noun phrase arguments are necessary

for its meaning to be understood. Otherwise. it is intransitive (Jacobsen
1992:2).

In his book. 7The transitive structure of events in Japanese. Jacobsen (1992: 8fY)

maintains that “the concept of a transitive event is not theretore one which imposes a

strict dichotomy on event types, but it rather one which can be viewed as being greater or

* Sce Tuggy (1993) for a discussion on ambiguity and vagueness in the framework of Cognitive Grammar.
" For a morc global view of transitivity. sce Hopper and Thompson (1980) who claim that transitivity
depends on various propertics of clauses in discourse. and is not being a binary phenomenon.  The
transitivity parameters that Hopper and Thompson (1980) propose arc the following:

ay  participants such as an agent and an object

b) kinesis. denoting an action or event

¢) telic aspect. i.c. sense of a complete goal

d)  punctuality. denoting a sudden action

c) volitionality. denoting a sudden action

N affirmation. an affirmative clause

g) mode. the clause in the realis mode

h) agency. the human agent or an othenwise autonomous agent

1)  affectedness of object. the changed object in some way

J)  individuation of object. definiteness-referentiality
According to Hopper and Thompson (1980: 252). the ten parameters listed above for transitivity “invoke a
different facet of the effectivencss of intensity with which the action is transferred from one participant to
another™. “Cardinal transitivity™ is represented by a prototypically transitive clause that contains high
transitivity clements in 10 components. Rice (1987) goes the next step by arguing for the conceptual
underpinnings of transitivity. Her Cognitive Grammar assumption is that “categorics arc organized around
prototypes in the human conceptual system. and that grammatical categories also reflect prototype cflccts.
and that transitivity is as much a function of the content of the event being described as it is of the
describer’s interpretation of that cvent™ (38).
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lesser extent in events of various types™. Specifically, Jacobson proposes that transitivity
is best defined by four principal ingredients (b)~(e).”

(b) There are two entities involved in the event.

(c) One of the entities (called the "agent’) acts intentionally.

(d) The other entity (called the "object’) undergoes a change.

(e) The change occurs in real time. (Jacobsen 1992: 8)
The properties of transitivity (b) - (e) are not interdependent in a logical sense.® Jacobsen
(1982a: 32) calls verbs cynamic verbs in Japanese if * . verbs have subjects that are seen
as being capable of self-propulsion, including {as] "agent’ in the usually understood sense
as well as natural phenomena™. Dynamic events/predicates are linguistically viewed as
being self-initiated or self-sustained by the —ga (-wa) marked entity. His cover term for
“dynamic verbs’ in Japanese is /DO/. In contrast to dvnamic events. Jacobsen refers to
events that occur spontaneously as non-dynamic events.” His cover term for “non-
dynamic verbs' is /HAPPEN/ because no agency is involved and because they happen
spontaneously.

Similarly. lkegami (1981) classifies the two different languages. English and
Japanese, into two groups: agent-oriented “do-type” and object-oriented "become-tvpe .
The former is concerned with who is the initiator of an event, while the latter is

concerned with what the results of an event are. English represents the “do-type’

" Sce Hopper and Thompson (1980) for a global view for transitivity at clausal levels in discourse. and scc
Croft (1991) for the syntactic categorics and causal chain model for event structurcs.

* These four propertics. according to Jacobsen. allow us to give an account for two different levels of
transitivity without having anv theory internal problems. That is. Jacobsen's approach allows a unificd
account for both syvntactical transitivity and lexical transitivity based upon the prototype of transitive
meanings. cf. detailed discussion in Jacobsen (1992: Chapters 1 and 2). In the Cognitive Grammar
approach having a unificd account for two levels is not at issuc. since transitivity is captured in the human
conceptual system. which does not presupposc two distinet levels of svntax and lexicon.

? Mikami (1972) also points out that the main characteristics of low transitivity predicates appear on
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language and Japanese the ‘become-type’ language. lkegami claims that there are many
/HAPPEN/ types of predicates in “become-type’ languages. Similarly, Croft (1991: 268-
271) states that English and Japanese reveal typologically different patterns of structural
markedness underlying the relationship between event classes and event views. The basis
of my analysis of the Japanese locative postposition de lies in the notion of transitivity
defined by Jacobson as well as the notion of process proposed by Langacker.
There are 80 examples of the locative postposition e in the spoken data. These

examples are classitied into three groups according to the following predicate types:

(1) /DO/ verbs in Japanese as defined by Jacobsen. These verbs are roughly
equivalent to Vendler's activity verbs. accomplishment verbs, and achievement
verbs. Activity verbs take a progressive reading with -r¢ iru, e.g. hushi tie iru
‘running’.  Achievement verbs show events that are happening at a given point in
time, e.g. mitsukeru “find”. Accomplishment verbs refer to the process that leads
to the endpoint when the action is completed. e.g. regami o kaku. ~write a letter’ '’
The existential verb aru "be’ which denotes the existence of an event is included
in this group, e.g. konsaaro ga aru “there is a concert’.

(I1) /THAPPEN/ verbs in Japanese as detined by Jacobson (non-agent predicates).
These verbs are the equivalent of Vendler’s category for some achievement and
accomplishment verbs. These types of verbs take only pertective meanings when
they are used with the nominative marker and with the aspectual marker re /ru.
e.g. wakatte iru “come to understand’. Prototypical passives are also included in
this group, e.g. eriito e iwareru “said to be elite’.

(I11) Noun phrases (with a copula) and adjective/adjectival nouns phrases fall into this
group.  Adjectives (with /-ending descriptive words, e.g. ookii  “big’) and
adjectival nouns (with nu-ending descriptive words, e.g. matomona “normal’) in
Japanese are equivalent to adjectives in English. It is possible to put nouns and
adjectives and adjectival nouns into one group, because the time dimension is not
profiled."!

adversity passive. imperative. and potential constructions.

e Following Vendler (1967). Smith (1983. 1997) states that activitics. accomplishments. and achicvements
all involve a change of state. and he refers to them collectively as evenrs. What differentiates evenis,
according to Smith. is the type of internal structurc inherent to the verb.

! Adjcctival nouns arc traditionally referred to as Aeivoodooshi “adjectival verbs™ and they arc variously
referred to as adjectival verbs. nominal adjectives. adjectival nouns or na-adjectives.  Adjectival nouns.



4.3. Overview of Spoken Discourse

In this section, I first give an overview of the frequency of «e-marked locations in
spoken discourse, and then I discuss the usage of dynamic «v. Table 4.1 illustrates the
types of predicates co-occurring with de-marked locations and their frequencies. As
Table 4.1 shows, e marks dynamic predicates (77.5%), less-dvnamic predicates (16.3%).
and nouns/adjectives/adjectival noun phrases (6.2%). This distribution suggests that.
although the majority of de-marked locations in spoken discourse occur with the dynamic
location marker de. e is used to mark a wide range of locations from dynamic to stative
nouns/adjectives/adjectival noun phrases. In the next section, | examine de¢-marked
locations co-occurring with dynamic predicates.

Table 4.1: Frequency of Predicate Types of Locative Postposition d¢ in Spoken

Discourse
| Dynamic i Less-dynamic | Nouns, | Total
‘ | predicates | predicates | adjectives, and ;
| ! | adjectival noun |
| : | phrases |
i Frequencies | 63 (77.8%) P13 (16%) i 5(6.2%) | 81 (100%)

4.4. Analysis of de and Dynamic Predicates in Spoken Discourse
4.4.1.Dynamic Predicates and Verbal Nouns

I observe that dynamic predicates appear most frequently when de¢ marked a
location (78.8%). The dynamic usage of e contrasts sharply with the prototypical usage
of ni. The most frequently used verbs co-occurring with e were verbal nouns with the

light verbs suru yaru. There are eleven cases of suru verbal nouns (13.8%) and seven

which have characteristics of adjectives as well as nouns. originated from a combination of an adverbial
ending with —i and the existential verb ari.  The fact that there arc two categorics for adjectives in
Japanese is related to the historical development of Japanesc.
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cases of yaru verbal nouns (8.8%) in the spoken data. Below I focus on these two most
frequently used verbs in spoken discourse: suru and varu ‘do”.""

Suru yaru are verbs and can be used as various types of Verbal Nouns (VNs).
Suru yarn are similar to what is referred to as « /lig/t verh, "do” (Shibatani 1978,
Grimshaw and Mester 1988) in that they fulfill a unique function. which is that they can
be used to transtorm nouns into verbs as shown in (4.1) through (4.3)."" Some VNs are
verbs consisting of two morphemes such as ken-kyuu “research™ as in (4.1) and some V'Ns
are verbs consisting of one morpheme such as i “love™ as in (4.2)."* Example (4.3)is a

borrowing word from another language in this case English.

(4.1) kenkyuu-suru (4.2) ai-suru (4.3) tenisu-suru
research do love do tennis-do
‘research’ ‘love’ “play tennis’

Jacobsen (1992) made an important claim. Simply stated. he claims that there are
correlations between the usage of the accusative marker o and high transitivity, and
omission of the accusative marker o in verbal nouns low transitivity. Some V'Ns can take
an accusative marker o between a noun phrase and swru (e.g kenkyuu o surn, “do
research’). which implies that the predicate of kenkyuu “research’ is high transitivity .
However, other VNs cannot take an accusative marker o in the same position (*«i o suru

‘do love’), which implies the predicate of ‘love’, emotional expression. is naturally

' yaru is mainly used as a colloquial form of sury in spoken data.

¥ Uchara (1995 147) points out that the main difference between English light verbs and Japancsc verbal
nouns arc 1) the number of the Japanese verbal nouns is much larger than English dummy verbs. and 2)
English has more varicty and collocational restrictions with nouns which dummy verbs follow (c.g. "do” in
"do rescarch’. “have™ in “have the discussion™. “make” in “make a copy . “take’ in “take a walk.”

" Jacobsen (1992) made the interesting observation that Chinesc origin morphemes like (4.1) reflect the
word-internal “syntax’. ¢.g. the SVO word order of Chinese. as opposcd to SOV order of Japanese.

'* According to Jacobson. in the case of Sino Japanese verbs. many high transitivity verbs express violence.
creation involving intricate planning. involvement of human activity. while many low intransitive verbs are
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interpreted as low transitivity in Japanese. Uehara (1995), from a CG point of view, goes
to the next step by claiming a relationship between transitivity and conceptual structures.
In the current study I adopt Uehara's (1995: 178) analysis of VNs which says.'

In forming a compound verb of the form N-swuru. suru "do’ requires an activity

structure of some form in the base of the semantic structure of the noun it is

combined with.

Uehara argues that the fact that some VNs can take the accusative marker o and
suru, e.g. kenkvuu o suru “do research’” and tenisu o suru “play tennis’. while other VNs
cannot, e.g. *ai o suru ‘love’ is due to the difference between the conceptual structures
that these VNs have. According to Uehara, VNs have their own conceptual structures
that represent some activities. These activities exhibit a prototype eftect associated with
agentivity. Namely, the closer to the core is the verbal noun. i.e. the more agentive an
action is that is described by a VN, the more likely it is to take the accusative marker o,
e.g. soodan o suru “discuss’, and kopii o suru “xerox”.

4.4.2. Data Analysis

Eleven cases of surn VNs and six cases of yaru VNs found in the spoken data

represent the prototype of the VN suru (yaru) construction. The methodology used to

determine whether or not VNs in the spoken data are the prototype of VNs is the

tvpically spontancous or sclf-incurred forms of change. ¢.g. “growth™ and “evaporation”.

" The Verbal Noun has drawn special attention from generative linguists (Kagevama 1982: Mivagawa
1987. 1989 Tujimura 1990). Chomsky (1970) proposes that in English and other languages. the Iexical
feature system [+/- V. +/- N| minimally distinguishes the four major lexical catcgorics. Noun. Verb.
Adjective, Preposition. However. the Japanese lexical categorization. (c.g. Verbal Nouns) docs not fit the
lexical feature system and casts a doubt on the lexicon/syntax distinction in modular theorics.  Uchara
(1995) examines the gradient nature of native speaker’s acceptability of Verbal Nouns + o suru sequences
and individual variations. Uchara found that the acceptability of the accusative marker in Verbal Nouns is
not binary. and pointed out flaws in Mivagawa's analysis. See Uchara (1993, Chapter 4) for his alternative
scmantic analysis of Verbal Nouns based upon conceptual schemata.
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tollowing: if VN take the accusative marker o or could possiblv take it. then I considered
this case as a prototypical VN, i.e. highly transitive. If VNs cannot take the accusative
marker o, then I considered it to be a non-prototypical VN."”

These prototypical examples of VN include ocha o suru 'talk over tea/cottee’.
nanpa o sury 'ask someone for a date on the street', huito () suru 'work as a part-timer'.
Jimai () sury “brag about’. fuppyoo () suru “give a presentation’, risaachi () yaru ‘do
research’, swadii o yaru, benkyoo () suru “study’. chirvoo o yaru ~give medical
treatment’, idenshi o varu “do research on genes’. The nature of VNs implies that in
spoken discourse the de-marked location tends to be used in conjunction with dynamic
predicates such as the prototype of VN + suru yvarn. The dynamic predicates which
occurred with de-marked locations in the spoken data other than suru yaru include the
tollowing: shashin o toru “take a picture’, hararaireiru “be working for', raberu “eat’.
kaku “write’, tsukuru “make’. pan o kitteru “slicing bread”, ocliian “meet someone’, nonde
ita “was drinking’, rachitsukusu “stand’, rarte irn “was standing’. naosu “fix up’,
Yasundeita ‘rest’, norikaeru “changes airplanes’, nereru “sleep’. hanasu “chat’, bacheraa
toru “get a B.A. degree’. narandeiru “standing in a queue’, shabetieiry “was chatting’,
shikiageru "have a ceremony’, and kimeru “decide’, ichii toku toite “won the title’.

Observe example (4.4) in which a dynamic predicate co-occurs with a «fe-marked

" For the cases where the accusative marker o did not appear between suru/vary and verbal nouns in the
data. asked 10 native speakers of Japanese about the acceptability of the accusative marker 0. In one case
7 speakers replied that the accusative marker could not be used between surw yaru and a verbal noun. ¢.g.
baribari 30 doi vary live a full lifc in one’s thirties™. [ consider this casc as non-prototypical VN, but still
as a dynamic predicate. since it is a lexicalized item with high agentivity. [ assume the rcason why this
dynamic predicate doces not take o is related to the nature of a noun phrase which varu follows. That is. 50
dai. "onc’s thirtics™ refers to time when onc lives a full life. not an object. an entity which undergocs a
change.
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location.

(4.4)

o

. ... handobooru, U: Our school had a very strong handball club.
uchi no gakkoo,
tsuyokattan da yo.
shikamo.
C...oun M: hum.
i- ... ken de,
- Ichii toka tottete. U: They won the title in the tournament of the
(Kagoshima ) pretecture.
[Bukastu: 2]

N W9 -

A
Sz

In example (4.4). speaker U is talking about the sports club in his high school.
Speaker U is explaining to speaker M that his high school had an excellent handball team.
In line 6, speaker U uses a d¢e-marked location, ken de “in his (Kagoshima) prefecture’
modifying ichii 1oka tottete “won the title”, which locates where the tournament was held.
Observe example (4.5) in which an existential verb ar« denotes an event co-occurring

with a de-marked location.

(4.5) LR: un R: yes, in Los Angeles, about 6 hours?
2 .[de Rosu de,
3 ..rokujikan]..gurai tsutteta ka na.
4 H: .. machijikan? H: you mean, waiting time?
SR ..un R: ves, | have a 6 hour waiting time in L.A.
6 ..ga aru kara. [Ryokoo :8]

In example (4.5). speaker R talks about the trip she is going to make to speaker H.
In line 2, speaker R uses a «e-marked location, Rosu de, "in Los Angeles™ to specify
where speaker R has 6 hour long waiting time. In line 4, speaker H asks if speaker R is
talking about machijikan “waiting time’, and in lines S and 6 speaker R responds to
speaker H's question by using a nominative marker ga, which precedes a predicate, aru
‘there is (for inanimate things)' in line 6. This shows a «e-marked location indicates

where the event of waiting for 6 hours will take place.
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4.5. Analysis of de and Less-Dynamic Predicates in Spoken Discourse
4.5.1.Data Analysis

There are 13 occurrences (16.3%) of «¢ co-occurring with either the prototypical
passive or less-dynamic predicates. /HAPPEN/-tvpe verbs.'® These 13 cases consist of
five passive constructions and eight /HAPPEN/-type predicates.'” In section 4.2.2. 1
pointed out that Japanese is a "become-type’ language and has a variety of less-dynamic
predicates. The spoken data shows that these less-dynamic predicates, like dynamic
predicates, co-occur in conjunction with a de-marked location. Betore moving on to the
discussion of the passive construction co-occurring with ¢/ in the spoken data. | briefly
present the CG view of the passive prototype and explain what the non-agent passive
construction is.”

In the framework of CG, the passive is viewed as an independent syntactic
construction. not a derivation from an active sentence. The CG approach provides
adequate accounts for various types of passive clauses without assuming that autonomous
syntactic theory is the primary factor for generating the passive sentences. Also CG
posits that all passive components, including passive morphemes, have their own inherent

semantic values (Langacker 1982; Rice, 1987 Arnett 1995). Cross-linguistically. there

" In the spoken data. there are 4 ambiguous cases that might fit into the non-dy namic de category. Shirota
(1993:78) points out that some de-marked locative phrases sct up a scope domain in which one’s judgment
has validity. Examining de-marked phrascs including non-locative phrases is beyond the scope of this
current study-.

" The /HAPPEN/ tvpe predicates include otosu “drop’. sodastu “grow up’. namae o midasu “start sceing his
name’. pakku ni natte iru “has become a package tour’. machijikan ga aru “there is a waiting ume’. ratkuin
ni naru “become a member of a sports club’. miteinar “has not scen . and wakatte iru "understand”,

=" Passive has been widely discussed in formal approaches as well as in Cognitive Grammar. In Chomsky s
generative approach. passive movement is motivated by several principles such as the theta criterion and
the projection principle. In Relational Grammar. which emphasizes the grammatical relations as a prime
notion in syntax. passive is understood as a demotion phenomena. However. both approaches fail to
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are prototypical passive clauses and less prototypical passive clauses. The prototypical
passive clauses are non-agent passives where an external argument (agent) is not
expressed. The prototypical passive clauses have some link to less prototypical passive
clauses.

Shibatani (1985) focuses on passive-like constructions (spontaneous. potential.
honorific. and plural formations) in Japanese. He compares them to other passive-like
constructions in Indo-European and American Indian languages, and he proposes that all
passive-like constructions in Japanese are semantically related. He claims that the
primary pragmatic function for the passive-like constructions is “agent-defocusing .
rather than topicalization as proposed by Givon (1979).

Sugai (1997) makes an insightful point when he discusses how the locative

ggests that

=

postposition «/e in Japanese passive sentences may be approached. Sugai su
provides the background location for agentive participants in active sentences or patient
participants in passive sentences, not an entire sentence/clause including both agentive and
patient participants as Kamio (1980) proposes.”' | return to this point in section 4.10. in
which [ propose several schemata for e. Based upon my prior established concept of

prototypical passives. | examine how a de-marked location is used in the passive clauses in

account for a wide range of passive constructions (Keenan 1976). See Hoshi (1999) for the recent accounts

of the Japanese passive in generative approach.

* Sugai (1997) uscs the following sct of sentences to make his point regarding de-marked locations in
passive clauscs.

(1) Taroo ga kooishitsu de Hanako o 10/0i-1a
Taroo NOM  locker room LOC Hanako ACC peck-PST
“Taroo took a peck at Hanako in the locker room.” (Sugai 1997: 28)

(11) Hanako ga kooishitsu de  Taroo ni nozok-are-ta.
Hanako NOM locker room LOC Taroo DAT peck-PASS-PST
"Hanako was pecked at by Taroo in the locker room.™ (Sugai 1997: 28)
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the spoken data. There are five passive clauses where ¢ marks a location in the spoken data.
Three cases (4.6) and (4.7) and (4.8) out of five are non-agent passives and remaining two
cases (4.9) and (4.10) are agent passives. Observe example (4.6) where an agentive

participant is unexpressed and unknown.

(4.6) :T:.._mai-igan ... tte no ga, T: Speaking about stomach cancer. especially
hijoo ni sookigan <X tte no wa X>, very early stages of cancer.

nihon de tokushu na byooki da tte

omowarechatta n desu [ne]. They have been considered to be very rare

in Japan. you know.

e LI MO —

[Politics: 13]
In example (4.6) speaker T, a doctor at a cancer center, explains how in the very
early stages of cancer Japanese people viewed stomach cancer. In line 3, speaker T uses a
de-marked location, nilton-de, “in Japan’ to indicate the place where stomach cancer was
thought of as a very rare disease. In this passive clause. omofiv)-, a stem of a verb omon
‘think’, is followed by a passive morpheme. ~we. This passive clause represents the
prototypical passive, since it has no active sentence as a counterpart and it is a non-agent

passive.:2 Observe example (4.7).

(4.7) 1 K: datte nee, K: well,
2. yappari, just as I had thought
3 Nihon de eriito, to be said to be the elite in Japan.
4. tte iwareru ni wa,
S:  Toodai shika nai kara=. Only those who graduate from Tokyo

University are qualitied.
[Ojoosama: 3]

In both (i) and (ii) de-marked location is used: however. it marks different locations. In (1) Taroo was ina
locker room. while in (ii) /fanako. not Taroo. was in the locker room.

== Shibatani (1985: 831). citing Yamamoto (1984). rcports that when considering the sum total of passive
clauses in written Japanesc. the number of non-agent passives outnumbers the sum of the agent-passive. In
journalistic texts that Yamamoto cxamined. 70-80% of passives were non-agent passives and for novels
approximately 60-70% were non-agent passives.
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In example (4.7) speaker K is reporting the fact that most of her close triends got
married to so-called elites in Japan. Speaker K uses a de-marked location nifion de. “in
Japan’ to indicate the place where speaker K's friends’ husbands are said to be elite. In this
passive clause, ifw)-, a stem of a verb / “say’, is followed by a passive morpheme, -are.
This passive clause also represents the prototypical passive, since the agent is not expressed.

Observe example (4.8).

(4.8) 1:U: kookoo de U:  After having survived Jr. high school.
2:  momareru to, and now being in a high school. 1 felt
5:  honto ni, chuugakusei to, that it would be very easy to defeat
4: kunda tokini Jr. high students in Judo.
S: Kkoitsura yowai tte omotta no ne. [Bukatsu: 12]

In example (48) speaker U explains his experience of competing in a judo
tournament for his first time in high school. As shown in line 1, a «e-marked location.
kookoo de ~at high school™ was used in conjunction with a passive-like phrase, mom-ure-ru.
‘having difficult times/survive’ where mom- is a stem form ot a verb, momu “rub’, and -are
is a passive morpheme. This represents another good example ot non-agent passives in
Japanese, since we do not find any explicit agentive participants who cause the motion of
momu “rub’. > The meaning of momareru is lexicalized in the form of the passive
construction.” Namely, momareru is always used in a passive form in the meaning of

*having a difficult time’. Consider example (4.9)*"

= From the context an agentive participant can be associated with the de-marked location. ¢.g. kookoo 1o
senpai tachi. “seniors in high school °.

=* *Daijirin” (1988: 2410). onc of the major Japanesc dictionaries lists both momu and momareru as lexical
entrics. It says that momareru is derived from a passive of momu. and acquires a mcaning such as
‘struggling in many people.”

“ In Japancse. the demonstrative arw “that” in linc 5 in (4.9) is used to introduce new/unfamiliar
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(4.9) 1. A:iyanihon de konomae kaetta kara sa=,  A: well in Japan when I went back,
2:H:un H: yes,
3: A: .. .anta nijuu ijo-hatachi ifjoo desuka ~ A: [ was asked "Are you over 20
nante iwareta n da yo ne. years old?”
4: H: fun.
5: A aru hito ni sa. H: yeah,

A: by a certain person. vou know
[Misato: 2]

Speaker A talks about his experience of being asked his age in Japan. In line 1.
speaker A uses a de-marked location. nihin de, “in Japan™. In line 3. he was asked it he
was over 20 years old in conjunction with a passive /iware, a stem torm of iu “say’. to
which the passive marker —ure is attached. In line 5, he indicates who asked this
question by saying aru hito “certain person” without identitying who s/he was. Speaker
A probably felt no need to specify who s/he was because it is not important in this
episode. This is a case where an agentive participant is expressed without being

identified in the discourse. Observe example (4.10).

(4.10) 1:M: atashi sa. M:well, ...
koo[koosee ni sa]. by high school students,
2:H: [koosee ni nanpa sareta]. H: you were asked to go out
3:M: shibuya no sa, M: in front of Building 109,
4. [ichimaru kyuu [1no mae de sal]], you know.
5:H: [un] H: ves, vou were asked to go out.
6. [Ino mae de nanpa sarechatta [] M: | was asked to go out.
7:M: nanpa sarechatta.

[Misato: 10]
In example (4.10), speaker M is sharing her experience with Speaker H of being
asked to go out on a date. One day Speaker M went to a concert with her colleague, and
on the way to the concert, they ran across four high school students on the street in front

of the building called 109 in Shibuya. These four students asked speaker M and her

information to the spcaker.
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colleague to go out for a date. In line 1. speaker M mentions agentive participants.
kookoosee “high school students’. In line 4, speaker M uses a de-marked location,
ichimaru kyuu no mae de, "in front of Building 109" to clarify the location where speaker
M was asked for a date. Inlines 2 and 6 speaker H tries to say what speaker M would say
in her episode. This case contrasts with examples (4.6) and (4.7) and (4.8). since in
example (4.10) the agentive participants, kookoosei “high school students™ as well as the
de-marked locative phrase. /09 no mae de, “in front of the building 109" were both
expressed. Although the data in this study is too limited to generalize the types of
passives and de-marked locations, these four cases suggest that the Japanese locative
postposition /e marks an event place in non-agentive as well as agentive passive clauses.

4.6. Analysis of de and Nouns, Adjective, and Adjectival Noun phrases in
Spoken Discourse

There are 5 instances (10%) of < co-occurring with non-dynamic predicates in
the spoken data. As previous literature has pointed out (cf. Morita 1987, 756-764. Nakau
1995¢, 23-54: Tanaka 1997, 44-51; 1998, 95-98. and Kumashiro, personal
communication), ¢ was in fact able to mark a wide range of locations including dynamic
predicates and non-dynamic locations in the spoken discourse. Spoken conversation.
however, still suggests that the most frequent usage of de is, at least in informal
conversation, related to event/dynamic predicates. In this section I discuss non-dynamic
predicates appearing with de that can be classified into three groups: 1) nouns. 2)
adjectives, and 3) adjectival noun phrases. Observe example (4.11) where a noun phrase

co-occurs with a de-marked location.
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(4.11) 1: K: kekkon toka natta ra= K: when it comes marriage.
2 vappari, (I would like to see) a normal man in the
3 ... Toodat no naka de, University of Tokyo.
4 matomo na hito tte vuu ka. [Ojoosama: 3]

In example (4.11) speaker K talks about her expectations of her future husband.
Prior to this piece of conversation, speaker K was told that many Tokyo University
graduates whom speaker K believes that her future husband should be, are not normal.
Line | through 4 was speaker K's response, "I will pick a normal man who graduates
from the University of Tokyo.” Notice that in line 3 speaker K uses the de-marked
location, /ooddai no naka de, “in the University of Tokyo'. which specifies a domain

where an noun phrase, "a normal man’, is applicable. Observe example (4.12) where an

adjectival clause co-occurs with a de-marked location.

(4.12)

I: T: [kanachan] ni okkii tte iwarete d[[oo sun no]]. T: What should I do?

2. K: [[so, atasht yori]] takai mon. Kanako told me “I'm big.”
3 datte. K: She’s taller than me.

4:M: [kanachan yori takai] n da. M: You are taller than Kanako.
5:T: [honto]? T: Really?

6: K:  uchi de ichiban okkii. K: I'm the biggest in my family.

[Sibilants: 6]

In example (4.12) speakers T, K, and M are talking about the appearance and
physical characteristics of K's family members. In line 6, speaker K uses a superlative
construction, ichiban okkii, “the biggest™ and a «fe- marked location wc/ii ke “in the tamily”
that modifies the domain where the speaker K is the biggest. The function of e here is
to set up the domain where the stated proposition, “being the taller’, holds true. This

shows that e sets a domain where an adjectival phrase, in this case a superlative
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construction. being the tallest, holds true. Observe example (4.13) where an adjectival

nominal clause co-occurs with a «e-marked location.

(4.13)

1: K [1 kawai soo da ne, otokotte ne 1]. K it's unfortunate to be a man in Japan.
2: C[1 (%) (HHx) 1]

53: K [2 nihonde 2] .

4: C [2 <X honto X> kawai soo 2] davo.  C: Itis indeed unfortunate. vou know.
5: K (HH) harawanakya ikenai mon ne. K: because men need to pay on dates.

[Girl Friend: 6]

In example (4.13) speaker K (a woman) and speaker C (a man) compare the
position of being a man in two cuitures, the U.S. and Japan, when a man goes out on
dates with his girlfriend. In line 3, speaker K uses a «e-marked location. nilion de.
expressing her opinion that being a man is unfortunate. kawaisoodu yo. Kawaisooda yo
consists of a plain form of an adjectival nominal. kuwaisoo. “be unfortunate’. a copula du
and the final particle vo. This example shows that a «¢-marked location can co-occur
with an adjectival nominal clause, limiting the scope that the stated adjectival nominal
clause describes. Namely. the participant (a woman) has an atemporal relationship of

being unfortunate in the domain that is «¢-marked (in Japan).

4.7. Overview of Written Discourse
4.7.1.Analysis of de in Written Discourse

In section 4.3, 1 discussed the distributional patterns of the Japanese locative
postposition «e in the spoken discourse data. [ reported that the most frequently used
predicates co-occurring with the locative e were Verbal Noun + surw yaru. |1 also
reported that although the /DO/-type dynamic predicates seem to most frequently appear

with de, de could also co-occur in conjunction with a wide range of predicates including
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less-dynamic predicates, nouns. adjectives, and adjectival nouns. In this section. [ would

like to examine whether or not this is also the case in written discourse.

Table 4.2: Frequency of Predicate Types of Locative Postposition «¢ in Written and
Spoken Discourse

Dynamic Less-dynamic | Nouns, ' Total
Adjectives/Adjectival |
' Nouns
Written 240(77.2%) |58 (18.6%) 13 (4.2%) 1 311(100%)
Discourse ! ! ; j
Spoken 63 (77.8%) 13 (16%) j 5(6.2%) ' 81(100%)
| Discourse ! , 3 |

Table 4.2 shows the frequency of occurrence of the Japanese locative postposition
de in relation to different types of predicates in written discourse. Similar to spoken data,
de appears in conjunction with dynamic predicates most frequently (77.2%). De-marked
locations also co-occur with less-dynamic predicates (18.6%) and with nouns. adjectives.
and adjectival nouns (4.2%). Overall the findings from Table 4.2 provide further
evidence to support the hypothesis that the locative postposition de is most likely to co-
occur with dynamic predicates.

4.7.2. Distributional Patterns of de by Authors in Written Discourse

Table 4.3 shows the frequency of the types of predicate co-occurring with dfe-
marked locations by authors. As shown in Table 4.3, all of these novels show that
dynamic predicates most frequently occur with de-marked locations.  This suggests that
the patterns of frequency distribution are similar across seven texts. In the next section. [

discuss the choice between e and #i as observed in spoken and written discourse.
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Table 4.3: Frequency of Predicate Types of Locative Postposition « by Authors

Authors | Dynamic ] Less-dynamic Nouns, Total |

Predicates | Predicates Adjective/Adjectival 1
! ! Nouns

A 7 ;S 10 F12

B 31 i S 3 3 ;

C 27 4 0 31 B

D 35 NE 2 69 |

E 21 7 1 |29 |

F 46 14 4 64 B

G 53 T 3 67 |

Total | 240(77.2%) | 58 (18.6%) 13 (4.2%) 311 (100%0) I

4.8. Locative Choice between ni and de

This section focuses on the speaker/writer's choices between ni and d¢ to turther
clarify a particular speaker/writers™ perception of an event. The cognitive network model
that [ introduce in section 4.9. will help with understanding the choices made between
these two postpositions. First I provide a short account of aspectual choices in discourse.
since the argument for the locative choice is quite similar to the one for aspectual choice
proposed by Smith (1983, 1997).

Smith (1993: 493) refers to the following sentences as non-standard aspectual
choices since they fall outside the model of standard cases, cf. section 2.3.7 for
explanation of similar cases in the framework ot CG as discussed by Langacker.

(4.14) Peter is believing in ghosts these days.

(4.15) She is thinking that she wants to go home.

(4.16) I'm not doubting your word, but. ..

These examples describe stative situations at the lexical level, however, they are also

capable of accepting progressive forms that imply that these cases are non-typical event

sentences.’” Smith (1997: 145) states;

*" English aspect. according to Smith. focuses on the endpoint propertics of situations.
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“speakers choose aspectual meanings in order to present situations from

a certain point of view: the choices inherent in aspectual systems allow

speakers to talk about situations in various ways. Events may be presented

as states, and states as events. The speaker may telescope or extend the

duration of a situation. Yet certain properties, such as relic, are not available

to this type of marked aspectual choice.”

I propose that speakers/writers who choose the locative postposition ni for an
event are viewing an event as a state. The locative ni pertains to states: thus using the
locative ni for an event is marked. 1 also propose that speakers/writers who choose the
locative postposition </ for a state are viewing a state as an event. The locative e is
likely to be associated with events; thus using the locative de for state is also marked. |
discuss possible factors that are involved in speakers’ and writers” choice between s/ and
de by examining one case from written discourse data and two cases from spoken
discourse.

First, the following dialogue is taken from Ekumi’s short story about the life of'a
Japanese family living in the United States. The main character, Dai, an elementary
school age boy, was born and raised in the United States. Dai had some trouble
identifying himself as Japanese, because he cannot recall his time spent (on his visits) in
Japan, nor can he speak Japanese fluently. One day Dai had a big fight with a classmate
who insulted him by calling Dai "a sexy Jap™. After the fight, he had a conversation with
a black woman, who noticed that Dai was struggling with his Japanese identity. She then

related her own personal experience with coming to grips with her identity. The author.

Ekumi, is writing this dialogue as if she were the black woman.
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(4.17) ... Watashi wa amerika ni umarete amerika ni sodatta amerikajin yo. 28
nenkan ichidomo Amerika no soto e denakattawa. Soredemo kokujin ni kodomo

o kyooiku shite hoshikunaitte souiu hitowa nanninmo iruno vo...."

I'm an American who was born and raised in America. For 28 years. | have never

been out of the country, you know. Even so, many people do not want me to

teach their kids because I'm black. [Ekumi: 96]

In the first line. a ni-marked location, Amerika ni “in America’ is used twice in
conjunction with two predicates, mmarete “was born™ and soduatie “was raised”. The
writer is writing from the perspective of a black woman and the writer. as a native
speaker of Japanese, intentionally makes the choice of ni. These two predicates can take
a de-marked location, since these two predicates describe events. However, the black
woman uses the ni-marked location, America ni, in this context. First, the black woman
is not just talking about the physical location where she was born and raised. Rather, she
is relating her personal experience as a black woman when she is talking about her
upbringing. She is viewing the location. America, in a stative sense so that the fact that
her birthplace and upbringing are related to America would not undergo any change over
time.

This case is similar to Smith’s (1983) proposal on -idealized situation types’
which speakers/writers call on in talking about actual situations. More specifically, Smith
proposes that people intend to represent situations on the basis of their perceptual and

cognitive processes. For instance, the speakers/writers temporarily present a state as if it

were an event by endowing a state with the characteristics of an event. Speakers/writers
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also present an event as if it were a state by endowing the event with the characteristics of
a state.”’

Nakau (1998) makes an intriguing point for aspectual choice. He argues that
when predicates are process verbs co-occurring with a locative ni, a “metaphorical shitt’
occurs. He claims that because of the metaphorical shift. a semantic ditference arises
which reflects the speakers/writers’ view. Nakau (1989: 34) also suggests that cognitive
processes motivate a metaphorical shitt, and points out that it is hard to draw a line
between syntactical categories and semantic categories. According to Nakau. a shift
between i and ¢ occurs between and across arguments and adjuncts. Although his
argument seems to be quite compelling, there is a divergence between his approach and
my CG approach. His argument presupposes that the locative postpositions ni and de
have to be mapped onto corresponding syntactical structures. That is in his model. we
need to construct a syntactic relationship with a verb in order to determine an appropriate
locative postposition for an event, since the distinction between argument types of
location and adjunct types of location is primary. However, if a shift between »/ and ¢
is cognitively and semantically motivated, rather than structurally. there is no need to
maintain an arbitrary shift from adjunct to argument. Another possible problem with
Nakau's theory is that if we are able to reduce syntactic structure to assemblies of
semantics as Langacker (1997) suggests, then there is no need to propose a one-to-one

mapping between syntax and semantic interfaces.

=" The latter casc might be related to a rhetorical issuc. as Visser (1973) cited by Smith (1983) points out. cf.
“The ship was in motion” instcad of saving “The ship was moving.’
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Below I examine two examples from spoken discourse in which the choice of de-
marked locations is cognitively motivated by the speakers’ control over temporality or

the action. Observe example (4.18).

(4.18)

I: K: .. Hokkaidoo. K: She went back to Hokkaido.

2: kaettan desu yo.

3:M: un. M: ves.

4: K: .. XXX mukoo no hoo ga, K: since things are less expensive
5 bukka yasuti shigoto suru tte yuun de=.

6: ... Sapporo de ite=. K: and there is a job to do over there.
7: ...nde, She was there, and just found a
8: .kareshi ga, boytriend after a while.

9 choodo,

10:  koohan ni,

11:  dekitan desu vo.

[Ojoosama: 5]

Speaker K explains what happened to her friend after her friend’s parents went
bankrupt. Her explanation goes like this. Her friend went back to her hometown,
Sapporo, after her parents’ unfortunate bankruptcy, which atfects her life goal of getting
a license as a lawyer in Tokyo. She went back to Supporo. and stayed there for a while.
As line 6 shows, speaker K uses a de-marked location and a gerund form of an
existential verb iru “be’. Hokkaido de ite ~She was in Hokkaido and...”. In Japanese. an
existential verb /ru be’ tor animate things takes a ni-marked location when it shows
stative existence, such as Hokkaido ni ite ‘(1) was in Hokkaido and. .” Throughout the
conversation speaker K consistently used a ni-marked location in conjunction with the
predicate, iru “be’, except for line 6 of this conversation. Therefore, we can assume that
this case represents a deviant usage of <. Speaker K is probably viewing her friend’s

being in Sapporo as a temporal activity, the temporal activity where her friend found a
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boyfriend. rather than stative. [ found that there were 4 other similar cases in the spoken
data where speakers used a de-marked location for an existential predicate, /iru “be’ or a
predicate. sumu “live in". This probably implies that speakers sometimes view the
existence of a human in a place as a temporal activity, rather than stative. Observe

example (4.19).

(4.19)

1:Y: .. imawa, Y: I assume that nowadays. a Buddhist monk
2 _shi- -- standing around Shibuya is just doing his

3 ..Shibuya atari de, “takuhatsu” because he wants to get money.
4 tatteru no wa,

5 okane desho.

6:E: .. n= E: well.

7:Y: [datte]. Y: because. ..

8: M: [datte], M: because. ..

9:Y: mnna. Y because no one on the street has food to give him.
10: tabemono mot[1 te 1]ru

I1: wake ja [2 nai shi 2].

[Hoomuresu: 12]

Speaker Y is talking about a Buddhist monk standing on the street around
Shibuya. one of the busiest districts in Tokyo. In line 3. speaker Y uses a «-marked
location, Shibuya de. “in Shibuya® to indicate where a Buddhist monk is standing. This
locative phrase is followed by a gerund form of a posture predicate rarsu “stand’, tatte
attached to an aspectual morpheme -iru. to form ratte-iru “is standing’. In fact. out of
content fare iru could take either a ni-marked location or a de-marked location (cf.
sections 3.10.2. and 4.6.). Speaker Y probably uses a «e-marked location to express the
volitionality of the Buddhist monk who choses to stand in the busiest district where he

could probably receive money from people on the street. This exhibits the dynamic



195

usage of the Japanese postpositions in real life. a usage that is motivated by the cognitive
process of speakers.

I would like to highlight one characteristic of the locative choice. That is. that
only some of the less-dynamic predicates allow for a choice between the locative
postpositions. ni and «le. This is problematic if we assume that e has a single schema
that is independent from ni. The network approach [ will propose in the next section
provides a more comprehensive solution to this problem. Firstly. the conceptual and
semantic domains for #i- and le-marked locations do not exist with an absolute and total
distinction. Rather there is some overlap between the semantic domains of the locatives
mi and de. 1 claim that some /HAPPEN/ predicates can take a //-marked location when
the speaker/writer's view is that the locations and predicates will not change with the
passage of time. Secondly, in the network model, the speaker maintains greater
autonomy for freedom of choice of locative postpositions for the purpose of fulfilling
some psvchological and emotional impact. The flexibility provided by the network
model is not without its own definitive guidelines for the use of postpositions. It does not
allow for the open-ended choice of locative postpositions tor all predicates, only the less-
dynamic ones.

4.9. A Cognitive Network Model for the Japanese Locative Postpositions ni and de

Based upon the data analysis, | propose that there are three potential schemata for

. .. . . . 28
the use of locative postposition d¢: dynamic de, less-dynamic «e. and non-dynamic de.

 Note that Kumashiro (2000) calls de a locative sctting and states that it has a function of setting an cvent
(cf. scctions 1.2.3 and 2.4.2). He proposes schemata for locative de. Locative de. among other things.
shares the semantic structure that allows for the double nominative construction. Sce Kumashiro (2000
Chapter 3) for more detailed discussion.
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First. dynamic e marks locations in conjunction with /DO/-type predicates as defined by
Jacobsen (1982b). In the case of dynamic de. time plays an important role. making a
connection between a «le-marked location and the dynamic characteristics as pointed out
in the previous studies. Second, less-dynamic /¢ marks the locations for /HAPPEN/-
type predicates, including the prototypical passive and intransitive constructions. In less-
dynamic e, time still plays an important role, but de is not associated with the dynamic
characteristics defined by Jacobsen. That is, there is no agentive participant that causes a
change in the patient participant. Lastly. in non-dynamic e, time does not play a crucial
role. Rather, ¢ marks a domain where either the properties of a referent are established
or the stated proposition holds true. Given that the function of adjectival phrases.
adjectival noun phrases. and nominal phrases is to describe a relation or a property of a
referent. it follows that the mental space for these phrases should be included in the non-
dynamic category.

The distinction among these schemata seems arbitrary since the surrounding
environment of the de-marked location determines the types of schemata of . De is
likely to be conceived as dynamic because of the dynamic verbal elements or event nouns
that are profiled in the schemata. Equally e is likely to be conceived as less dvnamic
when the less dynamic verbal elements are used. De is also likely to be conceived as
non-dynamic when it is used in conjunction with adjectival. adjectival noun. and nominal
phrases. However, | have provided a justification for the separation between these three

schemata in section 4.8. where [ have discussed the speaker/writer’s choice for /¢ and ni.
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I will provide another justification of the separation between the three schemata in
Chapter 5.%
4.10. Semantic Network for de

Figure 4.1 shows a provisional semantic network model for « in the spatial and
temporal domains. Like the network model for ni which | proposed in Chapter 3. there
are two distinct senses of ¢ indicated by boldly outlined rectangles ( []). The dotted-
line ovals ( ) illustrate the schematic senses. Solid ovals (¢ ) refer to actual
usages which 1 have discussed in this chapter: locative settings (dynamic and less
dynamic) and location for nouns/adjectives/adjectival nouns. A solid line arrow (—%)
indicates metaphorical extensions within the same domain. Notice that the schemata
imply that the sense of dynamic space and less dynamic space (cf. Kumashiro's term
‘locative setting’) are similar. suggesting that there is semantic closeness between these

usages within the continuum.

¥ As is clear from the nature of the CG framework. an intermediate level between the two prototypical
usages of e docs not need 10 be limited to one Ievel. [t can be any multiple numbers. since in tiic
framework of CG. the semantic and conceptual structure is fundamentally gradient.
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Figure 4.1: A Provisional Model for a Semantic Network

——

for de in the Spatial and Temporal Domains™’

*' Both ni and de can be used as a time-marker. Thesc postpositions are different in that de specifically
requires an cndpoint. whereas n1i does not. Observe the following.

t) Shiken wa getsuyoobi ni/*de  hajimaru.
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4.11. A Revised Network Model for the Japanese Locative Postpositions ni and de

In section 4.9, | have shown that only certain less dynamic predicates can take
either ni or de, depending on how the speakers/writers construe an event. Namely. when
the speakers/writers construe an event as static. »i is more likely to be selected to mark a
location. In these cases, the predicate that the speakers/writers use matches the schema
for ni (complex stative). In contrast, when speakers/writers construe the same event as
dynamic, e is more likely to be selected to refer to the location. In this case. the
predicate that the speakers/writers use fits the schema for the less dynamic . Having
three difterent schemata tor /. including the less dynamic /e, is important in giving an
adequate account for the speaker/writer's choice between 7 and de. In the network
model, the speaker chooses the appropriate schema to represent his or her perception of
an event. Figure 4.2 shows the schema choice between ni and de. As this tigure shows.
both a schema for complex stative as in Figure 4.2-b and the one for less dynamic
predicates as in Figure 4 2-c are similar in that only one participant is involved. rather
than two participants. There is some semantic similarity between these schemata which

indicates that there is some overlap. This overlap becomes the arena for the

exam TOP Monday TIME/TIME start

“The exam starts on Monday.” (Nakau 1998: 20)
1) Shiken wa kinyoobi ni/de owaru.
Exam TOP  Friday TIME/TIME end
“The exam cends on Friday.” {Nakau 1998: 20)
De also indicates a whole process. depending on the characteristics of time adverbials.
i) 20 nen (no sensoy de mva)  doitsu  de Jinkoo  ga san bun no ichi ni
20 vears (GEN war) TIME (TOP) German LOC population NOM  onc third  DAT
hetta o w-are-ri

decreased QUO sav-PSS-PRES
"It is said that the population of Germany has decreased one third for 20 years of wars.
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speakers’/writers” personal choice of either »i or de. However, in the case of the dynamic
predicate, there is no overlap between the schema as shown in Figure 4.3-a and Figure
4.3-b: therefore, the speaker/writer is not provided with the opportunity to choose
between i and de.

Ficure 42.a

O—s

—>

Less dynamic

Figure 4.2.b Figure 4.2.¢
n de

Figure 4.2: Schemata Choice between nr and de (1)

Figure 4.3-a

Oo—0

—

dynamic \
X

Figure 4.3-b Figure 4.3-c

OO0 O—0

ni e
Fizurc 4.3: Schemata Choice between s and de (2)

Another interpretation of iii) is that de functions as a causce marker. rather than time marker. Thesc
cxamples arc the main motivations for having a temporal scheme for e as an endpoint. rather than as
location.



201

Another issue that I would like to address here is the relationship between ¢ and
the passive construction. In section 4.5.1, | mentioned that Sugai (1997) made the point
that d/e in the passive clause does not refer to the location for the whole clause. More
specifically. Sugai proposes that locative postposition «f is a location marker for agentive
participants in active sentences or for patient participants in passive sentences. If we
have two schemata for two diftferent types of predicates, /HAPPEN/-type including the
prototypical passive and /DO/-type. we can avoid gross overgeneralizations. The schema
for de in /DO/ types profiles the location for the agentive participant as the schema for
dynamic «e, while the schema for ¢ in /HAPPEN/ types profiles the location for the
patient participant.

[ also point out that there is a very subtle yet important semantic diftference
between the less-dynamic marker ¢ and the complex stative ni. and | propose that
speakers/writers can make a choice, depending on how they perceive an event. In this
section, | claimed that the revised network model for Japanese locative postpositions will
result in a much deeper understanding of the speaker’s choice of ni or de.

4.12. Summary

In Chapter 4, [ first discussed the notion of transitivity in the Japanese verbal
systems proposed by Jacobson, since this notion is instrumental in examining the nature
of predicate types co-occurring with de-marked locations in the data. [ have shown that
de covers a wide range of locations and [ have proposed that there are three difterent
schemata in the spatial domain: dynamic de, less dynamic e, and non-dynamic de. 1

have also proposed that the prototypical usage of /¢ seems to correlate with dynamic
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elements. The distributional patterns in both spoken and written Japanese seem to
support the prototypical usage of de¢ as dynamic «e. 1 reported that the most trequently
used predicates co-occurring with e were suru yaru “do’. which are classified as
dynamic predicates. I also argued that the idea that the speakers/writers™ choice between
ni and de is motivated by cognitive processes. The choice is related to how
speakers/writers construe an event, and I suggest that this is very similar to aspectual
choice as discussed by Smith. [ argue that /e in the prototypical passive is less dvnamic
de. and found that the three out of five passives found in spoken discourse were agentless
passives. | proposed a network model for «c by adapting Langacker’'s model of
stative/process. This network model for 77i and d/e does not establish the usage of /# and
de as being distinct from one another, but instead allows for some gray areas of overlap.
For instance. | have shown that there is some overlap between less-dynamic ¢ and
complex stative /i, and that the overlap is comprehensively explained by the similarities
between schemata. Both less dynamic « and complex stative ni profile only one
participant. The schema for less dynamic ¢ and the schema for complex stative 1/ are
different in that the former profiles the time dimension while the latter does not. In
Chapter S, [ examine the issue of the topic/contrast marker wu, since the semantic nature

of the locative postposition ni and de appear to be ditTerent when they are followed by wa.



CHAPTER S
WA

S.1. Introduction

In Chapters 3 and 4, | proposed a network model for the Japanese locative
postpositions #i and de in the spatial and locative domain, and examined the network
model with natural discourse data. [ argued that there are several schemata for ¢ and
that the prototypical usage of ¢ is merely symptomatic, underlying a dynamic/non-
dynamic continuum that incorporates the tull range of higher to lower transitivity
predicates. | proposed that the choice between ni and ¢ is motivated by cognitive
processes, and I considered this choice impetus for investigating the possibilities that may
exist for the schemata for «/e.

Chapter 5 addresses the issue of the dual purpose topic/contrast marker wa. The
semantic natures of the locative postpositions appear to be ditferent when they are
tollowed by wu, especiallv in the case of the locative postposition e (L'eno 1995, Nakau
1995, Morita 1989, Tanaka 1997, Kumashiro personal communication).! The studies of
Martin (1975), Noda (1996), and McGloin (1987) pay attention to the nature of wu in
conjunction with the locative postpositions. No study, however, has examined the actual
usage of wa in combination with the locative postpositions #/ and /¢ in real discourse.
A more comprehensive account of the relation between the topic/contrast marker and the

locative postpositions lies in discourse studies, since the intricate association between

" Matsumura (1971) treats niwa and dewa as separate lexical entrics in “Nihongo Bunpoo Daijiten™ [A
Dictionary of Japanese Grammar).
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linguistic forms and discourse factors. such as the topic/contrast relationship. is
manifested in discourse.

The organization of Chapter 5 is the following. First. I provide a short summary
of Martin (1975), Noda (1996), and McGloin (1987) that discusses the relationship
between the topic/contrast marker wa and the locative postpositions /i and de. Second, |
provide a short summary ot discourse studies on the topic/contrastive marker wa. Then,
I report the distributional patterns of the combination of wa and i de as well as the
locative phrase followed by wa in the same spoken and written discourse data. | argue
that the distributional patterns of wa in conjunction with ¢ provide supporting evidence
for the different schemata tor /¢ which I proposed in Chapter 4 and the function ot /¢ as
an event setting which I discussed in 2.4.2,

5.2. Previous Studies of wa
5.2. 1. Topic/Contrastive Marker wa and Locative Postpositions ni and de

Martin (1975), Noda (1996). and McGloin (1987) provide a useful point of
departure for the discussion of the relationship between the topic/contrast marker wa and
the locative postpositions 7 and de. First, Martin (1975: 227) explains that locative/time
markers can be omitted when locative/time noun phrases are thematized as shown in (5.1)
and (5.2):

(5.1) Hokkaidoo |de] wa moo yuki ga hut-ta.
Hokkaidoo LOC TOP yet snow NOM fall-PST
*Hokkaido must have had show by now.’
(5.2) Katappoo [ni] wa wata o iremasi-ta yo.
one side LOC TOP cotton ACC  stuft-PST FP

‘On one side we stuffed it with regular cotton.’
(Martin 1975: 227, with some modification)
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Martin suggests that the position of the locative/time markers is important for the
omission of the postpositions. He maintains that “any adjunct—except. perhaps, certain
adverbs—can be extruded from the simplex. placed at the beginning of the sentence. and
set oft by major juncture to form a theme™ (227).

Second, Noda (1996) makes a similar observation. Observe examples (5.3) and (5.4).

(5.3) Nihon wa onsen ga 0o0L.

Japan TOP  hot spring NOM many

*Japan has many hot springs.” (Noda 1996: 26)
(5.4) Nihon ni wa onsen ga ool.

Japan LOC TOP  hot spring NOM many

“There are many hot springs in Japan.’ (Noda 1996: 26)

In (5.3) wa follows a locative phrase Nifion “Japan’. while in (5.4) niwa tollows
the same locative phrase. According to Noda, sentence (5.3) describes the characteristics
of Nifion, “Japan’ (in this case. having many hot springs). while sentence (5.4) does not
illustrate the characteristics of Japan, but instead describes that there are many hot springs
in the location of Japan. Noda, among others, points out that the locative noun followed
by wa as in (5.3) seems to have a similar function to the one followed by the nominative
marker ga. This is because Nihon. “Japan’, appears at the beginning of the sentence
where the ga-marked noun phrase, the so-called subject, usually appears. Noda also
makes several insightful points. First, he states that there are different degrees of
topicalization within a noun phrase followed by a postposition. For instance, the

Japanese postposition #i can be more easily topicalized when it is used as the so-called
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dative subject marker as shown in (5.5), while the same postposition is harder to
topicalize when it is used as a resultative as shown in (5.6).*

(5.5) kono apaato ni koshitekita koro watashi ni  wa
this  apartment LOC move time | LOC TOP

mada tsuma ga i-ta.

still  wife NOM is-PST

"I still had a wite when | moved to this apartment.”

(Sekaino owari to Haadoboirudo wandaarand by Murakami, p 520,

cited by Noda 1996: 22
(5.6) *chuushajoo ni  wa vyasai ) tsukutteita hatake ga  nat-ta.

Parking lot LOC TOP vegetable ACC grow field NOM turn-PST

"The field where they grew vegetables was turned into a parking lot.”

(Noda 1996:22)

In (5.5) watashi *1" marked by the dative ni is topicalized and niwa follows warashi. In
(5.6) which is an ill-formed sentence, according to Noda, chuushajoo “parking lot” is
marked by the resultative »i followed by wa. Noda generalizes that the accessibility of the
topic 1s related to the basic Japanese word order, Subject-Object-Verb (SOV)." That is.
the closer the element is to a predicate, the harder it is to topicalize. He hypothesizes that
this is probably related to how we individualize a phrase in a clause. For instance, the
dative subject in (5.5) is easier to individualize than the resultative in (5.6)." He also
observes that a location is likely to be marked by wa when the location refers to a

relatively large domain like Nifon *Japan’. as shown in sentence (5.3).

Third, McGloin (1987) proposes a "contrastive hierarchy” which 1 will examine the

*Noda (1996: 23) points out that among several usages of ni. the locative marker can be most casily
topicalized.

* Kuno (1973: 30-31) also points the relationship between word order and the accessibility to the
topic/contrastive has been repeatedly discussed in previous literature. as Noda (1996: 210-212) mentions.
Noda and McGloin arc similar in that both consider word order to be the kev condition for degree of
topicalization/constrastivenss. since word order tells us the information flow in discoursc.
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validity ot in relation to 2/ and dle. McGloin (1987: 174) proposes that there is a negative
linear relationship that exists between the contrastive and thematic interpretation of wa.”
That is, the more difficult it is to interpret a constituent as thematic, the easier it is to
interpret it as contrastive. Observe the following examples (5.7) through (5.13) which are

from McGloin (1987: 174-75).

(5.7) Osaifu wa dokonimo mie-na-katta. [subject]
wallet TOP nowhere seen-NEG-PST
"The wallet could not be seen anywhere.”

(5.8) Sono hon wa yonde-i-nai. [object]
That book TOP read-NEG
‘1 have not read that book.”

(5.9) Yooko-san ni  wa purezento o age-na-katta. [indirect object]
Yoko DAT TOP present ACC give-NEG-PST
"I did not give a present to Yoko."

(3.10) Majison ni  wa mise ga amari nai. [locative]
Madison LOC TOP store NOM not-too-many be:NEG
‘In Madison, there are not too many stores.’

(5.11) Shikago e wa ika-na-katta. [goal]
Chicago to TOP go-NEG-PST
"I did not go to Chicago.

(5.12) Toshokan de wa benkyoo-shi-na-katta. [locative]
library ~ LOC TOP study-do-NEG-PST
‘I didn’t study in the library.’

' See Chapter 3 of Noda (1996) for more detailed discussions.

* This Contrastive Hicrarchy is in dircct opposition to the Keenan/Comric's Accessibility Hicrarchy.
McGloin adopts Kuno (1976)’s proposal of the accessibility hicrarchy for thematic interpretation of noun
phrases.  Although McGloin notices that it is hard to make a distinction between interpretations between
thematic and contrastive usage of wa. she states that wa functions as a theme marker when it occurs in the
position of OLD in an OLD-NEW information structurc. while wa functions as a contrastive marker when
it occurs in the position of NEW in a sentence. Furthermore. she argues the thematic wa, which is
associated with old information. is outside the domain of negation. while the contrastive wa. which is
related to new information. indicates the target of negation.  She also acknowledges that there are some
exceptions to this claim. (sec McGloin 1987: 172-179).
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(5.13) Imootosan wa oneesan hodo wa deki-nai. [comparative]

younger sister TOP older sister as TOP can-NEG

“The younger sister does not do as well s the older sister.’

Sentences (5.7) and (5.8) contain a topicalized subject NP osaifu “the wallet” and a
topicalized direct object NP sono hon “that book™ respectively. McGloin argues that wa in
osaifu wa and sono hon wa are most likely to be interpreted as the thematic wa (unmarked
reading) if heard outside of any spoken discourse context, since the un-marked reading is
one where the NP-wu is outside the scope of negation®. Sentence (5.9) and (5.10) contain
a topicalized indirect object NPs Yooko-sun. “Yoko san™ and AMajison niwa “in Majison’,
respectively. According to McGloin, wa in Yooko-san niwa and Majison niwa are still
likely to be interpreted as the thematic wa outside of any spoken discourse context. since
these wa-marked NPs are outside the domain of negation.

Sentence (5.11) and (5.12) contain a topicalized NP Shikago ~Chicago™ and
Toshokan “library” followed by ¢ and de, respectively.  Wa in Shikago ¢ wa and toshokan
dewa are likely to be interpreted as either thematic or contrastive as they fall in the middle
of the contrastive hierarchy. McGloin explains that the predominant reading is the one
where NPs-w« in these sentences is inside the domain of negation, but the other reading
where NPs-wu are outside the domain of negation is not impossible. On the contrary. wa
in oneesan hodo wa “as well as older sister” in (5.13) is most likely to be interpreted as
contrastive out of a spoken discourse context, since the NP-wa is inside the domain of

negation. When examining wa-marked negated NPs, there is a direct correlation between

the continuum of [Subject] to [Object of Comparative Particle] and the likelihood of

“See footnote 5 on the previous page for the discussion regarding the interpretation of wa and the domain of
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thematic to be contrastive in Figure 5.1 below.

[Subject] > [Direct Obj]. >[Indirect Obj].>[Obj. of Prep] >[PossessNP] >[Obj. of Comparative Prt. ]

(3.7) (3.8) (3.9)(3.10) (3.1 (3.12) (3.13)
More likely to be More likely to be
Thematic ¢— » Contrastive

Fisure 5.1: Themantic/Contrastive Hierarchy by McGloin (1987: 174)”

McGloin has not vet tested this hypothesis with real discourse data; therefore, it becomes
worthwhile for the purpose ot my study to examine the semantic nature of wu as it exists
in combination with #/ and e. Before reporting the distributional patterns of wa alone
and the combinations of wa with ni e from the spoken data, I would like to highlight the
significant points of two important discourse studies on wa which [ mentioned briefly in
section 1.2.4
5.2.2. Discourse Studies of wa

One of the primary aspects of discourse studies lies in an investigation of the
referential structure, e.g. the progression of how discourse participants are introduced.
maintained, and discontinued. The Japanese topic/contrast marker wa plays a signiticant
role in the domain of discourse. In this section, | will briefly discuss two main discourse
studies of wa, Maynard (1980) and Clancy and Downing (1987).

First, Maynard emphasizes the importance of examining the so-called Japanese

thematic marker wa from a discourse perspective. Maynard argues that the issue of the

ncgation.
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function of wa is quite difficult to examine in isolated sentences. since a traditional
approach to wa at the sentence level fails to yield an adequate account of the overall text.
Maynard (1980: 69) states that "NP-wu in Japanese must be investigated from the
perspective of intersentential text because -wa has important functions that can only be

S

appreciated from this [discourse] perspective.”" I take the same position as Maynard does
for the investigation of #iwa and dewa in the current study.

Maynard examined narratives written for school children, and found that the use
of wa was strongly associated with the thematicity progression in written discourse. More
specifically, her finding was that thematicity is developed by a sequence such as -ga, -we,
(-wa), which she refers to as “the thematic stage’. The majority of use ot wu are thematic.
rather than contrastive in written narrative. As the thematic marker, wa is not as simple as
it would appear at first glance It is a complex marker that varies in strength with its
thematic usage within its contextual relations.  Maynard points out that the thematic
phrase at the intersentential level aids in delineating a conceptual stage on which the main
characters are introduced.

Second, Clancy and Downing (1987: 46) suggest that the primary tunction of wu
in spoken discourse is “to serve as a local cohesive device. linking textual elements of

varying degrees of contrasting.” Clancy and Downing examined spoken discourse data

consisting of three oral narratives (narratives based upon the ‘Pear Film’, the popular TV

" A slight modification is added to Figure 5.1.

* Maynard made further critiques on the traditional approach. She states that ~analyzing linguistic data on
the sentential level might first appear adequate. But extracting a sentence from its context inevitably crascs
important contextual information. In reality. every sentence implicitly involves text relations. Often
sentential analvsis results in an incorrect conclusion because it fails to reflect intersentential information™
(70).
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program “Sazae san’, and several cartoon strips). They compared their results with the
results from Maynard's (1980) study of written narrative, and found that wa functioned
differently in spoken discourse as opposed to written discourse. Their finding was that
the majority of the uses of wa in spoken narratives is detined as locally (contrastively)
motivated, while globally motivated thematic use of wa appears infrequently. Clancy and
Downing also found that within their three sets of spoken narratives, there was a
difference in the use of wa. Cartoon narration in which participants had time to plan their
story prior to telling it is more similar to written discourse than other oral narratives in
which the participants did not have time to plan prior to their oral narratives. Clancy and
Downing discovered that the difference between their findings and Maynard’s findings
can be explained by the availability of planning time which allows for the speakers to
organize their texts. In written text/cartoon narratives. writers/speakers have more
planning time to organize their texts which increases the usage of the thematic wu and
utilization of discourse boundaries which improves explicitness in discourse structures
and control over reference establishment. Taking into account the complex nature ot wu
revealed in spoken and written narratives, in the following two sections 1 report on the
distributional patterns of wa, niwa, and dewa in spoken/written discourse.

5.3. Overview of Spoken Discourse
5.3.1. Data Analysis in Spoken Discourse

Table 5.1 shows the distribution of the topic marker wa when used as a locative
marker, and the Japanese locative markers 7 and ¢ followed by wa with respect to the
frequencies of the contrastive/thematic wa. The first row indicates the distribution of wa,

niwa, and dewa, the second and third rows indicate the frequency of the



thematic/contrastive use of wa respectively. and the last row indicates the total
frequencies of wa, niwa, and dewa. Following Maynard, | use the term “thematic™ to
refer to a linguistic device; NP-wa has the power to operate beyond the clause/sentence
level (the intersentential relations) rather than just on the intrasentential level.” I consider
war in miva dewa in discourse to operate on the intersentential level "

Table 5.1: Frequency of Occurrence of Locative Postpositions #/ and «/¢ and Thematic/
Contrastive Marker wa in Spoken Discourse

wa niwa dewa | Total |
Thematic 2 2 I 5 (333%) |
Contrastive 3 S 2 10 (66.7%)
Total 5 7 3 15 (100%)
frequencies !

As shown in Table 5.1. locative phrases marked by miwa occur 7 times, and
locative phrases marked by wa alone occurs 5 times. Locative phrases marked by dewa
appears only three times in the spoken data, which I will come back to this in section
533, Notice that 10 cases (66.7%) of wa in the spoken discourse were used in
contrastive function, rather than thematic. Although the total numbers of wa, nivwa, and

dewa are small, this study is still consistent with Clancy and Downing’s (1987) study

“ Maynard’s definitions of theme/contrastive arc different from oncs proposed by Kuno (1972, 1976) who
originally made a distinction between theme and contrastive. Kuno's definition of contrastive wa includes
two possibilities. positively and negatively expressed contrastives.  Maynard includes the so-called
“contrastive wa' in the category for “thematic wa . and called it “contrastive thematic wa'.  What she
excludes from thematic wa arc negatives followed by wa and wa in idiomatic cxpressions.  Clancy and
Downing’s definition of thematic/contrastive also diverges from Maynard’s. Clancy and Downing
cmphasize a broader range of: contexts for contrastive wa which extends bevond the interclausal level. It is
important to be aware of how rescarchers define “thematic™ and “contrastive” in their studics. However. this
issuc is beyond the scope of the current study.

" Unlike ga wa which mark discourse participants in narmatives. niwa dewa marks locative noun phriscs
which hardly find a place on the thematic progression.  Rather. wa in niwa dewa signals 1o
listeners/readers which locative sct should be focused on in given narratives.
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that points out that in spoken discourse the contrastive wa is dominant, rather than the
thematic wa. "'
5.3.2. Analysis of niwa in Spoken Discourse

I observed that the results from spoken discourse confirm Clancy and
Downing’s results. They state that the majority of wu occurrences in spoken narrative is
characterized as locally (contrastively) motivated. rather than globally (thematically).'”
In the spoken data of this study. contrastive wa occurs more frequently than thematic wu
both in ni de marked locative phrases and in wa-marked locative phrases. Five out of the

seven niwu phrases were contrastive with negation. Some examples of contrastive wa

with negation are presented in (5.14), (5.15). and (5.16).

(5.14) maharaja ni  wa haire-nai.

Maharaja LOC TOP  can enter-NEG

'(one) cannot get in Maharaja. a dancing hall.’ [Misato: 13]
(5.15) inaka ni wa (kojiki wa) Ima-sen vo.

Country side LOC TOP is-NEG FP

'there are no homeless in the country side.’ [Homeless: 3]
(5.16) souiu sekal ni  wa ashio fumiire-taku-nai wa.

such aworld LOC TOP  foot ACC step in-NEG FP

'l don't want to step into such a world." [Zeitaku: 0]

The remaining two cases of niwa were thematic. Observe example (5.17) where wu is

used as a thematic marker to globally organize the following story from speaker K of her

" The percentage of contrastive wa would increase if 1 adopted Clancy and Downing's definition of
contrastive. which is a broader. Clancy and Downing’s definition of contrastive includes affirmative
contrast. which Maynard refers 10 as “contrastive thematic”.

= Fujii-Ucno (1987). who examines two storics. Taketori monogatari *A Tale of a Man Named Taketori’
(A.D. 900) and Genji monogatari “Tale of Genji® (A.D. 1008). suggests that the historical development
from the 10" century reflects the functions of wa: contrastive. theme crcation. and theme maintenance.



friends'":
(5.17) 1:K:... Hokkaidoo ni wa. K: In Hokkaido,
2:  futari tomodachi ga irun da yo=. | have two friends, you know.
3:  toka, Didn't I tell you. elder sister?
4. oneechan ni,
S:  yutta desho.
6:  hitort ga,
7: M: hitori ga, M: The one who has come to Oregon?
Oregon ni kiteru ko da [tta de]sho?
9. K: [un] K: Yes.
10:M: to moo hitori wa, M: The other one has been a good
R moo, friend since | was in Japan.
12: nihon toki kara.
13: nakaii ko de. [Ojoosama: |]

In example (5.17) speaker K tries to remind speaker M that in this conversation she
had told her that she has two friends in Hokkaido. Hokkaido niwa “in Hokkaido™ in line
one serves as a list which makes a contrast between one friend in Oregon mentioned in
line eight and the other one in line twelve. Example (5.17) can be considered to be
another example of “the stage-setting construction” discussed in the section 3.5. since the
miwa-marked location, Hokkaido niwa, indicates the location where the ga-marked
participants, new discourse participants, futari tomadachi ga, “two friends’ are introduced.
3.3.3. Analysis of dewa in Spoken Discourse

1 observed that there were only three cases where dewa followed a locative phrase
in the spoken data. Since dewa-marked locations hardly occur in spoken discourse, it
would appear that dewa-marked locations are used to confer some special status

associated with certain speech style. For instance, Martin (1975: 66) states that the

sequence of dewa in any of its uses optionally contracts to Zva fa/. This implies that

1 Example (5.17) would be classificd as contrastive in Clancy and Downing’s definition of contrastive.
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spoken discourse. especially informal conversation, might reveal a wide range of
expressions similar to dew such as zyaa and other expressions such as nanka, “something
like that’, and —fe "a contracted form of a quotative foam™.'* Observe example (5.18),

one of three rare cases where dewa was used to mark the location.

(5.18)

I:T: . sono... gyookai de wa toppu na no. T: The company ranks as top in that
2 ...ano ne=, industry. | heard that they

3: ...maaketto no ne, dominate more than 60%o of the
4 ...rokuwari= ijoo shimete ru mitai ne. market.

[Hamada: 7]
In (5.18) speaker T talks about a company’s reputation with his colleague at a bar. In line
one, speaker T uses the dewa-marked location. sono gyookai dewa “in that industry™ to
specify where the company, previously mentioned. ranks as top. Notice that speaker T

could possibly use juua instead of dewa, without changing the speaker’s intended meaning.

5.3.4. Analysis of wa in Spoken Discourse

In section 5.3.1., I reported that there were five cases where wu alone marks
locative phrases: two instances of the thematic wa and three instances of the contrastive
wa. In this section, | discuss these cases in more detail. There are three wu-marked

locations in which ni could have occurred. and there are two in which ¢ could have

occurred. Observe example (5.19).

14 . . . . -~
Further rescarch nceds to be carried out to find the various expressions which represent cquivalent
functions of wa in spoken discoursc.



(5.19)
I:R: .. un. R: So she did not go.
... ika[nakatta]. H: Then, she could not see the koala, could she?
2:H: [koara ni, R: No, no. no.
3 ae]nakattan da ne. H: She could not see kangaroos. either.
4 ja. R: No, she could not.
5:R: .. so00 soo0. H: I see.
6 H: .. kangaruu toka ni. R: She went to Brazil. instead. vou know.
7:R: .. 500 500 $00. H: Pardon?
8 ... soo nan da [yo].
9:H: [so]kka.
10:R: ... Burajiru wa.
11 itte kita tte.
12 Bura(jiru] hora.
I5:H: [ee]? [Ryokoo: 6]

In example (5.19) speaker R is reporting to speaker H that her friend did not go to
Australia as she had planned. In line ten, speaker R mentioned Burajiru wu, Brazil
followed by wa, contrasting with Australia where she did not go. This wu-marked
location does not appear in a negative sentence, but | classitied it as the contrasitve
marker wa. This is a case where the allative marker n/ could have occurred between

Burajiru and the contrastive marker wa. Observe example (5.20).

(5.20)

1. M: kon=na hikukute M: The seat of the car is so low like this.

2: ko=nan de. You cannot sit on the back seat.

3:  ushirowa

4. norenai. [Zeitaku: 2]

In example (5.20) speaker M is commenting on a new car which her brother
recently bought. In line 3, speaker M mentions the wa-marked location. ushiro wa “on
the back seat’. This is a case where the contact marker #i is not used between ushiro and

wa. Observe example (5.21).




(5.21)

1: H: ja H: Then who is working
2:  Shibata san no shita wa ima dare ga yatte n no? as an assistant for

3: T: dare mo yatte nai n ja nai? Mr. Shibaia?

T 1 assume that he does not have
any assistant.
[Hamada: 12]

In example (5.21) speaker H is talking about the work place. Speaker H asks who
is working under Mr. Shibata. In line two speaker H uses a locative noun shita “under’
followed by wa, Shibata san no shita wa “under Mr. Shibata’. This is a case where the
locative postposition ¢ could have occurred between s/ita and the thematic marker wa.
Notice that in examples (5.19) through (5.21) all wa-marked locative phrases are
positioned at the beginning of clauses. These results support Martin's observation that
any adjunct can be placed at the beginning of the sentence and set off by major juncture
to form a theme.

In sum, the data | have examined seem to support Clancy and Downing’s (1987)
study, as the primary function wa, contrastiveness, appears to be salient. at least in
informal spoken conversation, when wa is used alone tollowing a locative expression or
in combination with locative particle, ni. Dewa appeared infrequently in informal
conversation. [ have also observed that when wa follows a locative expression, it comes

at the beginning of the clause. In the next section, I discuss the distribution of wa, niwu,

and dewa in written discourse.



5.4. Overview of Written Discourse
S.4.1. Data Analysis of Written Discourse

Table 5.2 shows the distribution of the topic marker wa when used as a locative
marker, and the #i and de followed by wua with respect to the frequencies of the
contrastive/thematic wa in written discourse.

Table 5.2: Frequency of Occurrence of Locative Postpositions ni and ¢/ and Thematic/
Contrastive Marker wa in Written Discourse

wa L niva dewa ' Total ;
Thematic 9 (100%) | 112 (85.5%) 32 (88.9%) 153 (86.9%)
Contrastive 0 (0%) 19 (14.5%) 4 (11.1%) 23 (13.1%) |
Total 1 9 (100%) 131 (100%) 36 (100%) [76 (100%) !
Frequencies ’ | ‘

As Table 5.2 shows. the locative phrase marked by niwa occurs most frequently
(131 times). and the locative phrase marked bv dewa occurs at the second highest
frequency (36 times). Notice that the thematic wa appears (86.9%) more frequently than
the contrastive wa (13.1%). The result of high frequency of the thematic wa in my data s
consistent with Maynard (1980) who claims that the thematic wa appears dominantly in
written discourse. Note that the current study diverges from Maynard (1980) in that |
examine how writers introduce locative settings while Maynard examines how writers
introduce the main characters in discourse. Despite these differences, the two studies
support the claim that the major role of the thematic wa is globally motivated in written
discourse.
5.4.2. Analysis of niwa in Written Discourse

Table 5.4 illustrates the distributional patterns of ni followed by wa with respect

to the different senses of n/ which I introduced in Chapter 3. The first row represents
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four different schemata for mi: simple stative, complex stative, allative, and contact. |

repeat the definition of each category below.

(1) the simple stative location marker is often accompanied by predicates such as iru aru
“there is/are” and sumui “live’. The stative sense for these predicates is inherent to the
verbs or nouns at the lexical level. A simple stative profiles one single state.

(11) the complext stative location marker is accompanied by predicates which include an

aspectual morpheme -¢ iru -te aru which are morphemes that change non-stative
verbs to stative verbs. A complex stative often profiles the final stage or profiles a

repetitive process as a single state.

(I11) the allative marker is accompanied by motion verbs such as /kw “go”™ and kuru
‘come’.

(1V) the contact marker »i is accompanied by attachment verbs such as /iarn “put on’.
ataru’ hit on’, and Aakaru “hang”. A contact marker is different from an allative in
that the former’s primary focus is on the endpoint of the movement.

The second and third rows represent the occurrence of the thematic wua and the

contrastive wa, respectively. As a comparison, the distributional patterns of n/ alone

from the same written discourse which [ discussed in 3.10 are included in the fourth row.

Table 5.3: Frequencies of Occurrence of Locative Postposition #/ Followed by Thematic/
Contrast Marker wa in Written Discourse

T Simple i Complex U Allative | Contact Total i
stative | stative |

Thematic | 42 52 12 6 112 (85.5%)
Contrast 10 3 : 2 19 (14.5%)
Total 52 55 16 8 EY
Frequencies | (39.7%) (42%) (12.2%) | (6.1%) L (100%)
niwa
Total 256 147 555 164 1122
Frequencies | (22.8%) (13.1%) (49.5%) (14.6%) (100%)
ni
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As shown in Table 5.3, the majority of niwa-marked phrases in written discourse consists
of the complex location marker (42%) or the simple stative marker (39.7%). Viwa
appears as an allative marker (12.2%) and as a contact marker (6.1%) respectively.
Compared to the distributional patterns of niwa illustrated in the fourth row. it is clear
that there are significant differences between the distributional patterns of n/wa and those
of ni alone. For instance. the trequency of the complex stative marker »i is highest for
niwa (42%), whereas the frequency of the complex stative marker is not so high for m
(13.1%). Moreover, the allative marker did not appear frequently for niwa (12.2%),
while it trequently appears for 1/ (49.5%). Some of the examples for the complex stative
for niwa from written discourse are described in (5.24), (5.25). and (5.26).  The tunction
of the complex stative ni followed by wa is to provide detailed descriptions about the
settings, which cohesively signals for readers to focus on the scene.

(5.24) mado ni  wa taoru to unndooyl ga hoshi-te-aru.

window LOC TOP towel and shirts NOM  drv-CONJ-ASP

"above the window towel and shirts are hanging.”
[Sawaki: 42]

(5.25) yuka no wue ni wa biniiru ga hii-te-aru.
floor GEN on LOC TOP plastic sheet NOM spread-CONIJ-ASP
“there is a plastic sheet spread out on a floor.” [Mure: 107]
(5.26) poketto no naka ni wa  chizu ga hait-te-ite.
pocket GEN insidle LOC TOP cheese NOM put in-CONJ-ASP
*(he) has cheese inside his pocket.” [Shiina: 19]

The results shown in Table 5.4 show that it is hard to topicalize the allative
(12.2%). This result could be explained by Noda's generalization that the closer a noun

phrase is to predicates, the more difficult it is to topicalize the noun phrase. The allative
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g evidence for Noda's observation, since the

case from the our data provides supportin

allative is closer to the predicate compared to other noun phrases.

5.4.3. Analysis of dewa in Written Discourse

Table 5.5 illustrates the distributional patterns of the Japanese locative
postposition e followed by the topic/contrastive marker wa with respect to the difterent
predicate types co-occurring with «fe. The first row represents three difterent schemata
for e which | discussed in Chapter 4. dvnamic, less-dvnamic. and non-dvnamic

(adjectives, adjectival nouns, and nouns). I repeat the definitions of each category.

(I) /DO/ verb in Japanese as defined by Jacobsen. These verbs are roughly equivalent to
Vendler's activity verbs, accomplishment verbs, and achievement verbs, Activity
verbs take a progressive reading with -t¢ iru. Achievement verbs show events that
are happening at a give point in time. Accomplishment verbs refer to the process that
leads to the endpoint when the action is completed. The existential verb which
denotes the existence of an event is included in this group.

(11) /HAPPEN/ verbs in Japanese as defined by Jacobson (non-agent predicates). These
verbs are the equivalent of Vendler's category tor some achievement and
accomplishment verbs. These types of verbs take only perfective meanings when
they are used with the nominative marker and with the aspectual marker /e iru.
Prototypical passives are also included in this group.

(I11) Noun phrases (with a copula) and adjective/adjectival nouns phrases fall into this
group. Adjectives and adjectival nouns in Japanese are equivalent to adjectives in
English. It is possible to put nouns and adjectives and adjectival nouns into one
group, because the time dimension is not profiled.

The second and third rows represent the occurrence of the thematic wa and the

contrastive wa, respectively. As a comparison, the distributional patterns of ¢ from the

same written discourse discussed in 4.7.1. are included in the fifth row.
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Table 5.4: Frequencies of Occurrences of Locative Postposition ¢ Followed by
Thematic/Contrast Marker wa in Written Discourse

Dynamic Less-dynamic | Nouns, adjectives, ' Total |

predicates predicates and adjectival | |

noun phrases E !

Thematic 12 [ 9 132 ?

Contrast 10 4 0 K !

Total 12 (33.3%) | 15(50%) 9 (16.7%) | 36 (100%) !

Frequencies of | ! :
dewa I i

Total 56 (73.3%) 14 (16.3%) | 8(10%) : 80 (100%) '

Frequencies of | ‘ :

e ? 1 i

As described in Table 5.5, the majority of dewa-marked locations in written
discourse occurs with less-dynamic predicates (50%). Some examples for dewa-marked

locations are presented in (5.27), (5.28), and (5.29).

(5.27) gakkai de wa aiteni mo sarenai.
conference  LOC TOP nobody has anything to do with you
"In a conference | am ignored.” [Murakami: 43]
(5.28) tengoku de wa nfuufu ni nar-eru.
heaven LOC TOP good couple become-can
“In heaven they will be a good couple.” [Ekumi: 134]
(5.29) korekarano nihon de wa bunkei no  katami wa

Future GEN Japan LOC TOP humanity GEN position TOP

semakunaru  ippoo da yo.

become narrow only COP FL

"In future Japan, the humanities position will become few.” [Shiina: 22
Dewa occurs with dynamic predicates (33.3%) and dewa occurs with nouns, adjectives,
and adjectival noun phrases (16.7%). | would like to make two points from Table 5.5.

First. compared to the distributional patterns of de indicated in the fifth row, there is a

difference in distributional patterns in ¢ when used alone and when followed by wa.
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That is, there is a tendency for dewa to occur with less dynamic predicates. a point to
which [ return in section 5.5.  Second. dewa co-occurring with dynamic predicates did
not mark a location contrastively at all in the data. which does not support McGloin’s
contrastive hierarchy. According to McGloin. there is a likelihood of a contrastive to
thematic continuum for wa. HWa in dewa is more likely to be used as contrastive than wu
in niwa.  However, written discourse data do not provide any supporting evidence tor
McGloin’s hypothesis. since wa used with a locative ni (in my category. simple stative)
appeared contrastively and since wa used with a locative de (in my classification,
dynamic «¢) was not used as a contrastive marker at all.  This counter-evidence for
McGloin’s contrastive hierarchy may be due te the limited amount of data.
5.5. Wa and Schemata for de

In section 5.4 I reported that the data shows that ¢ and dewa are ditterent in
terms of the distribution patterns of predicates. That is, in written discourse dewa is
likely to co-occur with less dynamic predicates (48.6%) rather than with dynamic
predicates (27%). I also found that «ewa hardly occurs in the data of spoken discourse.
Based upon these findings, I stress the following three points: 1) the importance of
investigating natural discourse. 2) the motivation tor exploring different schemata for e,
and 3) the motivation for event setting schema of de.

First, I will review sentences from section 1.2. which suggest that the prototypical
sense of de might not be a dynamic sense (Morita 1987, Nakau 1995; Tanaka 1998;
Kumashiro, personal communication). Observe the following sentences (5.30) and (5.31).

which are both constructed sentences.



(5.30) Nihon de wa futtobooru wa  amari ninki ga nai.
Nihon LOC TOP football TOP very much polarity NOM  NEG
"Football does not have much popularity in Japan.”
(Kumashiro, personal communication)

—
N
LI
—

N

Fujisawa de  kono mise ga  ichiban umai.

Fujisawa LOC this  shop NOM best tasty

“This shop serves the best food in Fujisawa.” (Tanaka 1998: 44)
In sentence (5.30), the non-dynamic predicate, amari ninki ga rnai, *not popular’
is used in conjunction with the de-marked location, Nihion de. “In Japan™. In (5.31) the
adjectival phrase ichiban umai is used in conjunction with the «e-marked location,
Fujisawa de "In Fujisawa’.  In Chapter I, [ suggested that sentence (5.30) might not be a
good example to reject the dynamic sense of de¢ because of the failure to examine what
the topic marker wa does in natural discourse. Discourse analysis shows that e and
dewa are different in terms of the distribution patterns in the co-occurring predicates.
This suggests that it is too simple to conclude that ¢ and dewa have the same functions.
Similarly, [ pointed out that (5.31) might not be a good example to reject the dynamic
sense of de, since (5.31) is part of a specific construction, the superlative. The natural
discourse data has shown that this type of ¢ did appear and it appeared only to a limited
degree. This suggests that there is a need tor exploring the network model for «/e.

Notice that | have shown that there are three important characteristics of «/¢ and
dewa distributions existing within the natural discourse data. That is, 1) de is capable of
marking a wide range of predicates, 2) de frequently co-occurs with prototypically
dynamic predicates in both spoken and written discourse, and 3) dewa and e are

different in terms of predicate types which co-occur in written discourse. Namely, dewa

is strongly associated with less-dynamic verbs, e.g. /HAPPEN/ types in Jacobsen's
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terminology, whereas ¢ as a locative postposition when not in combination with we.
tends to co-occur with dynamic predicates in both spoken and written discourse. These
findings suggest that it is an oversimplification to position both ¢ and dewa into one
category. This is a case that supports the semantic theory that the whole can be greater
than the sum of the parts. /ewa is a construction of the postposition ¢ and the topic
marker wa, but it is much more than merely the combining of ¢ and wa. It creates its
own conventionalized unit of linguistic expression.

In Chapter 4, I proposed that «e. has three different schemata: dynamic de. less
dynamic de, and non-dvnamic de. These different schemata allow us to give an
appropriate account for different distributional patterns of «fewa and . Discourse
analysis reveals that there are different degrees in the locative phrases in topicalization.
One possible interpretation for this finding is that ditferent schemata for «/¢ correspond to
difterent degrees in topicalization. Figure 52 illustrates the degree in topicalization

relative to the different schemata of d/e.
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Abstwract spuce Physical abstract space Physical space
Noun, Adjective Less-dynamic More Dynamic
Nominal, Adjective Predicate Predicate

ot
.
.
o
.
.

@ .-"' C= conceptualizer
Less likely to «—> More likely to 3  Lesslikelyto
be topicalized be topicalized be topicalized

Figure 5.2: Degree in Topicalization Relative to «¢_and Image Schemata for e

Although the model for the semantic network for «e and wa is a working
hypothesis. discourse analysis has shed light on the important aspect of the interaction
between the locative « and the topic marker wa. The semantic nature of /e and the topic
marker wu in the data are also consistent with some observations on «e from previous
studies. For instance. Nakau (1995) points out that e marks very abstract space which
he refers to as psychological space. My network model for d¢ accommodates his view
since de has several schemata and these schemata vary in terms of degree of
topicalization and abstractness. Second, Kumashiro (2000) points out that the «e-marked

location can refer to an abstract space (see sections 1.2.3 and 2.4 e.g. (1.42) Suisu de
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kokusai kaigi ga yoku hirakareru. “that international conferences are often held in
Switzerland’). My network model for ¢ is also compatible with his view on de. |
adopted Kumashiro's locative setting schema by adding one more schema for de. for
nouns, adjective nouns, and adjectives. bv connecting them within the tramework of the
network model for «/¢. Third. Tanaka points out that e used with adjectives is part ot the
superlative construction (cf. (5.3) above), and suggests that it might not fit the dynamic

schema for de. However, my network model accommodates the conditions of ¢ as not

. . . . L
only dynamic but also inclusive of the less dynamic case. -

5.6. Summary

Although the number of occurrences of wea and the combination of the locative
postpositions ni de with wa are relatively small, discourse analysis shows several
insightful points on the relationship between the locative ni de and the topic marker we.
First, the results from spoken discourse have shown that the frequent patterns of 1/ de-
marked locative phrases followed by the topic marker wa confirm Clancy and Downing's
(1987) study that claim that the majority of wa occurrences in spoken discourse is
characterized as locally (contrastively) motivated. In this study, the primary function of
wa, constrastiveness, appears when used along with a locative expression and in

guests that the function of wa in

=

combination with the locative postpositions. #i. This su
spoken discourse is salient, regardless of the postpositions that may precede it. Second,

dewa-marked locations rarely occur in the informal spoken discourse data. This implies

'* Another possibility for the nctwork model for de is that de and wa together might create another schema.
[ will leave this possibility for future rescarch.



that dewa might have a special status associated with a certain speech style which can be
accounted for by realizing that in spoken discourse a wider range of expressions may be
possible.

Third, my results confirm Maynard's (1980) claim that thematic wu appears
frequently in written discourse: | tound that thematic wa, following the locative markers
ni and de appeared frequently in written data in contrast to spoken data. Fourth, the most
interesting tinding is that the distributional patterns of ni e tollowed by the topic marker
wa are different from those of i de without following wa in terms of the predicate types
which are used with these postpositions. The most frequent occurrence of nivwa is
complex stative marker (42%) as opposed to ni as complex stative marker (13.1%).
When examining de and dewa, | tound that o when used alone occurs as a dynamic
marker 73% of the time, whereas dewa appears as a dynamic marker only 27% of the
time. This raises an important issue of the investigation of the locative postpositions
within discourse, since it reveals complexities for analysis of the topic marker wa and the
functions which are carried out by the locative postpositions #/ and . In section 5.5, 1
argue that the results from the written discourse data clearly show that de plays a role

which has a much greater range than can be relegated to one schema for de.
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CHAPTER 6
SUMMARY AND CONCLUSIONS

6.1. Cognitive Grammar and Discourse Analysis

The major part of this study has tfocused on a cognitive analysis ot the Japanese
locative postpositions n/ and ce. The question I asked at the beginning of this study is the
following: how do speakers of Japanese construe and express space by using the two
distinct postpositions ni and de? My tentative answer is that speakers of Japanese make a
choice between mi-marked and «e-marked locations in discourse. and that making the
semantic choice involves complex cognitive processes which are accounted for by my
proposed network model for /i and de. The conceptual domains reflecting a speaker’s
choice between ni and de do not have a clear-cut distinction. Rather, there is some
overlap between the semantic domains of these postpositions. Based upon previous
Cognitive Grammar (CG) studies, | revised and proposed several schemata for ni and e
within the Cognitive Network model: simple stative ni, complex stative ni. allative ni.
contact ni. dvnamic de, less-dynamic de. and non-dynamic . By evaluating the
Cognitive Network model with the natural discourse data, I argue that the CG approach
provides the most adequate account for the variability between ni-marked and «e-marked
locations. By examining spoken and written discourse intensively, | suggested that there
are many ways to express locations other than mi de. This includes the usage of topic
marker wa, non-occurrence of the locative postposition, and alternative expressions

which represent the equivalent functions to #i de in spoken discourse '

" Alternative expressions found in this study are e and nanka.
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In Chapter 1. | presented an overview of descriptive studies/generative
approaches to these postpositions and pointed out that descriptive studies/generative
approaches are unlikely to provide a unified account for the variability and subtle
semantic distinction between ni and de in actual usage. [ argued that CG theory. whose
theoretical assumption is that language mirrors human conception. provides an adequate
semantic account for the Japanese locative postpositions #/ and de. | discussed five
major works related to this present study in the framework of CG: Kumashiro (1994a.
1994b, 2000). Kabata and Rice (1997), and Kabata (2000). However, these studies do
not discuss the full range of locative usages of «/¢. and these studies do not focus on the
subtle semantic difference between ni and e which appears in natural discourse. This
study aims to fill in the gap in CG studies and to provide a more complete semantic
analysis of the full usage of m and ¢ within the framework of CG by examining the
natural discourse data

In this study. | attempted to test Langacker's usage-based mode] that emphasizes
the actual use of linguistic expressions and a speaker’s knowledge of linguistic
conventions. Throughout this study | have stressed the importance of using natural
language data, which few CG linguists have seriously emploved at this point (ct.
Brugman 1981, Arnett 1995, Van Hoek 19935, Kabata 2000.) To test Langacker's usage-
based model. I chose two different types of discourse: informal spoken discourse and
written discourse from novellas. Milroy and Milroy (1985) argue that spoken language
drastically diverges from novels, short stories, and written language, and Chafe (1994)

claims that spoken discourse reveals the more intricate connection between cognitive
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processes and linguistic expressions. Based upon these two claims. I used two ditterent
types of discourse to examine Langacker's usage-based model. An examination of two
different types of discourse might not be enough to make completely clear all of the
semantic structures of ni and de existing in a speaker’s mind. However. | strongly
believe that my approach to natural discourse has already vielded fruitful results
regarding the semantic and discourse natures of #/ and e which could not been examined
in depth in other approaches.

In Chapter 2, | provided an overview of prototype theory and network models
which play a vital role in this study.  The basic assumption of Prototvpe Theory is that
complex linguistic expressions are likely to be polysemous, and the meanings should be
organized with respect to a prototype. Following Geeraets's (1988. 1989) and Rice’s
(1996) approaches to prototype theory. among others, I examined both the type trequency
and the functions that the Japanese postpositions ni and e carry out in discourse with an
emphasis on natural discourse, and proposed a network model for n/ and < in the spatial
and temporal domains.

In the framework of CG. Kumashiro (1994b) makes an important claim: i
profiles the dependent relationship. while «¢ profiles the autonomous refationship.
Kabata (2000) claims that the ditfference between ni and de lies in the contingency of
verbs. That is. #/ has more contingency with verbs, while ¢ has less contingency with
verbs. Both Kumashiro and Kabata propose a network model for the lexically complex
postposition ni: the former proposes a one-dimensional model and the latter proposes a

multi-dimensional model. Both claim that the prototypical meanings of the Japanese
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postposition #i lie in the spatial domain. e.g. allative/goal and stative. Along the lines of
CG research, | stress that the notions of stative and process proposed by Langacker are
essential to the analysis of m/ and e, Particularly, I focus on Langacker’'s PERF. which
“serves as changing a process into a state” an instrument for the analysis of the less
prototypical ni which co-occurs with less-stative verbs (in my category, “complex
stative’). Following Kabata (2000). I refined the network model for #i by adding a few
revisions to Kabata's model. For instance. my definitions of simple and complex stative
slightly diverze from Kabata's. To accommodate the less stative n/ e ¢. some repetitive
and resultative constructions which co-occur with ni-marked locations. I emploved a
broader but more explicit schema for the complex stative ni. This complex stative ni co-
occurs with the aspectual markers -r¢ iru and -r¢ aru, and profiles the final stage ot some
series of sequential states or re-profiles a repetitive process.

Previous studies (Morita 1987; Nakau 1995, 1998. Tanaka 1997. Kumashiro.
personal communication) point out that the prototypical usage of e might not be
dynamic, although the descriptive/pedagogical grammar (Kuno 1973, Jorden and Noda
1987. Makino and Tsutsui 1983) stress that the basic semantic characteristic of the
location marker de is associated with dynamic predicates. action verbs. and event nouns.
My solution to this problem in this study is to examine the usages in real discourse and to

propose schema for ¢ broad and comprehensive enough to accommodate all locative

usages of de. The basis of my network model is Kumashiro (2000) who provides the e
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schema for the setting for the event* [ refined his model by adding two more schemata
for de: 1) one for "non-dynamic de’, which co-occurs with nouns, adjectives. and
adjectival noun phrases, and 2) one for “dynamic de’. which co-occurs with dynamic
predicates. Having two ditferent schemata tor dynamic and less-dynamic predicates. it
is possible to explain related phenomena such as the degree of topicalization and
speakers” choice between 7 and de. | adopted Jacobsen’s (1982) notion of transitivity
tor classifving Japanese predicates co-occurring with e-marked locations.

This study addresses pragmatic and functional issues relevant to the natural
discourse data. | discussed the topic/contrastive marker wa used with locational
expressions, both alone and following ni and de.  The interaction between the topic
marker/contrasive wa and other postpositions including locative postpositions has been
largely unexplored in previous research. It is ditficult to generalize some aspects of
inquiry in this study particularly with the lack of previous studies and with the small
number of relevant tokens found in this study. However. I argue that the difterent degree
of topicalization can be considered to be supporting evidence for difterent schemata for
de. 1 also examined the validity of McGloin’s contrastive hierarchy in relation to the /-
de- marked locative nouns. The data did not support McGloin's hypothesis since the
locative nmiwa appeared constrastively, while the locative dewa was not used
contrastively at all. This is counter to her prediction that dewa is used more contrastively
than niwa.  Since the number of occurrences is small, the results from this study are not

conclusive,

* Kumashiro's broader schema for sctting cvents is basically equivalent to a schema for less-dynamic de in



6.2. Summary of the Findings
6.2.1. Spoken Discourse

In the following sections. | provide summaries of the findings in terms of
discourse types.  Overall the results from spoken discourse have provided supporting
evidence for the proposed network model tor /i and ¢ and have revealed the complex
nature of spoken discourse data. That is. the most frequently appearing senses of ni in
spoken discourse were prototypical usages of ni, simple (29%) and allative (52%). as
Kabata and Rice (1994) and Kabata (2000) suggest.

I discussed two phenomena observed in the spoken corpus: the non-occurrence of
postpositions and the stage-setting construction. The former shows that the locative non-
occurrences in informal conversation are unique to /. | pointed out that two main
conditions related to non-occurrence are verb type (motion verbs) and discourse factors
(reference establishment). | suggested that Tkegami's (1987) proposal which claims that
the goal is more salient than the source is useful for explaining the non-occurrence of the
allative marker in spoken conversation. Although the number of relevant cases
(indefinite/interrogative) is small, my findings also confirm Fujii and Ono’s (2000)
research which demonstrated that a discourse factor, the establishment of referentiality in
discourse. 1s crucial for the non-occurrence of the accusative marker o.

Moreover, spoken discourse presents important aspects of the relationship
between the topic/contrastive marker wa and the locative postpositions, #/ and e, in spite

of the small numbers of occurrences of the topic marker wa and the one used in

my study.



19
[9%]
N

conjunction with # and . The pattern of occurrences of we in this study is consistent
with Clancy and Downing’s (1987) study which claims that the majority of wu
occurrences used for discourse participants is characterized as locally (contrastively)
motivated in spoken discourse.
6.2.2. Written Discourse

Similar to spoken discourse, written discourse data provides supportive evidence
for the claim that the prototypical usages of »i in written discourse are the simple stative
marker (23%) and the allative marker (50%). These findings provide a strong basis for
the proposed Cognitive Network model. The results also show that <« could co-occur in
conjunction with a wide range of predicate types, including less-dvnamic predicates.
nouns, adjectives, adjectival nouns, and the passive. My findings show that the locative
postposition ¢ is most likely to co-occur with dynamic predicates (77%). [ argued that
the dynamic element of e is merely symptomatic, underlying a dynamic/non-dynamic
continuum within a network model.

Particularly, there are many postural predicates such as suwaru “sit on” and ratsu
‘stand” which are followed by the aspectual marker r¢ iru in written discourse.
However, some of these cases are quite ambiguous, since they appear to co-occur with
either the simple stative or the contact markers depending on the context. The peculiarity
of posture predicates has been pointed out by those linguists who have studied aspectual
systems such as Jacobson (1992), Smith (1983), and Talmy (2000). Unlike spoken
discourse, postpositions were never omitted in the main text in the novellas and short

stories examined in this study. Two cases of non-occurrence found in the written
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discourse are of indefinite pronouns, which represent the tvpical case in spoken discourse.
Another interesting finding from written discourse is an example describing a writers’
choice between 1/ and dde. 1 argued that the semantic choice between 1/ and de is possible
only when the less dynamic predicate is used. Furthermore. [ pointed out that my
account ot the choice between ni and o is similar to Smith’s (1983) argument regarding
non-standard aspectual choice in English. Smith proposes that speakers choose aspectual
meanings since they present situations from a certain point of view and events may be
presented as states and states as events. The results from written discourse are consonant
with Maynard's (1980) claims that the main function of wa in written discourse is as a
thematic marker. Comparing to the distributional patterns of niwa as opposed to /. the
high frequency of the complex stative ni was observed when it is used in conjunction
with wa. The tunction of miwa in written discourse is to provide detailed information on
the setting. Likewise, comparing to the distributional patterns of dewa as opposed to e,
high frequency of less-dynamic of & was found when it is followed by wa. The main
function of dewd is to provide detailed description about the setting which readers should
telescope into as the scene of story.

6.3. Limitations of the Study

I brietly mention two limitations of this study. First, as stated in Chapter 3.

the numbers of occurrences of wa, niwa and dewa in the spoken discourse database and
the numbers of occurrences of wa and dewa are small; therefore, it is difticult to make a
generalization about the nature of the topic/contrastive marker wu in relation to the

locative postpositions, i and de. Future research based upon a larger database of natural



257

discourse will allow for a more thorough analysis of the topic marker wa used alone
following locative expressions and in combination with the locative postpositions »/ and
de. Second, the number of speakers in the spoken discourse database and the number of
authors in the written discourse database might not be sufficient enough to base
irrefutable claims on; therefore the variability appearing within individuals is a weakness
of this study. Despite these limitations, this study demonstrates the value of qualitative
analysis of the functions of the locative postpositions from a cognitive grammar approach.
6.4. Directions for Further Research

I make three points regarding directions of further research. First, the current
study has examined the usage of Japanese postpositions ni and de as locative markers
since my focus is the investigation of the relationship between language and spatial
expressions in the framework of Cognitive Grammar. As stated in sections 4.1.2 and +.2..
the usage of the Japanese postposition «e is not limited to locative marking. /)¢ has
several semantic functions: the instrumental marker, the material marker. the
cause/reason marker, the impersonal agent marker, etc. Similarly to the lexically
complex ni, which has been discussed widely, some usages of ¢ have a semantic overlap
with other postpositions (e.g. postposition kara “from™ and postposition ¢ can be both
used as a material marker.) Clearly, it will be worthwhile to explore a complete
cognitive network model for de, not just in the spatial and temporal domains. but in all

semantic domains.’

3 Sugai’s (1997) rescarch on the semantic analysis of ¢ is noteworthy: however. it does not provide
network model and it does not look at natural discourse data. ¢ither.
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Second. I provided brietf accounts for historical studies of 7/ and e in section 2.8.
One of the accounts argues that e is derived from a combination of the postposition i
and a conjunctive form of an Old Japanese verb. This historical account of ¢ could be
considered as another justification for the de schema co-occurring with dynamic
predicates in the proposed network model. That is. e has a strong association with
dynamic verbs examined in the data. Furthermore, Mabuchi's (2000) study presents
interesting aspects of diachronic changes of de. e g. changes from adjunctive use to
argument use. A further direction of the application of CG will be to establish a network
model for e and test the network model with empirical evidence including historical
texts and regional variations.

Last, but not least, [ briefly make a mark on an application of the CG view to the
field of second language acquisition/language pedagogy. In a paper titled “Some
pedagogical implications of cognitive linguistics’. Taylor (1993) advocates that many

vogical grammar. He states

=
<

aspects of cognitive linguistics can be of use to peda
“learning a foreign language will involve not only learning the forms of the language but
simultaneously learning the conceptual structures associated with these forms™ (212). In
recent paper entitled *Cognitive linguistics, language pedagogy, and the English present
tense’, Langacker (2001) suggests that a usage-based model has certain implications for
language pedagogy. Langacker (2001: 5) specifically states:

“cognitive grammar is contextually grounded because all linguistic units are abstracted
from usage events, comprising the full contextual understanding of socially engaged
interlocutors with specific communicative objectives in connected discourse....Hence,
the usage-based perspective provides a theoretical underpinning for what we all know in

practical terms, namely the essential role of context and culture in language
understanding and language learning”.






