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ABSTRACT

Controlled Markov chains (CMC's) are mathematical models for the control of sequential decision stochastic systems. Starting in the early 1950's with the work of R. Bellman, many basic contributions to CMC's have been made, and numerous applications to engineering, operation research, and economics, among other areas, have been developed.

The optimal control problem for CMC's with a countable state space, and with a general action space, is studied for (exponential) total and discounted risk-sensitive cost criteria. General (dynamic programming) results for the finite and the infinite horizon cases are obtained. A set of general conditions is presented to obtain structural properties of the optimal value function and policies. In particular, monotonicity properties of value functions and optimal policies are established. The approach followed is to show the (sub)modularity of certain functions (related to the optimality equations). Four applications studies are used to illustrate the general results obtained in this dissertation: equipment replacement, optimal resource allocation, scheduling of uncertain jobs, and inventory control.
Chapter 1

INTRODUCTION

1.1 Motivation

It is often necessary to study sequential decision processes for stochastic systems, i.e., systems with the following characteristics. The system is dynamic: it evolves in time and its state is observed at each of a sequence of points in time; the decision making is sequential: a decision is made (an action is applied) each time the state of the system is observed; and the behavior of the system is stochastic: the observed state and the applied action at a decision epoch do not completely determine the state at the next decision epoch, but only the probability distribution of that state. Controlled Markov chains (CMC's), the type of stochastic models studied in this dissertation, capture the essential characteristics of sequential decision stochastic systems.

In CMC's, a cost is incurred at each decision epoch, which depends on the current state and the chosen action. To evaluate the overall performance of the system, the Decision Maker (DM) selects a functional of the aggregated costs per stage (a cost criterion). A policy or strategy is a rule or prescription that gives the actions to be applied at each decision epoch under any eventuality, i.e., for each possible state. The optimal control problem is then formulated as the problem of finding a policy that minimizes the selected cost criterion. Most of the literature on the subject consider risk neutral cost criteria, that is, criteria that do not take into account the DM's attitude toward risk with respect to the randomness of the system, e.g., the variance of the cost process. However, in many areas of application, the DM may wish to incorporate that attitude to the cost criterion when choosing a policy. Various approaches to the formulation of risk sensitive criteria for CMC's have been proposed in the literature. Herein, we consider the formulation of the risk-sensitive criteria.
based on von Neumann- Morgenstern expected utility theory. For that approach, it is assumed that the DM’s risk preferences are represented by a utility function \( U : \mathbb{R} \to \mathbb{R} \). We focus in particular on the class of exponential utility functions, which, as we will see, have appealing decision-theoretic properties.

In this dissertation, a study of CMC’s with exponential total cost (ETC) and exponential discounted cost (EDC) as risk-sensitive performance criteria is presented. Our study is closely related to that of Cavazos-Cadena and Fernández-Gaucherand [13, 14, 15, 16, 17], who have recently made important contributions to CMC’s with an exponential average cost criterion and its relation with the EDC criterion; see also [2, 3, 4, 10, 11, 22, 26] for other recent results. We consider the model with a countable state space, a Borel action space and bounded costs per stage. General (dynamic programming) optimality results, such as optimality equations and value iteration schemes, are obtained.

It is well known that “explicit” solutions arising from the optimality equations are obtained only in a few cases, even in risk-neutral models. This fact has motivated the study of “structural” properties of the value function and the optimal policies: it is clearly useful, for analysis and computations, to know when a “structured” optimal policy exists, because then the search for an optimal policy can thus be restricted to the much smaller subclass of such “structured” policies. While there is a vast literature dealing with structured models in the risk-neutral case (see [1, 30, 40, 41, 42, 43, 44, 46] and references therein), only a few (and recent) contributions have been made on that subject in the risk-sensitive context; see [2, 9, 22, 26].

In this dissertation, we study CMC’s structured models, and general conditions inducing structural properties of the exponential optimal value function are presented. In particular, monotonicity properties of the value function and optimal policies are established. We extend an approach frequently used in the risk-neutral context, to obtain monotone optimal policies to the risk-sensitive context. The key point in this approach is to show the (sub)modularity of some functions related to the optimality
equation. In order to follow this approach, basic results are developed concerning the product of (sub)modular functions.

The advantageous use of the specific structure of different classes of problems leads to specific structural results, e.g., the existence of threshold optimal policies. In this dissertation, we develop structural properties of problems in the following areas: equipment replacement, optimal resource allocation, and inventory control.

The inventory control problem, unlike the other two mentioned applications, is modeled as a CMC with cost per stage function depending not only on the present state-action pair, but also on a "random disturbance" (i.e., the conditional distribution of the one-stage cost given the present state-action pair is non-degenerate). When dealing with risk-neutral criteria, the mentioned dependence can be eliminated by replacing the random costs per stage by their expected values. However, for risk-sensitive exponential criteria, the described procedure for solving within-period randomness does not yield an equivalent control problem. Furthermore, unlike models studied more frequently (see e.g., Bertsekas [6]), ours considers random disturbances whose distribution is given by a stochastic kernel that depends explicitly on the prior disturbance. To further illustrate this model we include an application in the area of jobs scheduling.

1.2 Summary of Results

The organization is as follows: in Chapter 2, the formal definition of the stochastic sequential decision problems studied in this dissertation is introduced. The basic framework for CMC's and the classification of admissible policies are respectively presented in the first and second sections. That material is contained in many books and journals on the subject. Particularly important for my study of those topics were the book by Bertsekas [6], Hernández-Lasserre [29], Puterman [40], Ross [41] and the survey by Arapostathis et al [1]. In Section 2.3, a summary of the basic notions
of expected utility theory used in the subsequent analysis is included. Finally, in Sections 2.4 and 2.5, the risk-sensitive versions of the standard criteria, and the corresponding optimal control problems, are defined.

The ETC and the EDC were first studied in, e.g., [18, 20, 31, 32, 33] for the finite state space model. Results in [18, 20, 31, 33], characterizing the (exponential) optimal value function and policies are extended in Chapter 3, to infinite state space models. Moreover, optimization with respect to the set of randomized, history dependent policies is considered here, whereas only Markovian deterministic policies were considered in [18, 20, 31, 32, 33]; see also [7] for related results. In Section 3.1, we present the exponential version of the policy evaluation algorithm (over a finite horizon), which plays a key role in the rest of the chapter. Then, in the same section, we show that, adequately translated to a (exponential) multiplicative scheme, the (finite horizon) dynamic programming algorithm for the (additive) standard discounted and total cost criteria also holds for exponential criteria. In Section 3.2 (3.3), it is shown that the EDC (ETC) is given by a solution of an exponential discounted (total) cost optimality equation, and that deterministic Markovian optimal policies can be obtained from that equation. Finally, it is also shown that the value iteration scheme holds for the EDC (ETC).

Chapter 4 is devoted to CMC’s structured models. In Section 4.1, we provide a set of sufficient conditions on the cost and the probabilistic structure of a CMC under which the optimal EDC (or ETC) function is shown to be monotone (as a function of the initial state). In Section 4.2, it is shown that, under certain assumptions, the decision function of the optimal policy at the t-th stage is monotone (as a function of the state), for t = 0, 1, .... In Section 4.3, we show that the modularity on the set of admissible state-actions pairs of certain functions (related to the exponential optimality equation) guarantees the existence of monotone optimal policies. Moreover, besides considering modularity with respect to the set of admissible state-actions pairs, as in the risk-neutral case, modularity with respect to $A \times \{\gamma \beta^t : t = 0, 1, \ldots \}$ is also
considered, leading to structural properties of the optimal policies with respect to \( t \), where \( A \) is the set of actions, \( \gamma \) is the risk-sensitivity coefficient, and \( \beta \) is the discount factor. Finally, some results about modularity of the product of two functions are established in Section 4.3.

In Chapter 5, we apply results previously obtained in the dissertation to infinite horizon equipment replacement problems with EDC criterion. In Section 5.1, the formulation of the problem as a CMC is presented. In Sections 5.2 and 5.3, respectively, it is shown that under standard conditions, the optimal policy is of the threshold-type and ultimately stationary. Moreover, under mild additional conditions, it is also proved in Section 5.3 that ultimately, it is optimal to follow the risk-neutral stationary optimal policy. Finally, in Section 5.4, we prove the monotonic character of each optimal decision rule with respect to \( t \), the time in which the action is applied.

Chapter 6 includes an application of finite horizon CMC's with ETC criterion to an optimal resource allocation problem. In Section 6.1, the formulation of the problem as a CMC is given. In Section 6.2, we prove structural properties of the optimal value function. In the same section, we show the existence of an optimal policy such that the optimal decision rules are increasing functions of both the state \( x \) and the time \( t \). In Section 6.3, we analyze the allocation problem under additional convexity conditions on the transition law, obtaining further structural properties for the optimal policy. Moreover, this structured optimal policy is compared with that corresponding to the risk-neutral allocation problem (which is obtained in Appendix A). In addition, we apply the results developed to the particular case of a problem with linear terminal cost function, and compare the conclusions with those corresponding to the risk-neutral problem, as well.

In Section 7.1, we present the basic framework for CMC's with cost per stage function depending explicitly on a random disturbance. In Section 7.2, a DP algorithm is developed. It is shown that the risk-sensitive optimal value function at each stage depends on the prior disturbance. Moreover, we prove that the risk-sensitive optimal
policies yielded by this algorithm are not Markovian, because the optimal decision function at each stage depends on the prior disturbance in general. In Section 7.3, we collect some optimality results for the infinite horizon optimal control problem associated to our general model.

In Chapter 8, a CMC model for scheduling uncertain jobs is presented. To facilitate comparisons with the results we derive there, in Section 8.2 we include the analysis of the stochastic optimal control problem corresponding to the risk-null performance criterion given by an expected total weighted completion time (see [6, 38]). Then, in Section 8.3 we introduce risk-sensitivity by considering the minimization of the expected exponential utility of the total weighted completion time. We use a particular example to show how, similarly to the risk-neutral case, the optimal policies obtained from the DP algorithm are Markovian (i.e., the decision functions at each stage do not depend on the prior disturbance as in the general case). It is interesting to note, as we shall show, that for the risk-sensitive criterion a simple interchange argument is not applicable, and thus the only general computational and analytical tool for this situation is the DP algorithm. By means of a simple example, in Section 8.4 we illustrate how the optimal schedule depends on the risk sensitivity coefficient $\gamma$.

Finally, in Chapter 9, a formulation of an inventory control problem as a CMC is given. To that end, we consider a simplified model in which the random disturbance space is countable, and the transition law is independent of the prior disturbance. In Section 9.1 it is shown that, similarly to the risk-neutral case, the optimal value function depends only on the present state. This is due to the fact that the transition law is independent on the prior perturbation. In Section 9.2 (9.3), it is shown that the finite (infinite) horizon inventory control has a base-stock optimal policy.
Chapter 2
PRELIMINARIES

In Section 2.1, CMC models are presented in the form needed for subsequent development. First, the basic structure is defined, and then we mention its intuitive interpretation. In Section 2.2, the set of admissible policies are defined and classified. Some basic notions of the expected utility approach to decision making under uncertainty are briefly summarized in Section 2.3. We conclude this chapter with the formulation, in Sections 2.4 and 2.5, of the risk-sensitive criteria that we are going to analyze later in this dissertation and the optimal control problem respectively.

Terminology and notation. Given a Borel space \( Y \) (i.e., a Borel subset of a complete separable metric space), its Borel \( \sigma \)-algebra is denoted by \( B(Y) \). When a measurable function (set) is written, it is understood as Borel measurable function (set). If \( Y \) and \( Z \) are Borel spaces, a stochastic kernel on \( Y \) given \( Z \) is a function \( Q(\cdot | \cdot) \) such that \( Q(\cdot | z) \) is a probability measure on \( Y \) for each \( z \in Z \), and \( Q(B | \cdot) \) is a measurable function on \( Z \) for each \( B \in B(Y) \).

2.1 The Model

Let us consider a CMC specified by the four-tuple \((X, A, P, C)\), where:

- \( X = \{1, 2, \ldots \} \) is the countable state space;
- \( A \), the action (or control) set, is a Borel space. To each \( x \in X \) we associate a non-empty measurable subset \( A(x) \) of \( A \). \( A(x) \) represents the set of admissible actions when the system is in state \( x \). The set \( K := \{(x, a) : x \in X, a \in A(x)\} \), is called the set of admissible state-action pairs. In addition,
- \( P(\cdot | \cdot) \), the transition law, is a stochastic kernel on \( X \) given \( K \).
We will also denote $p_{xx'}(a) := P(x' \mid x, a)$. Finally,

- $C : \mathcal{K} \to \mathbb{R}$, the one-stage cost function, is a measurable function.

The CMC $(X, A, P, C)$ represents a stochastic dynamical system observed at times $t = 0, 1, 2, \ldots$. The evolution of the system is as follows. Let $X_t$ denote the state at time $t \in \mathbb{N}$, and $A_t$ the action chosen at that time. If the system is in state $X_t = x \in X$, and the control $A_t = a \in A(x)$ is chosen then (i) a cost $C(x, a)$ is incurred, and (ii) the system moves to a new state $X_{t+1}$ according to the probability distribution $P(\cdot \mid x, a)$. Once the transition into the new state has occurred, a new action is chosen, and the process is repeated. For some generalizations of this model see [1, 29, 40]; for more details see also [7].

The total period of time over which the system is to be observed is called the control horizon, and it is denoted by $T$. It can be finite, $T = \{0, 1, \ldots n - 1\}$, or it can be infinite, $T = \mathbb{N}$.

The admissible history spaces are defined by

$$H_0 := X, \quad H_t := \mathcal{K}^t \times X, \quad t \geq 1,$$

and the canonical sample space is defined as

$$\Omega = (X \times A)^\infty.$$

A generic element $\omega \in \Omega$ is of the form $\omega = (x_0, a_0, x_1, a_1, \ldots)$, where $x_t \in X$ and $a_t \in A$, for $t \geq 0$. An element of $H_t$ is a vector of the form

$$h_t = (x_0, a_0, \ldots x_{t-1}, a_{t-1}, x_t),$$

where $(x_k, a_k) \in \mathcal{K}$ denotes the state and action of the system at decision epoch $k$, $k = 0, 1, \ldots, t - 1$, and $x_t \in X$ denotes the state at time $t$. The history $h_t \in H_t$ follows the recursion $h_0 = x_0$, $h_t = (h_{t-1}, a_{t-1}, x_t)$. Note that $\mathcal{K}^\infty \subset (X \times A)^\infty$.

The state, action, and history processes, denoted respectively by $\{X_t\}_{t \in T}$, $\{A_t\}_{t \in T}$, and $\{H_t\}_{t \in T}$ are defined on the measurable space $(\Omega, \mathcal{B}(\Omega))$ by the
projections

\[ X_t(\omega) = x_t, \quad A_t(\omega) = a_t, \quad H_t(\omega) = (x_0, \ldots, a_{t-1}, x_t), \]

where \( B(\Omega) \) is the corresponding product \( \sigma \)-algebra. This means that when the observed path of states and actions is \( \omega \), the random variable \( X_t \) denotes the state at time \( t \), \( A_t \) the chosen action at time \( t \), and \( H_t \) the history up to time \( t \).

### 2.2 Policies

A central feature of a CMC is the DM's possibility of influencing the evolution of the system by choosing actions. The way this influence is exerted is determined at the beginning of the process. This is done not by specifying at that point the actions to be taken at each future stage; but by determining a policy or sequence of decision rules. Those decision rules prescribe the actions to be taken at each stage. They range in generality from deterministic Markovian to randomized history dependent, depending on how do they incorporate past information and how do they select actions.

An admissible randomized control policy is a sequence \( \pi = (q_t)_{t \in T} \) of stochastic kernels on \( A \) given \( H_t \) satisfying the constraint

\[ q_t(A(x_t) \mid h_t) = 1, \quad h_t = (h_{t-1}, a_{t-1}, x_t) \in H_t, \quad t \in T, \]

\( q_t(a \mid h_t) \) denotes the probability of choosing action \( a \) at stage \( t + 1 \) given that \( h_t \) is the history up to time \( t \). The set of all admissible policies is denoted by \( \Pi \).

An admissible deterministic control policy is a sequence \( \pi = (f_t)_{t \in T} \) of measurable functions (or decision functions)

\[ f_t : H_t \rightarrow A \]

such that

\[ f_t(h_t) \in A(x_t), \quad h_t = (h_{t-1}, a_{t-1}, x_t) \in H_t, \quad t \in T. \]
$f_t(h_t)$ is the action chosen at stage $t + 1$ given that $h_t$ is the history up to time $t$. We will denote the class of deterministic policies by $\Pi_D$. Notice that a deterministic policy $(f_t)_{t \in T}$ can be seen as a randomized policy $(q_t)_{t \in T}$: $q_t(f_t(h_t) \mid h_t) = 1$.

The policies (randomized or deterministic) defined above are said to be history dependent because the chosen action at each stage may depend on stage and action at previous stages. The following two classes of policies given below are of special interest.

A randomized Markov policy is a sequence $\pi = (q_t)_{t \in T}$ of stochastic kernels on $A$ given $X$ such that

$$q_t(A(x_t) \mid x_t) = 1, \quad x_t \in X, \quad t \in T.$$ 

A deterministic Markov policy is a sequence $\pi = (f_t)_{t \in T}$ of decision functions $f_t : X \rightarrow A$ such that $f_t(x_t) \in A(x_t), \quad x_t \in X, \quad t \in T$.

For Markov policies, the chosen action at each stage $t$ depends only on the current state $x_t$, and not on the whole history $h_t$. We will denote the set of Markov policies by $\Pi_M$ and by $\Pi_{MD}$ the set of deterministic Markov policies. Clearly $\Pi_{MD} \subset \Pi_M \subset \Pi$; see [1].

Furthermore, a policy $\pi = (f_0, f_1, \ldots) \in \Pi_{MD}$ is called a stationary deterministic policy if there exists a decision rule $f$ such that $f_t = f$, for all $t$. In this case we use the notation $f^\infty := (f, f, f, \ldots)$, and in some cases just $f$. The set of these policies is denoted by $\Pi_{SD}$.

Throughout this dissertation, we will assume that the CMC $(X, A, P, C)$ satisfies the following condition.

**Assumption 2.1.** There exists $K \in \mathbb{R}$, such that $0 \leq C(x, a) \leq K < \infty$, for all pairs $(x, a) \in K$. 
Let $\pi = (q_0, q_1, \ldots)$ be an arbitrary control policy, and $x$ an initial state. Then using a theorem of C. Ionescu Tulcea (see e.g., [7, 37]) there exists a unique probability measure $P^\pi_x$ on $(\Omega, B(\Omega))$ such that $P^\pi_x(K \times K \times \ldots) = 1$, and, moreover, for all $y \in \mathcal{X}$, $B \in B(\mathcal{A})$, and $h_t \in H_t$,

$$P^\pi_x(X_0 = x) = 1;$$

$$P^\pi_x(A_t \in B \mid H_t = h_t) = q_t(B \mid h_t);$$

and

$$P^\pi_x(X_{t+1} = y \mid H_t = (h_{t-1}, a_{t-1}, x_t), A_t = a) = p_{xty}(a). \quad (2.1)$$

This probability measure is such that its restriction to a finite horizon, $P^\pi_x |_{H_n}$, satisfies

$$P^\pi_x(\{x\} \times B_0 \times \{x_1\} \times B_1 \times \ldots \times \{x_{n-1}\} \times B_{n-1} \times \{x_n\}) = \int_{B_0} q_0(da_0 \mid x)p_{x_1}(a_0) \ldots \int_{B_{n-1}} q_{n-1}(da_{n-1} \mid x_{n-1})p_{x_{n-1}x_n}(a_{n-1}),$$

for $x, x_1, \ldots, x_n \in \mathcal{X}$, and $B_0, B_1, \ldots, B_{n-1} \in B(\mathcal{A})$.

We will often abuse notation by denoting $P^\pi_x |_{H_n}$ by $P^\pi_x$ when no risk of confusion exists. Also, the expectation operator with respect to $P^\pi_x$ (or $P^\pi_x |_{H_n}$) will be denoted by $E^\pi_x$.

### 2.3 Von Neumann-Morgenstern Utility Theory

In this section we briefly summarize some basic notions of the expected utility approach to decision making under uncertainty. For an extended discussion about expected utility theory and its applications, we refer to [21, 27, 34, 39].

Let us consider the situation wherein a DM has to choose among several policies or alternatives $\pi \in \Pi$, each of which randomly generates an outcome $\omega \in \Omega$ according
to a known probability distribution $P^\pi$. A basic assumption is that decisions (choices) are made according to a DM's well defined preference pattern for a set $\mathcal{P}$ of probability measures on $\Omega$ such that $\mathcal{P} \supset \{P^\pi : \pi \in \Pi\}$. That preferences pattern is described by an order relation $\preceq$ in $\mathcal{P}$. We say that $\preceq$ satisfies the expected utility hypothesis when there exists a measurable function $U : \Omega \rightarrow \mathbb{R}$ such that

$$P \preceq Q \iff E^P[U] \leq E^Q[U].$$

The function $U$ is said to be the utility function of the order relation $\preceq$ (or of the corresponding DM.) The fundamental result of Utility Theory, von Neumann and Morgenstern (vNM) Theorem, establishes the necessary and sufficient conditions, the so called 'rationality' axioms, under which an order relation $\preceq$ in $\mathcal{P}$ satisfies the expected utility axioms. The reasonability of the 'rationality' axioms gives intuitive support to utility based preference patterns which are furthermore very convenient for their mathematical tractability. Nevertheless, it should be mentioned that those axioms are subject to serious criticism concerning their validity and meaning in practical situations (see [27, 34]).

For the case in which $\Omega$ is finite, the 'rationality' axioms consist of the fundamental premises of transitivity and completeness of $\preceq$ and some "continuity" conditions of $\preceq$ with respect to the mixture of probability measures on $\Omega$, defined by:

$$(\alpha P_1 + (1 - \alpha) P_2)(\{\omega\}) = \alpha P_1(\{\omega\}) + (1 - \alpha) P_2(\{\omega\}),$$

for $\omega \in \Omega$, and $P_1, P_2 \in \mathcal{P}$. For an elementary proof of vNM Theorem (in the finite case), see e.g., [5, 34]. When $\Omega$ is infinite, some technical measure theoretic conditions must be added to the 'rationality' axioms for the vNM Theorem to hold (see e.g. [19]). These additional conditions will guarantee, for example, the measurability of the utility function $U$.

Now, following Pratt [39], we summarize some important concepts and results concerning the particular case of utility based order relations on the space $\mathcal{P}_B$ of
probability measures on $\mathcal{B}$ with bounded support, where $\mathcal{B}$ is the Borel $\sigma$-algebra in $\mathbb{R}$. Here, $P$ is of bounded support if $P(B) = 1$, for some bounded set $B \in \mathcal{B}$.

As it is customary in the literature we will rephrase all the discussion above as given in terms of random variables, via the correspondence $X \rightarrow P_X$, where $P_X$ is, as usual, the probability induced by a random variable $X$ on the image space. Hence, $X \preceq Y$, just means $E^{P_X}[\mathcal{U}] \leq E^{P_Y}[\mathcal{U}]$, or equivalently, $E[U(X)] \leq E[U(Y)]$. We will refer to real random variables as lotteries, and to the number $E[U(X)]$ as the utility of the lottery $X$. Note that if $X$ is a degenerate lottery, that is, $P([X = x]) = 1$ for some $x \in \mathbb{R}$, then the expected utility of $X$ is $U(x)$.

**Remark 1.** Although not explicitly indicated, all the lotteries can [8, 12] and will be considered to be defined in the same probability space $(\Omega, \mathcal{A}, P)$, and the expectation operator taken with respect to that $P$.

In the sequel, whenever we mention a DM and a function $U$, we are assuming that the later is the utility function of the former.

A DM is called *risk neutral* if

$$E[U(X)] = U(E[X]),$$

for every lottery $X$: a risk neutral DM is one who is always indifferent between taking the risks associated to a lottery $X$, and receiving for certain the expected value of this lottery.

A DM is called (strictly) *risk averse* if

$$E[U(X)] < U(E[X]) \quad (2.2)$$

for every non-degenerate lottery $X$: a risk averse DM always prefers the expected value of an uncertain lottery to the lottery itself. On the other hand, a DM is called (strictly) *risk seeking* if

$$E[U(X)] > U(E[X]) \quad (2.3)$$
for every non-degenerate lottery $X$.

The following proposition [39] shows that conditions (2.2) and (2.3) have strong implications on the shape of $U$:

**Proposition 1.** A DM is strictly risk averse (seeking) if and only if her utility function is strictly concave (convex).

Since we will be dealing with utilities of positive amounts representing costs, we may and will assume in the sequel that the DM's preferences are described by a *strictly decreasing utility function*. In particular, the definitions and results in the rest of this section are for that kind of utilities. Of course, similar definitions and results can be given for strictly increasing utilities. Note that, under the assumption that $U$ is strictly decreasing, if $U$ is a twice differentiable function then Proposition 1 implies that the DM is risk averse, or risk seeking according to whether $U''$ is negative or positive respectively.

The *certainty equivalent* of a lottery $X$ is defined as the number $\zeta(X)$ such that

$$U(\zeta(X)) = E[U(X)].$$

That is, the DM is indifferent between the lottery $X$ and the amount $\zeta(X)$ for certain.

The *risk premium* of a lottery $X$ is defined as the number $\Psi(X)$ such that

$$U(\Psi(X) + E[X]) = E[U(X)].$$

(2.4)

That is, $\Psi(X)$ is the (rational) amount the DM would be willing to pay in addition to the expected value of the lottery in order to avoid that lottery. Note that

$$\zeta(X) > E[X] \quad \forall \text{non-degenerate } X \iff \Psi(X) > 0 \quad \forall \text{non-degenerate } X$$

$$\iff \text{the DM is risk averse},$$

$$\zeta(X) < E[X] \quad \forall \text{non-degenerate } X \iff \Psi(X) < 0 \quad \forall \text{non-degenerate } X$$

$$\iff \text{the DM is risk seeking}.$$
For strictly decreasing and twice differentiable utility functions, Pratt [39] defined a notion of local measure of risk sensitivity in the following way. By taking the Taylor expansion of $U$ around $E[X]$ in both sides of (2.4) we obtain

$$U(\Psi(X) + E[X]) = U(E[X]) + \Psi(X)U'(E[X]) + o(\Psi(X)), \quad (2.5)$$

and

$$E[U(X)] = E\{U(E[X]) + (X - E[X])U'(E[X])$$

$$+ \frac{1}{2}(X - E[X])^2U''(E[X]) + \ldots \}$$

$$= U(E[X]) + \frac{1}{2}\sigma_X^2U''(E[X]) + o(\sigma_X^2), \quad (2.6)$$

where $\sigma_X^2$ denotes the variance of $X$. We are assuming in (2.6) that $E[(X - E[X])^k]$ is $o(\sigma_X^2)$ for $k > 2$. By equating (2.5) and (2.6), and neglecting terms of higher order in both equations we obtain

$$\Psi(X)U'(E[X]) \simeq \frac{1}{2}\sigma_X^2U''(E[X]). \quad (2.7)$$

From (2.7) we see that if the lottery $X$ has small variance then its risk premium is proportional, up to first order, to the variance of $X$, and the proportionality factor is $\frac{1}{2}\frac{U''(E[X])}{U'(E[X])}$. In that sense, the function (introduced by Pratt) called the risk sensitivity coefficient,

$$r(x) := \frac{U''(x)}{U'(x)},$$

'measures' the degree of risk aversion in the neighborhood of $x$. Notice that if $r(x) > 0$ ($r(x) < 0$) then the DM is risk averse (risk seeking), and if $r(x) = 0$, the DM is risk neutral.

**Constant Risk Sensitivity Coefficient.** In this dissertation, we will be concerned only with the case of constant risk sensitivity coefficient. It is not hard to see that the utility functions with constant risk sensitivity coefficient are characterized by the
so called "Δ—property" [31]: if \( X \) is increased by a constant \( \Delta \in \mathbb{R} \), then the certain equivalent is increased by the same constant, that is, \( \zeta(X+\Delta) = \Delta + \zeta(X) \). Moreover, from the definition of \( r(x) \) we have that, up to a positive affine transformation,

\[
r(x) \equiv \gamma \in \mathbb{R}, \ \forall x \text{ if and only if } \]

\[
U(x) = \begin{cases} 
-x & \text{for } \gamma = 0 \text{ (risk neutral)} \\
-e^{\gamma x} & \text{for } \gamma > 0 \text{ (risk averse)} \\
e^{\gamma x} & \text{for } \gamma < 0 \text{ (risk seeking)} 
\end{cases}
\]

For \( \gamma \neq 0 \), we will denote

\[
U_{\gamma}(x) = (\text{sgn}\gamma)e^{\gamma x}.
\]  

(2.8)

This function, being the negative of a utility function, is often called a (dis)utility function.

For brevity, we will refer to risk sensitivity corresponding to the (dis)utility function (2.8) as \( \gamma \)-exponential risk sensitivity, or simply as exponential risk sensitivity.

### 2.4 Risk Sensitive Criteria

Risk neutral cost criteria suffer from several shortcomings; see [23, 25, 45] and references therein. A notable limitation of the standard criteria is that they do not consider the sensitivity to risk of the DM who employs them. This fact has motivated the definition and development of risk sensitive criteria, see [24, 28, 31, 33].

In this dissertation, we are concerned (mainly) with the risk sensitive versions of the total and discounted cost standard criteria obtained by using the utility theoretic approach studied in the previous section: exponential total cost and exponential discounted cost criteria. These will be defined in this section and analyzed with more detail in Chapter 3.
**Exponential Total Cost Criterion.** Under the standard total cost criterion, the DM's ranking of policies

\[ \pi \preceq \pi' \quad (\pi' \text{ is preferred to } \pi) \iff E^\pi_x[-C] \leq E^{\pi'}_x[-C], \]

is induced by the order relation \( \preceq_c \) in \( \mathcal{P}_\Omega \) (the space of probabilities measures on the sample space) given by

\[ P \preceq_c Q \iff E^P[-C] \leq E^Q[-C], \]

where \( C = \sum_{t \in T} C(X_t, A_t), \ P, Q \in \mathcal{P}_\Omega. \) We can think of that ranking of policies as based also on the order relation \( \preceq_c \) in \( \mathcal{P}_B \) (the set of Borel probability measures of bounded support on \( \mathbb{R} \)) determined by \( U(x) = -x \) as utility function, since obviously for \( P, Q \in \mathcal{P}_\Omega \)

\[ E^P[-C] \leq E^Q[-C] \iff E^{P_c}[U] \leq E^{Q_c}[U], \quad (2.9) \]

From that point of view, according to the discussion of the previous section, we can see the total cost (or the DM who employs it) as a risk-neutral criterion. Consequently, a natural way of incorporating \( \gamma \)-risk sensitivity to the preference relation \( \preceq_c \) is by considering the utility function \( -U \), instead of the utility function in (2.9). In that way, the policy ranking for \( \gamma \)-exponential risk sensitivity will be given by

\[ \pi_1 \preceq \pi_2 \iff E^{\pi_1}_x[-U(C)] \leq E^{\pi_2}_x[-U(C)], \quad (2.10) \]

for \( x \in X \). In order to have a minimization problem as in the standard case, in the following definition we will consider the expected disutility instead of the expected utility that we have in (2.10).

The \( \gamma \)-exponential total cost incurred by a policy \( \pi \in \Pi \), and an initial state \( x \) is defined by
\[ J^\pi_T(x, \gamma) := E^\pi_x [\mathcal{U}_t(C)] = E^\pi_x \left[ (\text{sgn} \gamma) e^{\gamma \sum_{t \in T} C(X_t, A_t)} \right]. \] (2.11)

When the horizon is finite (infinite), i.e., \( T = \{0, 1, \ldots, n - 1\}, n \in \mathbb{N}, (T = \mathbb{N}) \), we denote the above more explicitly as \( J^\pi_n(x, \gamma) (J^\pi(x, \gamma)) \).

**Exponential Discounted Cost Criterion.** Similarly as in the previous case, the DM's ranking of policies under the discounted cost criterion is based on the order relation \( \preceq_D \) in \( \mathcal{P}_\Omega \) given by

\[ P \preceq_D Q \iff E^P[-D] \leq E^Q[-D] \iff E^{P_0}[\mathcal{U}] \leq E^{Q_0}[\mathcal{U}], \]

where \( D = \sum_{t \in T} \beta^t C(X_t, A_t) \), and \( \mathcal{U}(x) = -x \). Thus the same arguments lead us to the following definition of the exponential risk sensitive version of the standard discounted cost.

The \( \gamma \)-exponential discounted cost incurred by the policy \( \pi \in \Pi \), and the initial state \( x \) is defined by

\[ J^\pi_{\delta, T}(x, \gamma) := E^\pi_x [\mathcal{U}_t(D)] = E^\pi_x \left[ (\text{sgn} \gamma) e^{\gamma \sum_{t \in T} \beta^t C(X_t, A_t)} \right]. \] (2.12)

When the horizon is finite (infinite), i.e., \( T = \{0, 1, \ldots, n - 1\}, n \in \mathbb{N}, (T = \mathbb{N}) \), we denote the above as \( J^\pi_{\delta, n}(x, \gamma) (J^\pi_{\delta}(x, \gamma)) \).

### 2.5 The Optimal Stochastic Control Problem

The optimal stochastic control problem is that of selecting an admissible policy, such that a given performance criterion is minimized, over all admissible policies. For example, if a policy \( \pi^* \) is such that

\[ J^\pi_T(x, \gamma) \leq J^\pi_T(x, \gamma), \quad \forall \pi \in \Pi, \quad \forall x \in X, \]
then \( \pi^* \) is said to be (ETC)-utility optimal. The *optimal value function* is given by

\[
J_T(x, \gamma) := \inf_{\pi \in \Pi} \{J^\pi_T(x, \gamma)\}.
\tag{2.13}
\]

Similar definitions are made for the EDC criterion, and \( J_{\beta,T}(x, \gamma) \) will denote the optimal value function.

**Remark 2.** *Note that even when the infima in (2.13) are attained, an optimal policy may not exist because for each \( x \in X \), a different \( \pi \) may attain the infimum.*
Chapter 3

EXPONENTIAL TOTAL AND DISCOUNTED COST CRITERIA

In this chapter we consider CMC's with ETC and EDC criteria. First, in Section 3.1 we prove the existence of a recursive scheme for the evaluation of the ETC and the EDC corresponding to a policy \( \pi \), in a finite number of stages. Then, in the same section we derive the exponential version of the dynamic programming algorithm (DPA). In Section 3.2 (3.3) we derive a discounted (total) optimality equation that plays the same role as in the risk null model, that is, the optimal exponential cost and a utility optimal policy can be obtain from that equation. Finally, we prove that the optimal EDC (ETC) over a finite horizon converges to the optimal (EDC) ETC over an infinite horizon, when the number of stages goes to \( \infty \). All the results discussed in Sections 3.2-3.3 were obtained in, e.g., [18, 20, 31, 33] for a finite state space, and restricting the optimization to the set of deterministic Markovian policies (\( \Pi_{MD} \)). Here, we show that those results are valid for an infinite countable state space and we consider optimization over the set of all admissible policies (\( \Pi \)).

3.1 Basic Results

Let \( \mathcal{U}_\gamma(\cdot) \) be the exponential disutility function with constant risk-sensitivity coefficient \( \gamma \neq 0 \), that is, \( \mathcal{U}_\gamma(x) = (\text{sgn}\gamma)e^{\gamma x} \); see Section 2.3. Then, for \( h_s \in \mathbb{H}_s \), \( s = 0, 1, \ldots, n - 1 \), the EDC to go from time \( s \) to time \( n \) due to a policy \( \pi \in \Pi \) is defined as

\[
u_{\beta,s}^{\pi}(h_s, \gamma) := E_{h_s}^{\pi}[\mathcal{U}_\gamma(D^s)] ,
\]

where \( D^s := \sum_{m=s}^{n-1} \beta^m C(X_m, A_m) \), \( 0 < \beta < 1 \), and for \( h_n \in \mathbb{H}_n \), \( u_{\beta,n}^{\pi}(h_n, \gamma) := \text{sgn}\gamma \). For this finite horizon case, taking \( \beta = 1 \) in the previous definitions yields
the corresponding ETC quantities. The corresponding optimal EDC (or ETC, with \( \beta = 1 \)) to go is denoted by

\[
u^*_{\beta,s}(h_s, \gamma) := \inf_{\pi} \{ u^\pi_{\beta,s}(h_s, \gamma) \}.
\]

In this chapter we provide proofs under the following condition.

**Assumption 3.1.** The action space is finite.

Additional conditions are required when the action set is a Borel space; see Remark 6.

The following two results for the finite horizon decision problem constitute the essence of the dynamic programming technique.

**Lemma 1. (Finite Horizon Policy Evaluation Algorithm)**

For arbitrary \( \pi = \{q_0, q_1, \ldots, q_{n-1}\} \in \Pi \), and \( h_s = (h_s-1, a_{s-1}, x) \in H_s \), the functions \( u^\pi_{\beta,s}(h_s, \gamma) \) satisfy

\[
u^\pi_{\beta,s}(h_s, \gamma) = \sum_{a \in A(x)} q_s(a \mid h_s) e^{\gamma s^* C(x,a)} \sum_y p_{xyz}(a) u^\pi_{\beta,s+1}((h_s, a, y), \gamma), \tag{3.1}
\]

for \( s = 0, 1, \ldots, n - 2, n - 1 \).

**Proof.** It follows from the definition of the operators \( E^\pi_{(\xi)} \) that

\[
u^\pi_{\beta,s}(h_s, \gamma) = E^\pi_{h_s} [\mathcal{U}_s(D^s)]
\]

\[
= \sum_{a \in A(x)} q_s(a \mid h_s) \sum_y p_{xyz}(a) e^{\gamma s^* C(x,a)} \sum_{y} p_{xyz}(a) u^\pi_{\beta,s+1}((h_s, a, y), \gamma).
\]

The following result, which provides an algorithm for finding both the optimal value function and an optimal policy, shows also that the optimal utility \( u^*_{\beta,s}(h_s, \gamma) \) does not depend on the whole history \( h_s \) but only on the state at time \( s \).
Theorem 1. (Dynamic Programming Algorithm) Let $u_{\beta,s}; s = 0, 1, \ldots, n$ be the functions defined on $X$ by

\begin{align}
 u_{\beta,n}(x_n, \gamma) &= (\text{sgn} \gamma), \\
 u_{\beta,s}(x_s, \gamma) &= \min_{a \in \Lambda(x_s)} \{e^{\gamma \beta^s \mathcal{C}(x_s, a)} p_{x_s y}(a) u_{\beta,s+1}(y, \gamma)\}.
\end{align}

For $s = 0, 1, 2, \ldots n - 1$, let $f_s : X \to A$ be a decision rule defined by

\begin{align}
 e^{\gamma \beta^s \mathcal{C}(z, f_s(x))} \sum_y p_{xy}(f_s(x)) u_{\beta,s+1}(y, \gamma) &= \min_{a \in \Lambda(x)} \{e^{\gamma \beta^s \mathcal{C}(x, a)} \sum_y p_{xy}(a) u_{\beta,s+1}(y, \gamma)\}.
\end{align}

Then the Markov deterministic policy $\pi^* = (f_0, f_1, f_2, \ldots f_{n-1})$ is EDC-utility optimal, and

\begin{align}
 u_{\beta,s}^*(h_s, \gamma) = u_{\beta,s}(x_s, \gamma), \quad \forall \ h_s = (x_0, a_0, x_1, \ldots a_{s-1}, x_s), \quad s = 0, 1, \ldots, n.
\end{align}

Proof. Let $\pi = (q_0, \ldots, q_{n-1})$ be an arbitrary policy and $h_s = (h_{s-1}, a_{s-1}, x)$ an arbitrary history up to time $s$. To prove the theorem, we will prove that for $s = 0, 1, \ldots n - 1$,

\begin{align}
 u_{\beta,s}^*(h_s, \gamma) \geq u_{\beta,s}(x, \gamma),
\end{align}

with equality if $\pi = \pi^*$, i.e.,

\begin{align}
 u_{\beta,s}^*(h_s, \gamma) = u_{\beta,s}(x, \gamma).
\end{align}

The proof of (3.4) and (3.5) is by backward induction. The inductive step holds for $t = n$ since

\begin{align}
 u_{\beta,n}^*(h_n, \gamma) = \text{sgn} \gamma = u_{\beta,n}(x_n, \gamma).
\end{align}
Now, assume that (3.4) and (3.5) hold for \( s + 1, \ldots, n \). Then

\[
\begin{align*}
\varphi_{\beta,s}(h_s, \gamma) &= E_{h_s}^\pi \left[ U(D_s) \right] \\
&= \sum_{a \in A(x)} q_s(a \mid h_s) e^{\gamma \beta^s C(x,a)} \sum_y p_{xy}(a) u_{\beta,s+1}((h_s, a, y), \gamma) \\
&\geq \sum_{a \in A(x)} q_s(a \mid h_s) e^{\gamma \beta^s C(x,a)} \sum_y p_{xy}(a) u_{\beta,s+1}(y, \gamma) \\
&\geq \min_{a \in A(x)} \left\{ e^{\gamma \beta^s C(x,a)} \sum_y p_{xy}(a) u_{\beta,s+1}(y, \gamma) \right\} \\
&= u_{\beta,s}(x, \gamma),
\end{align*}
\]

where (3.7) follows from Lemma 3.1, and (3.8) from the induction hypothesis. This proves (3.4). Now, if \( \pi = \pi^* \) then equality holds throughout the previous calculations and (3.5) follows.

**Remark 3.**

a) The above theorem shows that the optimal value functions \( u_{\beta,s}^*(x, \gamma) \) satisfy the recursion \( u_{\beta,s}^*(x, \gamma) = \text{sgn} \gamma \), and for \( s = n - 1, \ldots, 0 \),

\[
\begin{align*}
u_{\beta,s}^*(x, \gamma) &= \min_{a \in A(x)} \left\{ e^{\gamma \beta^s C(x,a)} \sum_y p_{xy}(a) u_{\beta,s+1}^*(y, \gamma) \right\}.
\end{align*}
\]

b) When \( \beta = 1 \), (3.11) becomes

\[
\begin{align*}u_{\beta,s}^*(x, \gamma) &= \min_{a \in A(x)} \left\{ e^{\gamma C(x,a)} \sum_y p_{xy}(a) u_{\beta,s+1}^*(y, \gamma) \right\},
\end{align*}
\]

where \( u_{\beta,s}^*(x, \gamma) := u_{1,s}^*(x, \gamma) \).

### 3.2 Exponential Discounted Optimality Equation

In this section, it is shown that the value of the infinite horizon optimal EDC satisfies the discounted optimality equation, that this equation characterizes Markov deterministic (EDC)-utility optimal policies, and also the convergence of the DPA.

Recall that, in Section 2.4, we defined the infinite horizon optimal EDC as

\[
J_\beta(x, \gamma) = \inf_{\pi \in \Pi} \{ J_\beta^\pi(x, \gamma) \},
\]
Theorem 2. (Exponential Discounted Optimality Equations) For \( k = 0, 1, \ldots \), the optimal exponential discounted costs, \( J_\beta(x, \gamma \beta^k) \), satisfy the exponential discounted optimality equations (EDOE's)

\[
J_\beta(x, \gamma \beta^k) = \min_{a \in A(x)} \left\{ e^{\gamma \beta^k C(x,a)} \sum_y p_{xy}(a) J_\beta(y, \gamma \beta^{k+1}) \right\}.
\] (3.14)

Remark 4. Contrary to Bellman's equations in the risk-null case, see [1, 6, 29, 40, 41], 3.14 is non-stationary.

Proof. (of Theorem 2.) Consider an arbitrary policy \( \pi = (q_0, q_1, q_2, \ldots) \in \Pi \). For each \((x, a) \in K\) define a policy \( \pi^{xa} = (q_0^{xa}, q_1^{xa}, \ldots) \) by \( q_t^{xa}(a' | h_t) = q_{t+1}(a' | x, a, h_t) \), \( t = 0, 1, \ldots \). Then

\[
J_\beta(x, \gamma \beta^k) = E_x^x \left[ U_{\gamma \beta^k}(D) \right] \\
= E_x^x \left[ e^{\gamma \beta^k C(x, A_0)} U_{\gamma \beta^k} \left( \sum_{t=1}^{\infty} \beta^t C(X_t, A_t) \right) \right] \\
= \sum_{a \in A(x)} q_0(a | x) e^{\gamma \beta^k C(x,a)} \sum_y p_{xy}(a) J_\beta^{xa}(y, \gamma \beta^{k+1}) \\
\geq \sum_{a \in A(x)} q_0(a | x) e^{\gamma \beta^k C(x,a)} \sum_y p_{xy}(a) J_\beta(y, \gamma \beta^{k+1}) \\
\geq \min_{a \in A(x)} \left\{ e^{\gamma \beta^k C(x,a)} \sum_y p_{xy}(a) J_\beta(y, \gamma \beta^{k+1}) \right\}.
\]

Since \( \pi \) was arbitrary, it follows that

\[
J_\beta(x, \gamma \beta^k) \geq \min_{a \in A(x)} \left\{ e^{\gamma \beta^k C(x,a)} \sum_y p_{xy}(a) J_\beta(y, \gamma \beta^{k+1}) \right\}.
\]
To obtain the reverse inequality, consider an arbitrary \( \epsilon > 0 \) and any initial state \( x \). First, let \( f_k : X \rightarrow A \) be a decision rule defined by

\[
\min_{a \in A(x)} \left\{ e^{\gamma \beta^k C(x,a)} \sum_y p_{xy}(a) J_\beta(y, \gamma \beta^{k+1}) \right\} = e^{\gamma \beta^k C(x,f_k(x))} \sum_y p_{xy}(f_k(x)) J_\beta(y, \gamma \beta^{k+1}),
\]

and one such \( f_k(\cdot) \) exists by Assumption 3.1. Next, for each \( y \in X \) choose a policy \( \pi_y = (q_0^y, q_1^y, \ldots) \) such that

\[
J^\pi_y(y, \gamma \beta^{k+1}) \leq J_\beta(y, \gamma \beta^{k+1}) + \epsilon.
\]

Finally, define the policy \( \bar{\pi} = (\bar{q}_0, \bar{q}_1, \ldots) \) by taking \( \bar{q}_0 \) given by \( f_k \), and

\[
\bar{q}_t(a | x, a_0, x_1, \ldots, x_{t-1}, a_{t-1}, x_t) = q_{t-1}^{\pi_t_1}(a | x_1, \ldots, x_{t-1}, a_{t-1}, x_t),
\]

for \( t \geq 1 \). Then

\[
J_\beta(x, \gamma \beta^k) \leq J^\pi_\beta(x, \gamma \beta^k)
\]

\[
= e^{\gamma \beta^k C(x,f_k(x))} \sum_y p_{xy}(f_k(x)) J^\pi_y(y, \gamma \beta^{k+1})
\]

\[
\leq e^{\gamma \beta^k C(x,f_k(x))} \sum_y p_{xy}(f_k(x))[J_\beta(y, \gamma \beta^{k+1}) + \epsilon]
\]

\[
= \min_{a \in A(x)} \left\{ e^{\gamma \beta^k C(x,a)} \sum_y p_{xy}(a) J_\beta(y, \gamma \beta^{k+1}) \right\} + \epsilon e^{\gamma \beta^k C(x,a)}.
\]

Since \( \epsilon \) was arbitrary and \( C(\cdot, \cdot) \) is bounded, we obtain

\[
J_\beta(x, \gamma \beta^k) \leq \min_{a \in A(x)} \left\{ e^{\gamma \beta^k C(x,a)} \sum_y p_{xy}(a) J_\beta(y, \gamma \beta^{k+1}) \right\},
\]

and the proof of the theorem is complete. \( \square \)

**Theorem 3.** For \( k = 0, 1, 2, \ldots \), let \( f_k : X \rightarrow A \) be a decision rule defined by

\[
e^{\gamma \beta^k C(x,f_k(x))} \sum_y p_{xy}(f_k(x)) J_\beta(y, \gamma \beta^{k+1}) = \min_{a \in A(x)} \left\{ e^{\gamma \beta^k C(x,a)} \sum_y p_{xy}(a) J_\beta(y, \gamma \beta^{k+1}) \right\}.
\]

(3.15)
Then the policy \( \pi^* = (f_0, f_1, f_2, \ldots) \) is (EDC)-utility optimal. That is,
\[
J^*_\beta(x, \gamma) = J_\beta(x, \gamma), \text{ for all } x. \tag{3.16}
\]

**Remark 5.** Note that, like the analogous result in the risk-null case, see [1, 6, 29, 40, 41], the optimal policy provided by the above theorem is Markovian and deterministic but unlike the risk-null case in general the optimal policy is non-stationary.

**Proof.** (of Theorem 3.) Denote by \( \pi_k = (f_k, f_{k+1}, \ldots) \), so that \( \pi_0 = \pi^* \). To show (3.16) we need only to prove that \( J^*_\beta(x, \gamma) \leq J_\beta(x, \gamma) \). First, we are going to prove by induction on \( n \), that for each \( k = 0, 1, 2, \ldots \), and for all \( x \in X \),
\[
J^*_{\beta, n}(x, \gamma \beta^k) \leq J_\beta(x, \gamma \beta^k), \quad n = 1, 2, \ldots. \tag{3.17}
\]

Recall that, in Section 2.4, we defined
\[
J^*_{\beta, n}(x, \gamma) := E^\pi_x[(\text{sgn}\gamma)e^{\sum_{i=0}^{n-1} \beta^i C(x_i, A_i)}].
\]

We have that \( J^*_{\beta, 1}(x, \gamma \beta^k) = (\text{sgn}\gamma)e^{\gamma \beta^k C(x, f_k(x))} \). On the other hand, we have from the EDOE and (3.15) that
\[
J_\beta(x, \gamma \beta^k) = \min_{a \in A(x)} \left\{ e^{\gamma \beta^k C(x, a)} \sum_y p_{xy}(a) J_\beta(y, \gamma \beta^{k+1}) \right\} = e^{\gamma \beta^k C(x, f_k(x))} \sum_y p_{xy}(f_k(x)) J_\beta(y, \gamma \beta^{k+1}).
\]

From (3.13), note that \( J_\beta(x, \gamma \beta^{k+1}) \geq (\text{sgn}\gamma) \), for each \( k \), and for all \( x \). Therefore, we obtain from (3.2) that
\[
J_\beta(x, \gamma \beta^k) \geq (\text{sgn}\gamma)e^{\gamma \beta^k C(x, f_k(x))} = J^*_{\beta, 1}(x, \gamma \beta^k). \tag{3.18}
\]
Thus, from (3.18) we obtain that (3.17) holds for $n = 1$ for each $k$. Suppose now that, for each $k$,

$$J_{\beta, n-1}(x, \gamma \beta^k) \leq J_{\beta}(x, \gamma \beta^k), \quad \text{for all } x.$$

Then

$$J_{\beta, n}^k(x, \gamma \beta^k)$$

$$= E_x^\pi_k[(\text{sgn}\gamma)e^{\gamma \beta^k \sum_{i=0}^{n-1} \beta^i C(x_t, A_t)}]$$

$$= e^{\gamma \beta^k \mathcal{C}(x, f_k(x))} \sum_y p_{xy}(f_k(x)) J_{\beta, n-1}^k(y, \gamma \beta^{k+1})$$

$$\leq e^{\gamma \beta^k \mathcal{C}(x, f_k(x))} \sum_y p_{xy}(f_k(x)) J_{\beta}(y, \gamma \beta^{k+1})$$

$$= J_{\beta}(x, \gamma \beta^k)$$

Now, by the Monotone Convergence Theorem we have that

$$J_{\beta, n}^k(x, \gamma \beta^k) \rightarrow J_{\beta}^k(x, \gamma \beta^k).$$

Therefore, by letting $n \rightarrow \infty$ in (3.17), we obtain

$$J_{\beta}^k(x, \gamma \beta^k) \leq J_{\beta}(x, \gamma \beta^k), \quad (3.19)$$

\forall x \in \mathcal{X}, \forall k \geq 0. \text{ In particular, (3.16) is obtained from (3.19) by taking } k = 0. \quad \Box

Consider the $n$-stage problem obtained from the infinite horizon EDC by truncation. The optimal EDC for this problem is given by the last step of the algorithm (3.2)-(3.3). Note that

$$J_{\beta, n-s}(x, \gamma) = u_{\beta, s}(x, \gamma \beta^{-s}), \quad s = 0, 1, \ldots n.$$ 

Then, an algorithm (forward in time) equivalent to (3.2)-(3.3) is given in the following lemma; see [6] for an analogous result in the risk-null case.
Lemma 2. The functions $J_{\beta,s}(x,\gamma)$, $s = 0, 1, \ldots, n$, satisfy the recursion

$$J_{\beta,0}(x,\gamma) = \text{sgn}\gamma,$$

$$\vdots \quad \vdots$$

$$J_{\beta,s+1}(x,\gamma) = \min_{a \in A(x)} \left\{ e^{\gamma C(x,a)} \sum y p_{xy}(a) J_{\beta,s}(y,\gamma_b) \right\}.$$

The next proposition shows that the DP algorithm in (3.20) may be used to successively approximate $J_{\beta}(x,\gamma)$.

Theorem 4. (Value Iteration): For $n = 0, 1, 2, \ldots$, we have that

$$J_{\beta,n}(x,\gamma) \leq J_{\beta,n+1}(x,\gamma) \leq J_{\beta}(x,\gamma), \quad \forall x \in X.$$

Furthermore,

$$\lim_{n \to \infty} J_{\beta,n}(x,\gamma) = J_{\beta}(x,\gamma).$$

Proof. Take an arbitrary $\pi \in \Pi$. Then, since $U_{\gamma}(\cdot)$ is increasing and, by Assumption 2.1, $0 \leq C(x,\gamma)$, we have that

$$J_{\beta,n+1}(x,\gamma) = E_{\pi}^x [U_{\gamma}(D_{n+1})] \geq E_{\pi}^x [U_{\gamma}(D_n)]$$

$$= J_{\beta,n}(x,\gamma) \geq J_{\beta,n}(x,\gamma),$$

where $D_n = \sum_{t=0}^{n} \beta^t C(X_t, A_t)$. Since $\pi$ was arbitrary, it follows that

$$J_{\beta,n+1}(x,\gamma) \geq J_{\beta,n}(x,\gamma).$$

Similarly, we can show that

$$J_{\beta}(x,\gamma) \geq J_{\beta,n}(x,\gamma),$$

for all $n$. Therefore, to obtain (3.21) it only remains to show that for arbitrary $\epsilon > 0$, there exists $n$ such that

$$J_{\beta}(x,\gamma) \leq J_{\beta,n}(x,\gamma) + \epsilon.$$
We have that
\[
J_\beta^T(x, \gamma) = E_x^\gamma \left[ \mathcal{U}_\gamma(D_n) e^{\gamma \sum_{i=0}^{\infty} \beta^i C(x_i, A_i)} \right]
\leq e^{\frac{\gamma K n \beta}{1-\beta}} E_x^\gamma \mathcal{U}_\gamma(D_n) = e^{\frac{\gamma K n \beta}{1-\beta}} J_{\beta,n}^T(x, \gamma)
\]
where \( K \) is the bound in Assumption 2.1, and \( n \geq 0, n \to 0 \). If \( \gamma < 0 \), then
\[
|J_{\beta,n}^T(x, \gamma)| \leq 1,
\]
and if \( \gamma > 0 \), then \( |J_{\beta,n}^T(x, \gamma)| \leq e^{\frac{\gamma K n}{1-\beta}} \). Therefore
\[
J_\beta^T(x, \gamma) \leq \begin{cases} 
J_{\beta,n}^T(x, \gamma) + v_n & \text{if } \gamma < 0 \\
J_{\beta,n}^T(x, \gamma) + v_n e^{\frac{\gamma K n}{1-\beta}} & \text{if } \gamma > 0.
\end{cases}
\]
Thus, in both cases we can find \( n \) large enough so that
\[
J_\beta^T(x, \gamma) - \varepsilon \leq J_{\beta,n}^T(x, \gamma) \leq J_\beta^T(x, \gamma).
\]
Since \( \pi \) was arbitrary, we obtain (3.22). \( \Box \)

3.3 Exponential Total Optimality Equation

In this Section, we prove for the ETC the validity of results similar to Theorems 2-4 in Section 3.2.

Recall that, in Section 2.4, we defined the infinite horizon optimal ETC as
\[
J(x, \gamma) = \inf_{\pi \in \Pi} \{ J^\pi(x, \gamma) \},
\]
where
\[
J^\pi(x, \gamma) := E_x^\pi \left[ (\text{sgn} \gamma) e^{\gamma \sum_{i=0}^{\infty} C(x_i, A_i)} \right].
\]

Theorem 5. (Exponential Total Optimality Equation) The optimal ETC, \( J(x, \gamma) \), satisfies the exponential total optimality equation (ETOE)
\[
J(x, \gamma) = \min_{a \in A(x)} \left\{ e^{\gamma C(x,a)} \sum_y p_{xy}(a) J(y, \gamma) \right\}.
\] (3.23)
Proof. The proof of Theorem 5 is very similar to the proof of Theorem 2, and thus is omitted here.

Theorem 6. Let \( f \) be a decision rule defined by

\[
\gamma^{\mathcal{C}(x,f(x))} \sum_y p_{xy}(f(x)) J(y, \gamma) = \min_{a \in A(x)} \left\{ \gamma^{\mathcal{C}(x,a)} \sum_y p_{xy}(a) J(y, \gamma) \right\}.
\]

Then the stationary policy \( \pi^* = (f, f, \ldots) \) is (ETC)-utility optimal, that is,

\[
J^f(x, \gamma) = J(x, \gamma), \; \forall x \in X.
\]

Proof. The optimality of \( \pi^* \) will follow from the inequality

\[
J(x, \gamma) \geq J^f(x, \gamma), \; \forall x \in X. \tag{3.24}
\]

First, we prove by induction on \( n \) that

\[
J(x, \gamma) \geq J^f_n(x, \gamma), \forall x \in X, \; \forall n. \tag{3.25}
\]

It follows from the ETOE that

\[
J(x, \gamma) = \gamma^{\mathcal{C}(x,f(x))} \sum_y p_{xy}(f(x)) J(y, \gamma). \tag{3.26}
\]

If \( \gamma > 0 \) then \( J(y, \gamma) \geq 1 \), for all \( y \), and hence from (3.26) it follows that \( J(x, \gamma) \geq \gamma^{\mathcal{C}(x,f(x))} \), and thus

\[
J(x, \gamma) \geq (\text{sgn} \gamma) \gamma^{\mathcal{C}(x,f(x))} = J^f_1(x, \gamma). \tag{3.27}
\]

On the other hand, if \( \gamma < 0 \) then \( J(y, \gamma) \geq -1 \), for all \( y \), and hence \( J(x, \gamma) \geq -\gamma^{\mathcal{C}(x,f(x))} \). Therefore, again it follows from (3.26) that

\[
J(x, \gamma) \geq (\text{sgn} \gamma) \gamma^{\mathcal{C}(x,f(x))} = J^f_1(x, \gamma). \tag{3.28}
\]

Thus, by (3.27) and (3.28) we obtain that (3.25) holds for \( n = 1 \). Now, we assume that for \( n > 1 \), \( J^f_n(x, \gamma) \leq J(x, \gamma) \), for all \( x \in X \). Then
$J_{n+1}^f(x, \gamma) = e^{\gamma C(x, f(x))} \sum_y p_{xy}(f(x)) J_n^f(y, \gamma) \leq e^{\gamma C(x, f(x))} \sum_y p_{xy}(f(x)) J(y, \gamma) = J(x, \gamma),$

hence proving (3.25). Next, since, as $n \to \infty$,

$\mathcal{U}_r(C_n) \uparrow \mathcal{U}_r(C),$

then it follows from the Monotone Convergence Theorem that

$E_z^f [\mathcal{U}_r(C_n)] \uparrow E_z^f [\mathcal{U}_r(C)],$

i.e.,

$$\lim_{n \to \infty} J_n^f(x, \gamma) = J^f(x, \gamma).$$

Finally, (3.24) is obtained by letting $n \to \infty$ in (3.25). □

Similarly as in (3.20), an algorithm equivalent to (3.2)-(3.3), with $\beta = 1$, is given by

$$J_0(x, \gamma) = \text{sgn} \gamma;$$

$$J_{s+1}(x, \gamma) = \min_{a \in A(x)} \left\{ e^{\gamma C(x, a)} \sum_y p_{xy}(a) J_s(y, \gamma) \right\},$$

$s = 0, 1, 2, \ldots.$

The last result we will prove in this section is the ETC analogue of Theorem 4 in Section 3.2. The following three lemmas will be used in the proof of it.

**Lemma 3.** For $n = 0, 1, \ldots,$

$$J_n(x, \gamma) \leq J_{n+1}(x, \gamma) \leq J(x, \gamma), \ \forall x \in X.$$
Proof. We will prove only the first inequality, and the second one can be proved similarly. The proof will be done by induction on \( n \). The induction step for \( n = 0 \) in the first inequality follows from the following trivial inequality

\[
J_0(x, \gamma) = sgn\gamma \leq \min_a \{(sgn\gamma)e^{C(x,a)}\} = J_1(x, \gamma).
\]

Now, let's assume that \( J_n(x, \gamma) \leq J_{n+1}(x, \gamma) \). Then, for \( x \in X \),

\[
J_{n+1}(x, \gamma) = \min_a \left\{ e^{C(x,a)} \sum_y p_{xy}(a)J_n(y, \gamma) \right\} \\
\leq \min_a \left\{ e^{C(x,a)} \sum_y p_{xy}(a)J_{n+1}(y, \gamma) \right\} \\
= J_{n+2}(x, \gamma).
\]

Lemma 4. \( \lim_{n \to \infty} J_n(x, \gamma) =: J_\infty(x, \gamma) \) satisfies the ETOE.

Proof. We have that

\[
J_\infty(x, \gamma) = \lim_{n \to \infty} J_n(x, \gamma) = \lim_{n \to \infty} \min_{a \in A(x)} \left\{ e^{C(x,a)} \sum_y p_{xy}(a)J_{n-1}(y, \gamma) \right\} = \min_{a \in A(x)} \left\{ e^{C(x,a)} \sum_y p_{xy}(a)J_\infty(y, \gamma) \right\},
\]

where the second and last equality follow respectively from (3.29) and Monotone Convergence Theorem.

In the following lemma, it is shown that \( J(x, \gamma) \) is the smallest bounded solution, not smaller than \( (sgn\gamma) \), of the ETOE.

Lemma 5. Let \( v : X \to \mathbb{R} \) be a bounded function such that \( v \geq (sgn\gamma) \) and

\[
v(x) = \min_{a \in A(x)} \left\{ e^{C(x,a)} \sum_y p_{xy}(a)v(y) \right\}. \tag{3.30}
\]
Then, for fixed $\gamma$,

$$J(x, \gamma) \leq v(x), \text{ for all } x.$$  \hspace{1cm} (3.31)

**Proof.** Let $g$ be a function defined by

$$e^{\gamma C(x, g(x))} p_{xy}(g(x)) v(y) = \min_a \left\{ e^{\gamma C(x, a)} \sum_y p_{xy}(a) v(y) \right\}.$$  

First, we will prove that for each $x \in X$,

$$J^g_n(x, \gamma) \leq v(x), \text{ for } n = 1, 2, 3, \ldots.$$  \hspace{1cm} (3.32)

It follows from (3.30) and the hypothesis $v \geq (\text{sgn}\gamma)$ that

$$v(x) = e^{\gamma C(x, g(x))} \sum_y p_{xy}(g(x)) v(y) \geq (\text{sgn}\gamma) e^{\gamma C(x, g(x))} = J^g_1(x, \gamma).$$

Thus, (3.32) holds for $n = 1$. Next, we assume that $J^g_n(x, \gamma) \leq v(x)$ for all $x$. Then

$$J^g_{n+1}(x, \gamma) = e^{\gamma C(x, g(x))} \sum_y p_{xy}(g(x)) J^g_n(y, \gamma) \leq e^{\gamma C(x, g(x))} \sum_y p_{xy}(g(x)) v(y) = v(x).$$

Finally, we obtain (3.31), by letting $n \to \infty$ in (3.32). \hfill \Box

**Theorem 7. (Value Iteration)** $J(x, \gamma) = \lim_{n \to \infty} J_n(x, \gamma)$.

**Proof.** From Lemma 3 it follows that

$$\lim_{n \to \infty} J_n(x, \gamma) \leq J(x, \gamma), \text{ for all } x.$$

The reverse inequality follows from Lemmas 4 and 5 since $\lim_{n \to \infty} J_n(x, \gamma) \geq (\text{sgn}\gamma)$, and the proof is complete. \hfill \Box
Remark 6. The results obtained in this chapter continue to hold for more general CMC models with $A(x)$ not necessarily finite (see Section 2.1), under the following assumption:

**Assumption 3.1.**

1) $A(x)$ is compact for each $x \in X$;
2) $C(x, \cdot)$ is continuous for each $x \in X$; and
3) If $v : X \rightarrow \mathbb{R}$ is bounded then the function

$$a \mapsto \sum_y p_{xy}(a)v(y)$$

is continuous, for each $x \in X$.

The proofs are straightforward modifications of the previous ones. Under Assumption 3.1 there exists a decision function $f : X \rightarrow A$ (see [1, 29]) such that

$$\min_{a \in A(x)} \left\{ e^{\gamma C(x,a)} \sum_y p_{xy}(a)v(y) \right\} = e^{\gamma C(f(x),f(x))} \sum_y p_{xy}(f(x))v(y),$$

for $v : X \rightarrow \mathbb{R}$ bounded.
Chapter 4  
MODULARITY AND STRUCTURED POLICIES

In the sequel, the state and the action spaces are considered as subsets of the real numbers with the usual order: \((X, \leq), (A, \leq)\). It is well known that "explicit" solutions arising from the optimality equations are obtained only in a few cases, even in risk-neutral models \([1, 6, 9, 22, 26, 30, 40, 47]\). This fact has motivated the study of structural properties of the value function and the optimal policies, both from the viewpoint of analysis and computations. By a "structural property" it is understood herein any special dependence or parametrization of, for example, \(J_{\beta,t}(x, \gamma)\) and \(f_t(x)\) on \(t\), the initial state \(x\), or \(\gamma\). In this chapter, general conditions to obtain structural properties of the optimal exponential value function and policies are presented. In Section 4.1, we provide sufficient conditions on the basic components of a CMC for the optimal value function to be monotone, as a function of the initial state. In Section 4.2, the existence of monotone policies for CMC's with risk-sensitive criteria is established. Finally, in Section 4.3, it is shown that the modularity of certain functions (related to the exponential optimality equation) guarantees the existence of monotone policies.

4.1 Structural Properties of the Value Function.

Since the essential components of a CMC are the set \(K\) of admissible state-action pairs, the stochastic kernel \(P(\cdot | \cdot)\) and the one stage cost \(C(\cdot, \cdot)\), properties of these components will induce properties of the value function.

First, a technical lemma is presented, which will be needed to prove other results in the sequel; see [40] for a proof.
Lemma 6. Let \( \{z_j\} \), and \( \{z'_j\} \) be real-valued non-negatives sequences satisfying
\[
\sum_{j=k}^{\infty} z_j \geq \sum_{j=k}^{\infty} z'_j, \quad \text{for all } k,
\]
with equality holding for \( k = 0 \). Suppose that \( v_{j+1} \geq v_j \) for \( j = 0, 1, \ldots \). Then
\[
\sum_{j=0}^{\infty} v_j z_j \geq \sum_{j=0}^{\infty} v_j z'_j,
\]
for all sequences \( \{v_j\} \) for which both series converge.

Throughout this chapter, we will assume that the CMC \( (X, A, P, C) \) satisfies Assumption 3.1.

The following lemma establishes structural results for the optimal value function of a CMC with risk-sensitive performance criterion; see [30, 40] for analogous results in the risk-neutral case.

Lemma 7. Suppose that:

(i) \( C(x, a) \) is increasing (decreasing) in \( x \), for each \( a \);

(ii) \( \sum_{z} p_{z}(a) \) is increasing in \( x \) for all \( z \in X \) and \( a \in A \); and

(iii) \( x \mapsto A(x) \) is decreasing, i.e., \( x' \geq x \implies A(x') \subseteq A(x) \).

Then, the optimal EDC, \( J_{\beta}(x, \gamma \beta^t) \), is increasing (decreasing) in \( x \), for each \( t \), and the optimal exponential total cost, \( J(x, \gamma) \), is increasing (decreasing) in \( x \).

Proof. We only prove the lemma for the exponential discounted case, and the exponential total case is similar. Also, we only prove the lemma for \( C(\cdot, a) \) increasing, the \( C(\cdot, a) \) decreasing case following similarly. By Theorem 4, we only need to prove that for each \( t \), \( J_{\beta,n}(x, \gamma \beta^t) \) is increasing in \( x \), for all \( n \). We will do it by induction on \( n \). First, since \( J_{\beta,0}(x, \gamma \beta^t) = \text{sgn} \gamma \), the result holds for \( n = 0 \). Now assume that
$J_{\beta,n}(x, \gamma \beta^t)$ is increasing in $x$, $\forall t$, and let $x' \geq x$. Then, using (3.20),

\[
J_{\beta,n+1}(x, \gamma \beta^t) \leq e^{\gamma \beta^t C(x,a)} \sum_y p_{xy}(a) J_{\beta,n}(y, \gamma \beta^{t+1}), \quad \forall a \in A(x)
\]

\[
\leq e^{\gamma \beta^t C(x',a)} \sum_y p_{x'y}(a) J_{\beta,n}(y, \gamma \beta^{t+1}), \quad \forall a \in A(x)
\]

\[
\leq e^{\gamma \beta^t C(x',a)} \sum_y p_{x'y}(a) J_{\beta,n}(y, \gamma \beta^{t+1}), \quad \forall a \in A(x'),
\]

where the 1st inequality follows from Condition (i), the second inequality follows from Lemma 6 by using the induction hypothesis and Condition (ii), and the last inequality follows from Condition (iii). Thus

\[
J_{\beta,n+1}(x, \gamma \beta^t) \leq \min_{a \in A(x')} \{ e^{\gamma \beta^t C(x',a)} \sum_y p_{x'y}(a) J_{\beta,n}(y, \gamma \beta^{t+1}) \}
\]

\[
= J_{\beta,n+1}(x', \gamma \beta^t),
\]

and the proof is complete. $\square$

4.2 Monotone Policies.

In this section, the existence of optimal policies with special structure, e.g., threshold policies, is established. A threshold policy is a Markov deterministic policy $\pi = (f_0, f_1, \ldots)$ such that, for $t = 0, 1, \ldots$, the decision rule $f_t$ is given by, e.g.,

\[
f_t(x) = \begin{cases} 
a_1 & \text{if } x < x_t^* \\
a_2 & \text{if } x \geq x_t^* 
\end{cases}
\]

(4.1)

where $x_0^*, x_1^*, \ldots$ are the control limits or thresholds. More general structured policies are the monotone policies. A monotone policy is a Markov deterministic policy $\pi = (f_0, f_1, \ldots)$ such that the decision rules $f_t$, $t = 0, 1, \ldots$, are monotone functions of the state $x$. It is clearly beneficial to know when such an optimal policy exists, because the search for an optimal policy within the class of the Markov deterministic policies can be then restricted to the much smaller subclass of monotone policies [30, 40]. Due to the fact that the optimal policy $\pi = (f_0, f_1, \ldots)$ is in general non-stationary, a natural question that arises here is: how does the optimal action $f_t(x)$ varies with respect to
t, for each fixed x? The objective in this section is to find sufficient conditions that guarantee monotonicity with respect to x and/or with respect to t for the optimal decision rules. Thus, in the sequel, we refer to a monotone policy as a Markov deterministic policy π = (f₀, f₁, ...) such that the decision rules fₜ, t = 0, 1, ..., are monotone functions of the state x, and/or the stage t. For ease of presentation and clarity, we treat the finite and the infinite horizon models separately. We will consider a risk sensitivity coefficient γ > 0 throughout the rest of the dissertation.

4.2.1 Infinite Horizon CMC with EDC Criterion

For γ > 0 fixed, let Γ := {γβᵗ : t = 0, 1, 2, ...}, and M := {v : X × Γ → ℝ, v bounded}. Similarly as in the risk-neutral case [6, 7, 29, 40], define the DP operator T : M → M by

\[ T(v)(x, γβᵗ) = \min_{a ∈ A(x)} \left\{ e^{γβᵗC(x,a)} \sum_{y} p_{xy}(a)v(y, γβ^{t+1}) \right\} \]

Now, set N := {u : X × Γ → ℝ, u bounded}; and define the linear operator L : M → N, by

\[ L(v)(x, a, γβᵗ) = e^{γβᵗC(x,a)} \sum_{y} p_{xy}(a)v(y, γβ^{t+1}). \]  \( (4.2) \)

Remark 7. Note that

a) \( J₇(π) ∈ M, \) for all π ∈ Π:

\[ | J₇(π)(x, γβᵗ) | ≤ e^{γK}, \quad ∀x ∈ X, \ t = 0, 1, ...; \]

b) L(J₇)(x, a, γβᵗ) is the function within brackets in the EDOE's (3.14).

In the following two theorems, sufficient conditions are presented for an infinite horizon CMC with EDC criterion to have an optimal policy (f₀, f₁, ...) such that the decision rules fₜ(x), t = 0, 1, ..., are monotone functions in x, and monotone functions in t, respectively.
Theorem 8. Set $A^*_t(x) = \{ a \in A(x) : L(J_\beta)(x,a,\gamma^{t}) = T(J_\beta)(x,\gamma^{t}) \}$, and $f_t(x) := \inf A^*_t(x)$. Suppose that:

1) $x \mapsto A(x)$ is a decreasing function, i.e., $x \leq x'$ implies $A(x') \subset A(x)$;
2) for each $x \in X$, the set $A(x)$ is such that $a \in A(x)$ and $a' \geq a$ imply $a' \in A(x)$; and
3) If $x \leq x'$, $L(J_\beta)(x',\cdot,\gamma^{t}) - L(J_\beta)(x',\cdot,\gamma^{t})$ is decreasing on $A(x')$, for each fixed $t$.

Then $(f_0, f_1, \ldots)$ is an optimal policy such that $f_t(x)$ is increasing in $x$ for each $t$.

Proof. First, it follows from Assumption 3.1 that the function $L(J_\beta)(x',\cdot,\gamma^{t})$ is continuous, and hence $A^*_t(x)$ is closed. In fact, from Assumption 3.1(1), we obtain that $A^*_t(x)$ is compact and therefore $f_t(x) \in A^*_t(x)$. Thus, the optimality of $(f_0, f_1, \ldots)$ follows from Theorem 3. To see that $f_t(\cdot)$ is increasing, we suppose that $f_t(x') < f_t(x)$ for some $x' \geq x$. Then, it follows from i), ii) and iii) respectively that $f_t(x') \in A(x)$, $f_t(x) \in A(x')$ and

$$L(J_\beta)(x',f_t(x'),\gamma^{t}) - L(J_\beta)(x,f_t(x'),\gamma^{t}) \geq L(J_\beta)(x',f_t(x),\gamma^{t}) - L(J_\beta)(x,f_t(x),\gamma^{t}).$$

Consequently, we obtain

$$0 \geq L(J_\beta)(x',f_t(x'),\gamma^{t}) - L(J_\beta)(x',f_t(x),\gamma^{t})$$

$$\geq L(J_\beta)(x,f_t(x'),\gamma^{t}) - L(J_\beta)(x,f_t(x),\gamma^{t}) \geq 0,$$

where the outer inequality follows from optimality of $f_t(x)$ and $f_t(x')$, and the inner inequality follows from the previous equation. But $f_t(x') \in A(x)$ and $L(J_\beta)(x,f_t(x'),\gamma^{t}) = L(J_\beta)(x,\gamma^{t})$ contradict the definition of $f_t$ since it was supposed that $f_t(x') < f_t(x)$ (strictly). Thus, $f_t(x') \geq f_t(x) \forall x' \geq x$. $\Box$

Theorem 9. Set $A^*_t(x) = \{ a \in A(x) : L(J_\beta)(x,a,\gamma^{t}) = T(J_\beta)(x,\gamma^{t}) \}$, and $f_t(x) := \inf A^*_t(x)$. Suppose that $\gamma^{t} \leq \gamma^{s}$ implies

$$L(J_\beta)(x',\cdot,\gamma^{s}) - L(J_\beta)(x',\cdot,\gamma^{t})$$

is decreasing on $A(x)$, for each fixed $x$. (4.3)
Then \((f_0, f_1, \ldots)\) is an optimal policy such that \(f_t(x)\) is increasing in \(t\), for each fixed \(x\).

**Proof.** Similarly to the above theorem, the optimality of \((f_0, f_1, \ldots)\) follows from Theorem 3. Now, we assume that \(f_t(x) > f_u(x)\) for some \(t \leq u\). Then, by (4.3) we obtain

\[
L(J_\beta)(x, f_t(x), \gamma \beta^u) - L(J_\beta)(x, f_t(x), \gamma \beta^t) 
\leq L(J_\beta)(x, f_u(x), \gamma \beta^u) - L(J_\beta)(x, f_u(x), \gamma \beta^t),
\]

and hence

\[
0 \leq L(J_\beta)(x, f_t(x), \gamma \beta^u) - L(J_\beta)(x, f_u(x), \gamma \beta^u) 
\leq L(J_\beta)(x, f_t(x), \gamma \beta^t) - L(J_\beta)(x, f_u(x), \gamma \beta^t) \leq 0.
\]

But \(f_u(x) < f_t(x)\) and \(L(J_\beta)(x, f_u(x), \gamma \beta^t) = L(J_\beta)(x, f_t(x), \gamma \beta^t)\) contradict the definition of \(f_t\). Thus, \(f_t(x) \leq f_u(x)\) \(\forall t \leq u\). \(\Box\)

### 4.2.2 Finite Horizon CMC with ETC Criterion.

Consider a \(n\)-stages CMC as in Section 3.1. For \(t = 1, 2, \ldots, n\), let

\[
H_t(x, a, \gamma) := e^{\gamma C(x, a)} \sum_y p_{xy}(a) u_t^*(y, \gamma), \tag{4.4}
\]

and

\[
E_t(x, a, \gamma) := \frac{1}{\gamma} \log[H_t(x, a, \gamma)]
\]

In the following two theorems similar results to the ones obtained in Theorems 8 and 9 are presented. Those results are stated in terms of certain equivalent instead of utilities and will be used in Chapter 6 to prove optimality of monotone policies, for a finite horizon optimal allocation model.

**Theorem 10.** For \(t = 1, 2, \ldots, n\), set

\[
A_t^*(x) = \left\{ a \in A(x) : E_t(x, a, \gamma) = \min_{a' \in A(x)} \{E_t(x, a', \gamma)\} \right\}
\]
and \( f_{t-1}(x) := \inf A^*_t(x) \). Assume that

i) \( x \mapsto A(x) \) is a decreasing function;

ii) for each \( x \in X \), the set \( A(x) \) is such that \( a \in A(x) \) and \( a' \geq a \) imply \( a' \in A(x) \); and

iii) If \( x \leq x' \), \( E_t(x', \cdot, \gamma) - E_t(x, \cdot, \gamma) \) is decreasing on \( A(x') \), for each fixed \( t \).

Then \((f_0, f_1, \ldots, f_{n-1})\) is an optimal policy such that \( f_t(x) \) is increasing in \( x \) for each \( t \).

**Proof.** First, note that if \( a \in A_t^*(x) \) then \( a \) satisfies that

\[
H_t(x, a, \gamma) = \min_{a' \in A(x)} H_t(x, a', \gamma).
\]

Thus, the optimality of \((f_0, f_1, \ldots, f_{n-1})\) will follow from Theorem 1, if we show that \( f_t(x) \in A_t^*(x) \). Indeed, it follows from Assumption 3.1 that the function \( H_t(x, \cdot, \gamma) \) is continuous, and therefore \( \log H_t(x, \cdot, \gamma) \) is continuous. Hence \( A_t^*(x) \) is closed. Now, from Assumption 3.1(1), we obtain that \( A_t^*(x) \) is compact and therefore \( f_t(x) \in A_t^*(x) \).

The rest of the proof is similar to the proof of Theorem 8. \( \square \)

**Theorem 11.** For \( t = 1, 2, \ldots, n \), set

\[
A_t^*(x) = \{ a \in A(x) : E_t(x, a, \gamma) = \min_{a' \in A(x)} \{ E_t(x, a', \gamma) \} \},
\]

and \( f_{t-1}(x) := \inf A^*_t(x) \). Assume that

\[
E_{t+1}(x, \cdot, \gamma) - E_t(x, \cdot, \gamma) \text{ is decreasing on } A(x), \text{ for each fixed } x.
\]

Then \((f_0, f_1, \ldots, f_{n-1})\) is an optimal policy such that \( f_t(x) \) is increasing in \( t \) for each \( x \).

**Proof.** The proof is similar to the proof of Theorem 9. \( \square \)
4.3 Modular Functions.

The results in Theorems 8-11 were obtained under the strong assumptions of monotonicity of the DP operators, e.g., (iii) in Theorem 8 and (4.3). In this section, we give corresponding modularity conditions that imply the above mentioned assumptions.

Let \((S, \leq_S)\) be a lattice, i.e., a partially order set such that if \(s, r \in S\) then \(s \vee r \in S\) and \(s \wedge r \in S\), and let \(G : S \rightarrow \mathbb{R}\). We say that

a) \(G(\cdot)\) is subadditive (or submodular) on \(S\) if

\[
G(s \vee r) + G(s \wedge r) \leq G(s) + G(r)
\]

for every \(s, r \in S\);

b) \(G(\cdot)\) is strictly subadditive on \(S\) if

\[
G(s \vee r) + G(s \wedge r) < G(s) + G(r)
\]

for every non-comparable \(s, r \in S\); and

c) \(G(\cdot)\) is superadditive (or supermodular) on \(S\) if \(-G(\cdot)\) is subadditive on \(S\).

Unless otherwise stated, we will consider the product order \(\leq\) on \(\mathbb{R}^2\), that is, \(\leq\) is defined by \((y, z) \leq (y', z')\) if \(y \leq y'\) and \(z \leq z'\).

Submodularity on \(K\) of the function within brackets in the (risk-neutral) discounted cost optimality equation, i.e.,

\[
J_\beta(x) = \min_a \{C(x, a) + \beta \sum_y p_{xy}(a) J_\beta(y)\}, \tag{4.5}
\]

is frequently used to obtain monotone optimal policies for the corresponding stochastic control problem; see, e.g., [40]. In this section, it is shown that the subadditivity on \(K\) of certain functions, related to the exponential optimality equation, implies the existence of optimal policies whose decision rules are monotone functions in the state \(x\). Moreover, besides submodularity with respect to \(K\) as in the risk-neutral case, submodularity with respect to \(A \times \Gamma (A \times \{0, 1, \ldots n\})\) is also considered, leading
to structural properties of the optimal policies with respect to $\gamma(t)$ (recall that $\Gamma := \{\gamma \beta^t : t = 0, 1, \cdot\}$).

The next two theorems state results for the infinite horizon discounted case, while in Theorems 14-15 the finite horizon total cost is treated.

**Theorem 12.** Assume that

i) $x \mapsto A(x)$ is a decreasing function;

ii) for each $x \in X$, the set $A(x)$ is such that $a \in A(x)$ and $a' \geq a$ imply $a' \in A(x)$.

Then $(K, \ll)$ is a lattice. Moreover, assume that

iii) $L(J_\beta)(\cdot, \cdot, \gamma \beta^t)$ is subadditive on $(K, \ll)$.

Then there exists an optimal policy $(f_0, f_1, \ldots)$ such that $f_t(x)$ is increasing in $x$ for each $t$.

**Proof.** We will show that result by applying Theorem 8. That is, we will show that if $x < x'$ then

$$L(J_\beta)(x', \gamma \beta^t) - L(J_\beta)(x, \gamma \beta^t)$$

is decreasing on $A(x')$. Let $a, a' \in A(x')$, $a < a'$. Then

$$(x, a') \lor (x', a) = (x', a') \in K, \text{ and } (x, a') \land (x', a) = (x, a) \in K,$$

where $(x, a) \in K$ follows from (i) since $a \in A(x') \subset A(x)$. Hence, under (i)-(ii), $(K, \ll)$ is a lattice. Moreover, by the subadditivity of $L(J_\beta)(\cdot, \cdot, \gamma \beta^t)$, we obtain

$$L(J_\beta)(x', a', \gamma \beta^t) + L(J_\beta)(x, a, \gamma \beta^t) \leq$$

$$L(J_\beta)(x', a, \gamma \beta^t) + L(J_\beta)(x, a', \gamma \beta^t),$$

and hence

$$L(J_\beta)(x', a', \gamma \beta^t) - L(J_\beta)(x, a', \gamma \beta^t) \leq$$

$$L(J_\beta)(x', a, \gamma \beta^t) - L(J_\beta)(x, a, \gamma \beta^t),$$

i.e., (iii) in Theorem 8 holds, and the proof is complete. □
Theorem 13. Consider the partial order $\preceq_{\text{inv}}$ on $\mathbb{R}^2$ defined by $(y, z) \preceq_{\text{inv}} (y', z')$ if $y \leq y'$ and $z \geq z'$. Then: (i) for each $x \in X$, $(A(x) \times \Gamma, \preceq_{\text{inv}})$ is a lattice. Assume that, for each $x \in X$, the function $L(J_\beta)(x, \cdot, \cdot)$ is subadditive on $(A(x) \times \Gamma, \preceq_{\text{inv}})$. Then: (ii) there exists an optimal policy $(f_0, f_1, \ldots)$ such that $f_t(x)$ is increasing in $t$ for each $x$.

Proof. We will apply Theorem 9, that is, we will prove that $\gamma \beta^u \leq \gamma \beta^t$ implies

$$L(J_\beta)(x, \cdot, \gamma \beta^u) - L(J_\beta)(x, \cdot, \gamma \beta^t)$$

is decreasing on $A(x)$, for each fixed $x$. (4.6)

Let $\gamma \beta^u \leq \gamma \beta^t$, and $a \leq a'$. Then

$$(a, \gamma \beta^u) \lor (a', \gamma \beta^t) = (a', \gamma \beta^u), \text{ and } (a, \gamma \beta^u) \land (a', \gamma \beta^t) = (a, \gamma \beta^t).$$

Hence, $(A(x) \times \Gamma, \preceq_{\text{inv}})$ is clearly a lattice. Thus, by the subadditivity we have that

$$L(J_\beta)(x, a', \gamma \beta^u) + L(J_\beta)(x, a, \gamma \beta^t) \leq L(J_\beta)(x, a', \gamma \beta^t) + L(J_\beta)(x, a, \gamma \beta^u),$$

from which (4.6) is obtained.

Theorem 14. Assume that

i) $x \mapsto A(x)$ is decreasing;

ii) for each $x \in X$, the set $A(x)$ is such that $a \in A(x)$ and $a' \geq a$ imply $a' \in A(x)$; and

iii) $E_t(\cdot, \cdot, \gamma)$ is subadditive on $(K, \preceq)$.

Then there exists an optimal policy $(f_0, f_1, \ldots f_{n-1})$ such that $f_t(x)$ is increasing in $x$ for each $t$.

Proof. The proof of this result is similar to that of the above theorem, but in this case we apply Theorem 10.

Theorem 15. Assume that for each $x \in X$, the function $E_t(\cdot, x, \gamma)$ is subadditive on the lattice $(A(x) \times \{1, \ldots, n\}, \preceq)$. Then there exists an optimal policy $(f_0, f_1, \ldots f_{n-1})$ such that $f_t(x)$ is increasing in $t$ for each $x$. 
Proof. We will apply Theorem 11. That is, we need to prove that for $t = 0, 1, \ldots, n - 1$

$$\mathcal{E}_{t+1}(x, \gamma) - \mathcal{E}_t(x, \gamma)$$

is decreasing on $A(x)$. \hfill (4.7)

Let $a, a' \in A(x), a \leq a'$. Then, $(A(x) \times \{1, \ldots, n\}, \preceq)$ is clearly a lattice:

$$(a, t + 1) \lor (a', t) = (a', t + 1), \text{ and } (a, t + 1) \land (a', t) = (a, t).$$

Thus, by the subadditivity we have that

$$\mathcal{E}_{t+1}(x, a', \gamma) + \mathcal{E}_t(x, a, \gamma) \leq \mathcal{E}_{t+1}(x, a, \gamma) + \mathcal{E}_t(x, a', \gamma)$$

from which (4.7) follows. \hfill \square

In the risk-neutral model, one is interested in establishing verifiable conditions under which the function within brackets in (4.5) is submodular. This task is simplified by the fact that submodularity is preserved under addition, because it is easier to find conditions for each of the functions $C(x, a)$ and $\sum_y p_{xy}(a)J_{\beta}(y)$ to be submodular separately.

Therefore, motivated by Theorems 12 and 13 and work in the risk-neutral literature, in the sequel we pursue the following: obtain conditions which guarantee submodularity on $X \times A$ and/or on $A \times \Gamma$ of the function

$$L(J_{\beta})(x, a, \gamma) = g(x, a, \gamma)h(x, a, \gamma), \hfill (4.8)$$

where

$$g(x, a, \gamma) := e^{\gamma C(x, a)}, \quad h(x, a, \gamma) := \sum_y p_{xy}(a)J_{\beta}(y, \gamma). \hfill (4.9)$$

However, an additional challenge is faced here in that now additional conditions must be established for the product of two submodular functions to be a submodular function. In Subsection 4.3.1, seemingly novel results about modularity of the product
of two functions are established, and then conditions to ensure that the submodularity of \( L(J_\beta) \) follows from that of \( g \) and \( h \) are given.

A second and novel approach used in this dissertation to decompose the problem as in the risk-neutral case is motivated by Theorems 14 and 15; the challenge here is to find conditions that guarantee submodularity on \( X \times A \) and/or on \( A \times \{1, \ldots, n\} \) of the function

\[
E_t(x, a, \gamma) = C(x, a) + \frac{1}{\gamma} \log[h_t(x, a, \gamma)],
\]

where

\[
h_t(x, a, \gamma) = \sum_y p_{xy}(a) u_t^*(y, \gamma).
\]

In that case, similarly to the risk-neutral case, the submodularity of the two functions \( \log[h_t(x, a, \gamma)] \) and \( C(x, a) \) would be needed separately. In Chapter 6, for a particular resource allocation problem, we will show that those two functions are subadditive (and therefore so is the function \( E_t(x, a, \gamma) \)). It is important to mention that submodularity of the function \( E_t(x, a, \gamma) \) (\( H_t(x, a, \gamma) \)) does not necessarily imply submodularity of the function \( H_t(x, a, \gamma) \) (\( E_t(x, a, \gamma) \)).

4.3.1 Product of Submodular Functions.

**Theorem 16.** Let \((S, \preceq_S)\) be a lattice, and let \( g, h : S \rightarrow \mathbb{R} \) be non-negative and subadditive functions on \( S \). If \( g(\cdot) \) is increasing (decreasing) and \( h(\cdot) \) is decreasing (increasing) then the product \( g(\cdot)h(\cdot) \) is subadditive on \((S, \preceq_S)\).
Proof.

\[
g(s \lor r)h(s \lor r) - g(s)h(s)
\]
\[
\leq [g(s) + g(r) - g(s \land r)] h(s \lor r) - g(s)h(s)
\]
\[
= g(r)h(s \lor r) + [g(s) - g(s \land r)] h(s \lor r) - g(s)h(s)
\]
\[
\leq g(r)h(s \lor r) + [g(s) - g(s \land r)] h(s) - g(s)h(s)
\]
\[
= g(r)h(s \lor r) - g(s \land r)h(s)
\]
\[
\leq g(r) [h(s) + h(r) - h(s \land r)] - g(s \land r)h(s)
\]
\[
\leq g(r)h(r) + g(s \land r) [h(s) - h(s \land r)] - g(s \land r)h(s)
\]
\[
\leq g(r)h(r) - g(s \land r)h(s \land r).
\]

\[ \square \]

In the following two theorems, the monotonicity property of the functions \( g(\cdot) \) and \( h(\cdot) \) is substituted for some alternative conditions that also lead to results as in Theorem 16. Moreover, these two theorems will be used in Chapter 5, to show submodularity (with respect to \( A \times \Gamma \) and \( X \times A \) respectively) of the product \( g(\cdot)h(\cdot) \) in the optimality equations arising in a machine replacement problem.

**Theorem 17.** Let \((S, \preceq_S)\) be a lattice, and let \( g, h : S \to \mathbb{R} \) be non-negative, and subadditive functions on \( S \). Assume that \( g(s) = g(s \land r) \) and \( h(s) \leq h(s \land r) \) for every non-comparable \( s, r \in S \) such that \( g(s) \leq g(r) \). Then the product \( g(\cdot)h(\cdot) \) is subadditive on \( S \).

**Proof.** Take arbitrary non-comparable \( s, r \in S \) such that \( g(s) \leq g(r) \). We deduce at once from the hypotheses that \( g(r) \geq g(s \lor r) \) and \( g(r) \geq g(s \land r) \). Thus,

\[
g(s \lor r)h(s \lor r) - g(s)h(s)
\]
\[
\leq g(r) [h(s) + h(r) - h(s \land r)] - g(s \land r)h(s)
\]
\[
= g(r)h(r) + g(s \land r) [h(s) - h(s \land r)] - g(s \land r)h(s)
\]
\[
\leq g(r)h(r) - g(s \land r)h(s \land r),
\]

i.e., \( g(\cdot)h(\cdot) \) is subadditive. \[ \square \]
Theorem 18. Let \((S, \leq_S)\) be a lattice, and let \(g, h : S \rightarrow \mathbb{R}\) be non-negative, and subadditive functions on \(S\). Assume that for every non-comparable \(s, r \in S\) such that \(g(s) \leq g(r)\), the following two conditions hold: a) \(g(s) = g(s \wedge r)\) and b) \(h(s \vee r) = h(r)\). Then the product \(g(\cdot)h(\cdot)\) is subadditive on \(S\).

Proof. From the hypotheses we have that \(g(s \vee r) \leq g(r)\) and \(h(s \wedge r) \leq h(s)\), which yields

\[
g(s \vee r)h(s \vee r) + g(s \wedge r)h(s \wedge r) \leq g(s)h(s) + g(r)h(r).
\]

Next, we provide conditions on the costs and transition probabilities under which the functions \(g(\cdot, \cdot, \gamma \beta^t)\) and \(h(\cdot, \cdot, \gamma \beta^t)\) in (4.9) satisfy the modularity property. For ease of presentation, \(A(x) = A\), for all \(x \in X\), will be assumed.

Assumption 4.1 \(C(x, a)\) is separable, i.e., \(C(x, a) = u(x) + r(a)\) for some functions \(u : X \rightarrow \mathbb{R}\) and \(r : A \rightarrow \mathbb{R}\).

Assumption 4.2 \(C(x, a)\) is increasing in \((x, a)\).

Assumption 4.3 \(\sum_{y \in Y} p_{xy}(a)\) is increasing in \(x\), for all \(z \in X\) and \(a \in A\).

Assumption 4.4 \(\sum_{y \in Y} p_{xy}(a)\) is subadditive in \(X \times A\), for all \(z \in X\).

Note that if the cost function satisfies Assumption 4.1 then the discounted optimality equation is given as follows:

\[
J_\beta(x, \gamma \beta^t) = e^{\gamma \beta^t u(x)} \min_a \{e^{\gamma \beta^t r(a)} \sum_y p_{xy}(a)J_\beta(y, \gamma \beta^{t+1})\}.
\]

Thus, the function \(L(J_\beta)(x, a, \gamma \beta^t)\) in (4.8), is in this case given by

\[
L(J_\beta)(x, a, \gamma \beta^t) = e^{\gamma \beta^t r(a)} \sum_y p_{xy}(a)J_\beta(y, \gamma \beta^{t+1}).
\]

In the rest of this dissertation we denote \(\bar{g}(x, a, \gamma \beta^t) := e^{\gamma \beta^t r(a)}\).
Lemma 8. Under Assumption 4.1, $\bar{g}(\cdot, \cdot, \gamma\beta^t)$ is subadditive and superadditive on $X \times A$.

Proof. The result follows since $\bar{g}(\cdot, a, \gamma\beta^t)$ is constant. □

Lemma 9. Under Assumption 4.2, 4.3, and 4.4, $h(\cdot, \cdot, \gamma\beta^t)$ is subadditive in $X \times A$.

Proof. By Lemma 7, Assumptions 4.2 and 4.3 imply that $J_\beta(x, \gamma\beta^t)$ is increasing in $x$. Now, by Assumption 4.4, we have that if $x' \geq x$ and $a' \geq a$ then

$$\sum_{y=z}^{\infty} [p_{x'y}(a') + p_{zy}(a)] \leq \sum_{y=z}^{\infty} [p_{x'y}(a) + p_{zy}(a')]$$

and by applying Lemma 6,

$$\sum_{y=z}^{\infty} [p_{x'y}(a') + p_{zy}(a)]J_\beta(y, \gamma\beta^t) \leq \sum_{y=z}^{\infty} [p_{x'y}(a) + p_{zy}(a')]J_\beta(y, \gamma\beta^t)$$

is obtained, i.e., $h(\cdot, \cdot, \gamma\beta^t)$ is subadditive in $X \times A$. □
Chapter 5

APPLICATION 1: AN EQUIPMENT REPLACEMENT MODEL

In this chapter, an infinite horizon CMC model of an equipment replacement problem is studied. In Section 5.1, the formulation of the model is presented. In Sections 5.2 and 5.3, respectively, it is shown that under standard conditions, the optimal policy is of the threshold-type and ultimately stationary. Moreover, under mild additional conditions, it is also shown in Section 5.3 that ultimately it is optimal to follow the risk-neutral stationary optimal policy. Finally, in Section 5.4, it is proved that the optimal decision functions \( f_t(x), t = 0, 1, \ldots \), are decreasing functions in \( t \) for each \( x \); see, e.g., [6, 40, 41] for an analysis of this problem with risk-neutral discounted cost, and [26] for a finite horizon, finite states/actions model with a risk-sensitive criterion and under partial state observations.

5.1 Formulation of the Equipment Replacement Problem as a CMC

The state of an equipment unit used in a, e.g., manufacturing process deteriorates over the time. The state \( x \in X = \{0, 1, 2, \ldots \} \) represents the level of deterioration. At each decision epoch, the decision maker can choose one of two actions from the action space \( A = \{1, 2\} \). Action 1 corresponds to keep the unit (do not replace it) while action 2 corresponds to replace the unit. If the decision is to replace, then a cost \( R > 0 \) is immediately incurred and the state at the beginning of the next time period is 0, the "as new" state. If the present state is \( x \) and the action is to keep, then the state at the beginning of the next time will be \( y \) with probability \( p_{xy} \). In addition, an operating cost \( 0 \leq c(x) \leq K \) is incurred when the present state of the
unit is $x$. Thus, the cost function per stage is given by
\[ C(x, 1) = c(x), \quad C(x, 2) = c(x) + R. \]

The following is a natural assumption to make.

**Assumption 5.1.** $c(x)$ is increasing in $x$.

Since the component tends to turn worse gradually with use, it is natural to model the probabilistic structure such that the conditional probability of the component being at a state greater or equal than $k$ at the end of the period, given that it was a state $x$ at the beginning of the period is increasing in $x$, i.e.,
\[
\sum_{y=x}^{\infty} p_{xy}(1) \quad \text{is increasing in } x \tag{5.1}
\]

### 5.2 Threshold Optimal Policies

First, it will be shown that the optimal value function for the model above is increasing on the state, and then the existence of a threshold optimal policy will be established.

**Lemma 10.** The optimal value function $J_\beta(x, \gamma)$ is increasing in $x$.

**Proof.** We will apply Lemma 7 to prove that $J_\beta(x, \gamma)$ is increasing in $x$. It follows from Assumption 5.1 and (5.1) respectively that Conditions 1 and 2 hold in this model, and Condition 3 is obviously verified since $A(x) = A$, $\forall x$. Therefore the result follows. \qed

**Proposition 2.** There exists an increasing optimal policy $\pi^* = (f_0^*, f_1^*, \ldots)$ for the equipment replacement problem with risk-sensitive discounted cost criterion, that is, there exists a sequence $\{x_0^*, x_1^*, \ldots\}$ such that $f_i^*$ is given by
\[
f_i^*(x) = \begin{cases} 
1 \text{ (no-replace)} & \text{if } x < x_i^* \\
2 \text{ (replace)} & \text{if } x \geq x_i^* 
\end{cases} \tag{5.2}
\]
Proof. First, Theorem 18 will be applied to show that the function

\[ L(J_\beta)(\cdot, \cdot, \gamma \beta^t) = g(\cdot, \cdot, \gamma \beta^t) h(\cdot, \cdot, \gamma \beta^t) \]

is subadditive on \( X \times A \). From the conditions of the model, we have that the cost function is separable:

\[ C(x, a) = c(x) + r(a), \]

where

\[ r(1) = 0 \quad \text{and} \quad r(2) = R. \quad (5.3) \]

Thus, by Lemma 8, \( g(\cdot, \cdot, \gamma \beta^t) \) is subadditive on \( X \times A \). Now, it follows from Assumption 5.1, (5.3) and (5.1) respectively that \( C(x, a) \) is increasing in \( x \) for each \( a \in A \), increasing in \( a \) for each \( x \in X \) and \( \sum_{y=z}^\infty p_{xy}(a) \) is increasing in \( x \) for each \( z \in X \) and \( a \in A \). Thus, this model satisfies Assumptions 4.2 and 4.3. To verify that Assumption 4.4 holds in this model, we note that if \( x' > x \) then

\[ \sum_{y=z}^\infty [p_{x'y}(2) - p_{xy}(2)] = 0, \]

and by (5.1)

\[ \sum_{y=z}^\infty [p_{x'y}(1) - p_{xy}(1)] \geq 0. \]

Therefore, \( \sum_{y=z}^\infty p_{xy}(a) \) is subadditive on \( X \times A \). Thus, by Lemma 9 we obtain that \( h \) is subadditive on \( X \times A \). Finally,

\[ g(x, a, \gamma \beta^t) = g(x', a, \gamma \beta^t), \quad \forall x, x' \in X, \]

and

\[ h(x, 2, \gamma \beta^t) = J_\beta(0, \gamma \beta^{t+1}) = h(x', 2, \gamma \beta^t), \quad \forall x, x' \in X \]

imply respectively the conditions (a) and (b) of Theorem 18. Therefore \( g \cdot h \) is subadditive on \( X \times A \). The result follows from Theorem 12. \[ \square \]
For the rest of this chapter, when \( \{x_k^*\}_{k=0}^\infty \) or \( \pi^* \) is written, it is to be understood as the sequence of thresholds or, respectively, the optimal policy obtained in Proposition 2.

### 5.3 Ultimately Stationary Optimal Policies

It is well known that for the risk-neutral replacement problem, there exists a threshold stationary \( \beta \)-optimal policy; see [6, 40, 41]. The case of interest is that for which \( R \) is small enough so that the threshold \( x^* \) of that optimal policy is finite. Moreover, intuitively, it is to be expected that when \( |\gamma| \) is small the risk-sensitive model should be close to the risk-neutral model. Thus, it is reasonable to expect that the following assumption holds for most situations of interest.

**Assumption 5.2.** \( \{x_k^*\}_{k=0}^\infty \) does not diverge to \( \infty \).

Jaquette [32, 33] showed that optimal policies are ultimately stationary for every CMC with exponential utility criterion and finite state space. Here, it shall be proved in Proposition 3 that, under Assumption 5.2, the optimal policy \( \pi^* \) is ultimately stationary for the equipment replacement model with infinite state space.

**Lemma 11.** For arbitrary \( \pi_1, \pi_2 \in \Pi \), and \( x \in X \), there exists \( \gamma(x, \pi_1, \pi_2) > 0 \), such that one (and only one) of the following statements is true

\[
\begin{align*}
J_{\beta}^{\pi_1}(x, \cdot) - J_{\beta}^{\pi_2}(x, \cdot) &= 0, \quad \text{on } (0, \gamma(x, \pi_1, \pi_2)) \\
J_{\beta}^{\pi_1}(x, \cdot) - J_{\beta}^{\pi_2}(x, \cdot) &> 0 \quad \text{on } (0, \gamma(x, \pi_1, \pi_2)) \\
J_{\beta}^{\pi_1}(x, \cdot) - J_{\beta}^{\pi_2}(x, \cdot) &< 0 \quad \text{on } (0, \gamma(x, \pi_1, \pi_2)).
\end{align*}
\]

**Proof.** For every \( \pi \in \Pi \) and \( x \in X \), the function \( J_{\beta}^{\pi}(x, \cdot) : (0, \infty) \rightarrow \mathbb{R} \) is given by

\[
J_{\beta}^{\pi}(x, \gamma) = E_x^{\pi}[e^{\gamma D}]
= \sum_{n=0}^{\infty} \left( \frac{E_x^{\pi}[D^n]}{n!} \right) \gamma^n < \infty. \tag{5.4}
\]
It follows from (5.4) that \(J^\pi_\beta(x,\cdot)\) is analytic in \((0,\infty)\). Therefore, the function

\[
J^\pi_\beta(x,\cdot) - J^\pi_\beta(x,\cdot)
\]

cannot have an infinite number of zeros in any finite interval without being identically zero, and thus the existence of a number \(\gamma(x,\pi_1,\pi_2)\) as above follows. \(\square\)

**Lemma 12.** Set \(\pi_1 = (f, f^*_1, f^*_2, \ldots)\) and \(\pi_2 = (g, f^*_1, f^*_2, \ldots)\), where \(f(x) = 2\) and \(g(x) = 1\) \(\forall x\). Let \(\bar{x}\) be an accumulation point of the sequence \(\{x^*_k\}\). Then for \(x = 0, \ldots\bar{x}\) there exists a number \(\bar{\gamma} > 0\) such that on \((0,\bar{\gamma})\) one (and only one) of the following statements is true:

\[
e^{\gamma(x)}e^{R_J\beta}(0,\gamma\beta) - e^{\gamma(x)}\sum_y p_{xy}J_\beta(y,\gamma\beta) = 0
\]

\[
e^{\gamma(x)}e^{R_J\beta}(0,\gamma\beta) - e^{\gamma(x)}\sum_y p_{xy}J_\beta(y,\gamma\beta) > 0
\]  \(\text{(5.5)}\)

\[
e^{\gamma(x)}e^{R_J\beta}(0,\gamma\beta) - e^{\gamma(x)}\sum_y p_{xy}J_\beta(y,\gamma\beta) < 0
\]

**Proof.** It follows from the definition of the operator \(E_\pi^x\) that

\[
J^\pi_\beta(x,\gamma) = e^{\gamma(x)}e^{R_J\beta}(0,\gamma\beta), \text{ and }
\]

\[
J^\pi_\beta(x,\gamma) = e^{\gamma(x)}\sum_y p_{xy}J_\beta(y,\gamma\beta).
\]

Then, by Lemma 11, for each \(0 \leq x \leq \bar{x}\), there exists \(\gamma(x) > 0\) such that one and only one of the above statements (5.5) is true. Thus, the result follows by taking \(\bar{\gamma} = \min\{\gamma(0), \gamma(1), \ldots, \gamma(\bar{x})\}\). \(\square\)

Now, we are ready to show that the policy \(\pi^*\) is ultimately stationary.

**Proposition 3.** Under Assumptions 5.1 and 5.2, the policy \(\pi^* = (f^*_0, f^*_1, \ldots)\) (see (5.2) is ultimately stationary, that is, there exists \(N\) such that \(x^*_k = x^*_N, \forall k \geq N\).
Proof. Let $\bar{x}$ be an accumulation point of the sequence $\{x_k^*\}$, and for $k = 0, 1, \ldots$, let

$$ h_k = e^{\gamma \beta^k R} J_\beta(0, \gamma \beta^{k+1}), \quad \text{and} \quad w_k(x) = \sum y p_{xy} J_\beta(y, \gamma \beta^{k+1}). $$

Take $N$ (large enough) so that $\gamma \beta^N < \bar{\gamma}$ and $x_N^* = \bar{x}$. Then since $x_N^*$ is the threshold corresponding to $f_N^*$, we deduce that $h_N - w_N(x_N^* - 1) > 0$ and $h_N - w_N(x_N^*) \leq 0$.

Thus, by Lemma 11 we obtain that $\forall k \geq N$ (i.e. $\gamma \beta^k < \gamma \beta^N$),

$$ h_k - w_k(x_N^* - 1) > 0 \quad \text{and} \quad h_k - w_k(x_N^*) \leq 0. $$

Therefore $x_k^* = x_N^* = \bar{x}$, $\forall k \geq N$.

Thus, we have proved that the policy $\pi^*$ has the form

$$ \pi^* = (f_0^*, f_1^*, \ldots, f_{N-1}^*, f^*, f^*, f^* \ldots), $$

where $f^*$ is defined by $f^*(x) = 1$ if $x < \bar{x}$, and $f^*(x) = 2$ if $x \geq \bar{x}$. It is natural to expect the policy $(f^*(x))$ to be optimal for the risk-neutral replacement problem, given that for large $t$ the (effective) risk-factor $\gamma \beta^t$ will be close to zero, i.e., close to the risk-null case. The following lemma will be used to show, in Proposition 4, that this is the case.

Lemma 13. Let $\mathcal{E}_\pi(x, \gamma) := \frac{1}{\gamma} \log E_x^\pi[e^{\gamma D}]$ be the certain equivalent of the random cost $D$. Then

$$ \lim_{\gamma \to 0} \mathcal{E}_\pi(x, \gamma) = E_x^\pi[D]. $$

Proof. Let $u(\gamma) = E_x^\pi[e^{\gamma D}]$. Thus

$$ \lim_{\gamma \to 0} \mathcal{E}_\pi(x, \gamma) = \lim_{\gamma \to 0} \frac{1}{\gamma} \log u(\gamma) = \lim_{\gamma \to 0} \frac{u'(\gamma)}{u(\gamma)} = u'(0) = E_x^\pi[D]. $$
Proposition 4. Let $\pi = (f^*, f^*, \ldots)$ be the tail of the policy $\pi^*$ given in (5.6). Then under Assumptions 5.1 and 5.2, the stationary policy $\bar{\pi}$ is optimal for the risk-neutral replacement problem.

Proof. It follows from (5.6) that for $k = N, N + 1, \ldots$, the policy $\bar{\pi}$ is optimal for the $\gamma \beta^k$-risk sensitive problem. Thus, for any stationary deterministic policy $\pi = (g, g, \ldots)$,

$$J^\pi_\beta(x, \gamma \beta^k) \leq J^\pi_\beta(x, \gamma \beta^k), \forall x, \forall k \geq N. \quad (5.7)$$

Since $U^{-1}_\gamma(\cdot)$ is increasing, it follows from (5.7) that

$$E^\pi_\gamma(x, \gamma \beta^k) \leq E^\pi_\gamma(x, \gamma \beta^k), \forall x, \forall k \geq N.$$ 

Thus, by taking limit when $k \to \infty$ one obtains from the previous lemma that

$$E^\pi_\gamma[\mathcal{D}] \leq E^\pi_\gamma[\mathcal{D}],$$

and therefore $\bar{\pi}$ is risk-neutral optimal.

5.4 Convergence of the Control Limits

In Section 4.2, the question was posed about how each decision rule $f_t(x), t = 0, 1, \ldots$, of the optimal policy varies with respect to $t$. In particular, in the machine replacement problem, it will be shown in Proposition 5 that under reasonable conditions those decision rules are monotone functions of $t$. More specifically, under certain conditions the function

$$L(J^\pi_\beta)(x, \cdot, \cdot) = g(x, \cdot, \cdot)h(x, \cdot, \cdot)$$

is superadditive on $\mathbb{A} \times \Gamma$, for fixed $x$.

The following general result gives a way of constructing a superadditive function by taking the composition of two other functions with certain properties.
Lemma 14. Let \((S, \leq_S)\) be a lattice, \(G : S \rightarrow \mathbb{R}\) an increasing (decreasing) and superadditive function on \(S\), and \(H : \mathbb{R} \rightarrow \mathbb{R}\) an increasing and convex function. Then the composition of \(H\) and \(G\) is an increasing (decreasing) and superadditive function on \(S\).

Proof. The proof of this result follows immediately from the following identity:

\[
H(G(s)) + H(G(r)) - H(G(s \vee r)) - H(G(s \wedge r)) = \\
[H(G(s)) - H(G(s \vee r) + G(s \wedge r) - G(r))] \\
+ [H(G(s \vee r) + G(s \wedge r) - G(r)) - H(G(s \vee r))]
\]

\[\bigg[ H(G(s)) - H(G(s \vee r)) - H(G(s \wedge r)) \bigg] - H(G(s \wedge r)) + H(G(r)) \]

Lemma 15. The function \(g(x, a, \gamma \beta^t) = e^{\gamma \beta^t r(a)}\) is increasing and superadditive on \(A \times \Gamma\).

Proof. The result follows applying Lemma 14 with

\[ H(z) = e^z \text{ and } G(a, \gamma \beta^t) = \gamma \beta^t r(a). \]

Now, the following assumption will be made in the rest of this chapter.

Assumption 5.3 If \(u \geq t\) then

\[ J_\beta(x, \gamma \beta^t) - J_\beta(x, \gamma \beta^u) \leq J_\beta(x + 1, \gamma \beta^t) - J_\beta(x + 1, \gamma \beta^u). \]

Lemma 16. Under Assumptions 5.1, 5.2 and 5.3, \(h(x, a, \gamma \beta^t)\) is superadditive on \((A \times \Gamma, \preceq)\) for each \(x\).
Proof. First, from the conditions of the model it is easy to see that
\[ \sum_{y=x}^{\infty} p_{xy}(1) \geq \sum_{y=x}^{\infty} p_{xy}(2), \quad \text{for all } x, z \in X. \]

Thus, by Lemma 6 and Assumption 5.3 we have that if \( u \geq t \) then
\[ \sum_{y=0}^{\infty} p_{xy}(1)[J_{\beta}(y, \gamma \beta^t) - J_{\beta}(y, \gamma \beta^u)] \geq \sum_{y=0}^{\infty} p_{xy}(2)[J_{\beta}(y, \gamma \beta^t) - J_{\beta}(y, \gamma \beta^u)], \]
and hence \( h(x, 1, \gamma \beta^t) - h(x, 1, \gamma \beta^u) \geq h(x, 2, \gamma \beta^t) - h(x, 2, \gamma \beta^u) \), i.e., \( h \) is superadditive on the lattice \((A \times \Gamma, \preceq)\).

The following lemma proves that the optimal EDC decrease to 1 when the sensitivity coefficient decreases to 0. This result will be needed in the proof of Lemma 18.

Lemma 17. \( \lim_{t \to \infty} J_{\beta}(x, \gamma \beta^t) = 1. \)

Proof. By Dominated Convergence Theorem, \( J_{\beta}(x, \gamma) \downarrow 1 \) as \( \gamma \downarrow 0, \forall \tau \). The claim follows from the inequality \( 1 \leq J_{\beta}(x, \gamma) \leq J_{\beta}(x, \gamma). \)

Lemma 18. Let \( S := (A \times \Gamma, \preceq_{inv}) \) be the partial ordered set with \( (a, \gamma \beta^t) \preceq_{inv} (a', \gamma \beta^u) \) if \( a \leq a' \) and \( t \leq u \). Then, under Assumptions 5.1, 5.2 and 5.3, the function \( g(x, \cdot, \cdot)h(x, \cdot, \cdot) \) is subadditive on \( S \).

Proof. The result is proved by applying Theorem 17. Lemmas 15 and 16 imply respectively that \( g \) and \( h \) are subadditive functions on \( S \). Now, take \( s, r \in S \), non-comparable, i.e., \( s = (1, \gamma \beta^u) \) and \( r = (2, \gamma \beta^t) \) with \( t \leq u \). Then since \( g(x, 1, \gamma \beta^u) \leq g(x, 2, \gamma \beta^t) \) and \( s \wedge r = (1, \gamma \beta^t) \), we need only to prove that
\[ g(x, 1, \gamma \beta^t) = g(x, 1, \gamma \beta^u) \quad \text{and} \]
\[ h(x, 1, \gamma \beta^u) \leq h(x, 1, \gamma \beta^t). \]

Then, (5.8) follows from the equality \( g(x, 1, \gamma \beta^t) = 1, \forall t \), and (5.9) follows from Lemma 17. Thus, the proof is complete.
Proposition 5. Under Assumptions 5.1, 5.2 and 5.3, the decision rules \( f^*_t(x) \), \( t = 0, 1, \ldots N - 1 \), and \( f^*(x) \) are increasing functions in \( t \), for each \( x \in X \). Consequently, the sequence of thresholds \( \{ x_0^*, x_1^*, \ldots \} \) converges decreasingly to \( \bar{x} \).

Proof. By Lemma 18 we have that \( L(J_\rho)(x, \cdot, \cdot) \) is subadditive on \( (A \times \Gamma, \leq_{int}) \). Thus, by applying Theorem 13 we obtain that if \( t \leq u \) then \( f_t(x) \leq f_u(x) \), for each \( x \), and consequently \( x_0^* \geq x_1^* \geq \ldots \). The convergence of \( \{ x_k^* \} \) to \( \bar{x} \) follows from Proposition 3. \( \square \)
Chapter 6

APPLICATION 2: OPTIMAL RESOURCE ALLOCATION

In this chapter we study a finite horizon CMC modeling an optimal allocation problem. In Section 6.1, the description of the problem is given. In Section 6.2, we apply results previously obtained in this work to prove structural properties of the optimal value function corresponding to the exponential total cost. It is also shown that there exists an optimal policy \((f_0, f_1, \ldots, f_{N-1})\) such that the decision rules \(f_t(x)\), \(t = 0, \ldots, N - 1\), are increasing functions in \(x\) and increasing in \(t\). Moreover, under additional conditions, we prove in Section 6.3 that the allocation problem can be reduced to a problem with two actions and that the optimal policy is of the threshold-type. Finally, in the same section, we apply those results to a particular example of a linear final cost; see [41] for an analysis of this problem with risk-neutral total cost.

The optimal allocation problem can be described as follows.

6.1 Formulation of the Allocation Problem as a CMC

Suppose we have \(N\) stages to construct \(I\) successful components sequentially. At each stage we allocate a certain amount of money for the construction of a component. If \(a\) is the amount allocated, then the component constructed will be a success with probability \(P(a)\), where \(P\) is a continuous nondecreasing function such that \(P(0) = 0\). After each component is constructed, we are informed whether or not it is successful. If at the end of \(N\) stages, we are \(x\) components short, then a final penalty cost \(C(x)\) is incurred, where \(C(x)\) is increasing. The problem is to determine how much money to allocate at each stage to minimize the total expected utility. A CMC \((X, A, P, C)\) which models the described allocation problem can be defined by taking the state space \(X = \{0, 1, \ldots, I\}\), the action space \(A = [0, M]\), where \(M\) is a positive real
number, the cost function \( C(x, a) = a \), and the transition probabilities
\[
p_{xy}(a) = \begin{cases} 
P(a) & \text{if } y = x - 1 \\
1 - P(a) & \text{if } y = x \\
0 & \text{otherwise.}
\end{cases}
\] (6.1)

The state \( X_t \) is the number of successful components still needed at time \( t \) and the action \( A_t \) is the amount of money allocated at time \( t \).

For notational convenience in this section, \( J_t(x, \gamma) \) will denote the minimal cost at state \( x \) with \( t \) stages to go, \( x \in X \) and \( t = 0, 1, \ldots, N \). (Note that in Section 3.3, \( J_t(x, \gamma) \) denoted the minimal cost at state \( x \) with \( N - t \) stages to go.)

According to (3.2) and (3.3), \( J_0(x, \gamma) = e^{\gamma C(x)} \) and for \( t = 1, \ldots, N \),
\[
J_{t+1}(x, \gamma) = \inf_a \{e^{\gamma}[P(a)J_t(x - 1) + (1 - P(a))J_t(x)]\} \tag{6.2}
\]
\[
= \inf_a \{e^{\gamma}[J_t(x) - P(a)(J_t(x) - J_t(x - 1))]\} \tag{6.3}
\]
\[
= \inf_a \{e^{\gamma}[J_t(x - 1) + (1 - P(a))(J_t(x) - J_t(x - 1))]\}. \tag{6.4}
\]

### 6.2 Structural Properties of the Optimal Value Function and Policies.

First, we will show that the optimal value function \( J_t(x, \gamma) \) is increasing in the state \( x \) and decreasing in the number of stages to go \( t \).

**Lemma 19.** The optimal value function \( J_t(x, \gamma) \) is increasing in \( x \) and decreasing in \( t \).

**Proof.** We will apply Lemma 7 to prove that \( J_t(x, \gamma) \) is increasing in \( x \). First, we see that this model satisfies Conditions 1 and 3 of the mentioned lemma since \( C(x, a) \) is constant in \( x \), the terminal cost \( C(x) \) is increasing and \( A(x) = A_\gamma \), \( \forall x \). Finally, it follows from (6.1) that
\[
\sum_{y=k}^l p_{xy}(a) = \begin{cases} 
1 & \text{if } k \leq x - 1 \\
1 - P(a) & \text{if } k = x \\
0 & \text{if } k > x,
\end{cases}
\] (6.5)
and hence, Condition 2 of Lemma 7 is valid for this model. Therefore, $J_t(x, \gamma)$ is increasing in $x$. Now, since $a = 0$ is an admissible action, it follows from (6.2) that

$$J_t(x, \gamma) \leq e^{\gamma a}[P(0)J_{t-1}(x - 1, \gamma) + (1 - P(0))J_{t-1}(x, \gamma)],$$

and hence,

$$J_t(x, \gamma) \leq J_{t-1}(x, \gamma).$$

Thus, $J_t(x, \gamma)$ is decreasing in $t$ for each $x$.

The next goal is to show that the allocation problem has optimal policies that are increasing in $x$ and decreasing in $t$. To this end, we will prove that

$$\log \left( e^{\gamma a}[P(a)J_t(x - 1) + (1 - P(a))J_t(x)] \right)$$

is subadditive on $X \times A$ and superadditive on $A \times \{1, 2, \ldots N\}$, so that the mentioned monotonicity properties will follow from Theorems 14 and 15.

Set

$$G_t(x, a, \gamma) := e^{\gamma a}h_t(x, a, \gamma), \quad (6.6)$$

where $h_t(x, a, \gamma) = P(a)J_t(x - 1) + (1 - P(a))J_t(x)$. First, it will be shown that each of the structural properties of $\log G_t(x, a, \gamma)$ we need is equivalent to a structural property of $\log J_t(x, \gamma)$.

**Proposition 6.** a) $\log G_t(x, a, \gamma)$ is subadditive on $X \times A$ iff $\log J_t(x, \gamma)$ is convex in $x$. b) $\log G_t(x, a, \gamma)$ is superadditive on $A \times \{1, \ldots N\}$ iff $\log J_t(x, \gamma)$ is subadditive on $A \times \{0, 1, \ldots N\}$. 
Proof. a) Let $a' > a$ and denote by $D_t(x) := J_t(x + 1, \gamma) - J_t(x, \gamma)$. Then

$\log J_t(x, \gamma)$ is convex in $x$

$\iff \log J_t(x + 1) - \log J_t(x) \geq \log J_t(x) - \log J_t(x - 1)$

$\iff J_t(x + 1)J_t(x - 1) \geq J_t^2(x)$

$\iff J_t(x)D_t(x) \geq J_t(x + 1)D_t(x - 1)$

$\iff (P(a') - P(a))J_t(x)D_t(x) \geq (P(a') - P(a))J_t(x + 1)D_t(x - 1)$

$\iff -P(a)J_t(x)D_t(x) - P(a')J_t(x + 1)D_t(x - 1) \geq 0$

$\iff [J_t(x + 1) - P(a)D_t(x)][J_t(x) - P(a')D_t(x - 1)] \geq 0$

$\iff \frac{h_t(x + 1, a)}{h_t(x, a)} \geq \frac{h_t(x + 1, a')}{h_t(x, a')}$

$\iff \log h_t(x, a, \gamma)$ is subadditive on $X \times A$

$\iff \log G_t(x, a, \gamma)$ is subadditive on $X \times A$.

Note the last step follows from the equality

$\log G_t(x, a, \gamma) = \gamma a + \log h_t(x, a, \gamma)$. 
b) Let $a' > a$. Then

$$\log J_t(x, \gamma)$$ is subadditive on $X \times \{1, \ldots, N\}$

$$\Leftrightarrow \log J_{t+1}(x-1) - \log J_{t+1}(x) \geq \log J_t(x-1) - \log J_t(x)$$

$$\Leftrightarrow J_{t+1}(x-1)J_t(x) \geq J_{t+1}(x)J_t(x-1)$$

$$\Leftrightarrow J_t(x)D_{t+1}(x-1) \leq J_{t+1}(x)D_t(x-1)$$

$$\Leftrightarrow (P(a') - P(a))J_t(x)D_{t+1}(x-1) \leq (P(a') - P(a))J_{t+1}(x)D_t(x-1)$$

$$\Leftrightarrow -P(a)J_t(x)D_{t+1}(x-1) - P(a')J_{t+1}(x)D_t(x-1) \leq$$

$$-P(a')J_t(x)D_{t+1}(x-1) - P(a)J_{t+1}(x)D_t(x-1)$$

$$\Leftrightarrow [J_{t+1}(x) - P(a)D_{t+1}(x-1)][J_t(x) - P(a')D_t(x-1)] \leq$$

$$[J_{t+1}(x) - P(a')D_{t+1}(x-1)][J_t(x) - P(a)D_t(x-1)]$$

$$\Leftrightarrow \frac{h_{t+1}(x, a)}{h_t(x, a)} \leq \frac{h_{t+1}(x, a')}{h_t(x, a')}$$

$$\Leftrightarrow \log h_t(x, a, \gamma)$$ is superadditive on $X \times A$

$$\Leftrightarrow \log G_t(x, a, \gamma)$$ is superadditive on $X \times A$.

Now, we show that $\log J_t(x)$ is indeed convex in $x$ for each $t$, and subadditive on $X \times \{0, 1, \ldots, N\}$. For the rest of this chapter, it will be assumed the following condition, which is reasonable for most situations of interest.

**Assumption 6.1.** The terminal cost $C(x)$ is convex.

**Proposition 7.** Under Assumption 6.1, the following three statements hold:

a) $\log J_t(x, \gamma)$ is convex in $x$ for each $t$.

b) $\log J_t(x, \gamma)$ is convex in $t$ for each $x$.

c) $\log J_t(x, \gamma)$ is subadditive on $(X \times \{0, 1, \ldots, N\}, \leq)$.

**Proof.** First, note that (a), (b) and (c) are equivalent to
respectively. We will show that those inequalities hold for \( t = 0, 1, \ldots N - 2 \) and \( x = 0, 1, \ldots I - 2 \). The proof will be by induction on \( k = t + x \). We have that \( C_{0,0} \)

is true since \( J_t \) is decreasing in \( t \) (Lemma 19). \( B_{0,0} \) is an obvious equality, and \( A_{0,0} \) follows from the hypothesis about \( C(x) \). Thus the inequalities are true for \( k = 0 \). We assume that they are true whenever \( t + x < k \) and let \( k = t + x \). Let's prove \( C_{x,t} \). It follows from (6.3) that for some \( a \), say \( \bar{a} \),

\[
J_{t+1}(x, \gamma) = e^{\gamma \bar{a}}[J_t(x, \gamma) - P(\bar{a})(J_t(x, \gamma) - J_t(x - 1))],
\]

and hence

\[
\frac{J_{t+1}(x, \gamma)}{J_t(x, \gamma)} = e^{\gamma \bar{a}} \left[ 1 - P(\bar{a}) \frac{J_t(x, \gamma) - J_t(x - 1, \gamma)}{J_t(x)} \right]. \tag{6.10}
\]

On the other hand, it follows from \( A_{x-1,t} \) that

\[
\frac{J_t(x, \gamma) - J_t(x - 1, \gamma)}{J_t(x, \gamma)} \leq \frac{J_t(x + 1, \gamma) - J_t(x, \gamma)}{J_t(x + 1, \gamma)}.
\]

Therefore, from (6.10) we obtain

\[
\frac{J_{t+1}(x, \gamma)}{J_t(x, \gamma)} \geq e^{\gamma \bar{a}} \left[ 1 - P(\bar{a}) \frac{J_t(x + 1, \gamma) - J_t(x, \gamma)}{J_t(x + 1)} \right]
\]

\[
\geq \frac{J_{t+1}(x + 1, \gamma)}{J_t(x + 1, \gamma)},
\]

and \( C_{x,t} \) follows. In a similar way, to prove \( B_{x,t} \) we have that it follows from (6.3) that for some \( a \), say \( a' \),

\[
J_{t+2}(x, \gamma) = e^{\gamma a'}[J_{t+1}(x, \gamma) - P(a')(J_{t+1}(x, \gamma) - J_{t+1}(x - 1))],
\]
and hence
\[
\frac{J_{t+2}(x, \gamma)}{J_{t+1}(x, \gamma)} = e^{\gamma a'} \left[ 1 - P(a') \frac{J_{t+1}(x, \gamma) - J_{t+1}(x - 1, \gamma)}{J_{t+1}(x)} \right]. \tag{6.11}
\]

On the other hand, it follows from $C_{x-1, t}$ that
\[
\frac{J_{t+1}(x, \gamma) - J_{t+1}(x - 1, \gamma)}{J_{t+1}(x, \gamma)} \leq \frac{J_t(x, \gamma) - J_t(x - 1, \gamma)}{J_t(x, \gamma)}.
\]

Therefore, from (6.11) we obtain
\[
\frac{J_{t+2}(x, \gamma)}{J_{t+1}(x, \gamma)} \geq e^{\gamma a'} \left[ 1 - P(a') \frac{J_t(x, \gamma) - J_t(x - 1, \gamma)}{J_t(x)} \right] \\
\geq \frac{J_{t+1}(x, \gamma)}{J_t(x, \gamma)},
\]
and $B_{x,t}$ follows.

Finally, to prove $A_{x,t}$, note that $B_{x+1,t-1}$ is just
\[
\frac{J_{t+1}(x + 1, \gamma)}{J_t(x + 1, \gamma)} \geq \frac{J_t(x + 1, \gamma)}{J_{t-1}(x + 1, \gamma)},
\]
or equivalently,
\[
J_{t+1}(x + 1, \gamma)J_{t-1}(x + 1, \gamma) \geq J_t^2(x + 1, \gamma).
\]

Thus to complete the proof of (6.7) we have to show that
\[
J_t(x + 2, \gamma)J_t(x, \gamma) \geq J_{t+1}(x + 1, \gamma)J_{t-1}(x + 1, \gamma). \tag{6.12}
\]

It follows from (6.4) that for some $a$, say $\tilde{a}$,
\[
J_t(x + 2, \gamma) = e^{\gamma \tilde{a}} \left[ J_{t-1}(x + 1, \gamma) + (1 - P(\tilde{a}))(J_{t-1}(x + 2, \gamma) - J_{t-1}(x + 1, \gamma)) \right],
\]
and hence
\[
\frac{J_t(x + 2, \gamma)}{J_{t-1}(x + 1, \gamma)} = e^{\gamma \tilde{a}} \left[ 1 + (1 - P(\tilde{a})) \frac{J_{t-1}(x + 2, \gamma) - J_{t-1}(x + 1, \gamma)}{J_{t-1}(x + 1, \gamma)} \right]. \tag{6.13}
\]

On the other hand, it follows from $A_{x,t-1}$ and $C_{x,t-1}$ that
\[
\frac{J_{t-1}(x + 2, \gamma)}{J_{t-1}(x + 1, \gamma)} \geq \frac{J_t(x + 1, \gamma)}{J_t(x, \gamma)},
\]
and hence
\[
\frac{J_{t-1}(x + 2, \gamma) - J_{t-1}(x + 1, \gamma)}{J_{t-1}(x + 1, \gamma)} \geq \frac{J_t(x + 1, \gamma) - J_t(x, \gamma)}{J_t(x, \gamma)}.
\]

Thus, from (6.13) we obtain
\[
\frac{J_t(x + 2, \gamma)}{J_{t-1}(x + 1, \gamma)} \geq \frac{e^{\gamma t}}{J_t(x, \gamma)} \left[ J_t(x, \gamma) + (1 - P(\hat{\alpha}))(J_t(x + 1) - J_t(x)) \right] \geq \frac{J_{t+1}(x + 1)}{J_t(x)},
\]

and (6.12) follows. Thus, the proof is complete. \(\square\)

**Corollary 1.** Under Assumption 6.1, \(J_t(x)\) is convex in \(x\) for each \(t\).

**Proof.** Since \(J_t(x) = \exp(\log J_t(x))\), the claim follows from Proposition 7 (a). \(\square\)

We know that for the risk-neutral allocation problem there exists an optimal policy \(\pi = (f_0, \ldots, f_{N-1})\) such that \(f_t(x)\) is increasing in \(x\) for each \(t\), and increasing in \(t\) for each \(x\); see [41]. In the following proposition we show a result analogous for the risk-sensitive case.

**Proposition 8.** Under Assumption 6.1, there exists an optimal policy \(\pi = (f_0^*, \ldots, f_{N-1}^*)\) for the allocation problem with exponential total cost criterion such that \(f_t^*(x)\) is increasing in \(x\), for each \(t\), and increasing in \(t\), for each \(x\).

**Proof.** It follows from Propositions 6 and 7 that \(\log G_t(x, a, \gamma)\) is subadditive on \(X \times A\) and superadditive on \(A \times \{0, \ldots, N-1\}\). Now, for \(t = 0, 1, \ldots, N\), define \(H_t(x, a, \gamma) = G_{N-t}(x, a, \gamma)\). Then \(H_t(x, a, \gamma)\) is subadditive on \(X \times A\) and subadditive on \(A \times \{0, \ldots, N-1\}\). Finally, set \(A_t^*(x) = \{a \in A : \log H_t(x, a, \gamma) = \min_{a'} \log H_t(x, a', \gamma)\}\) and define \(f_t^{*,-1}(x) = \min A_t^*\). The result follows Theorems 14 and 15. \(\square\)
6.3 Allocation Problem with $P(a)$ Convex.

In this section, we analyze the allocation control problem with ETC criterion for the case in which the probability function $P(a)$ is convex. It is shown that, under the mentioned convexity condition, the optimal policy obtained in Proposition 8 has further structural properties. Moreover, those structured optimal policies are compared with those corresponding to the risk-neutral allocation problem (which are obtained in Appendix A). Finally, we apply the obtained results to the particular case of a linear terminal cost function, and again the conclusions are compared with those corresponding to the risk-neutral problem.

Throughout this section, $\pi^* = (f_0^*, \ldots, f_{N-1}^*)$ will denote the monotone optimal policy obtained in Proposition 8.

**Proposition 9.** Assume that $P(a)$ is convex and twice differentiable. Then, under Assumption 6.1, the optimal allocation problem can be reduced to a problem with the action set $\{0, M\}$. Moreover, the optimal policy $\pi^* = (f_0^*, f_1^*, \ldots, f_{N-1}^*)$ is of the threshold-type, that is, there exist states $x_0^*, x_1^*, \ldots, x_{N-1}^*$ such that

$$f_t^*(x) = \begin{cases} 0 & \text{if } x < x_t^* \\ M & \text{if } x \geq x_t^* \\ \end{cases}$$

$t = 0, 1, \ldots, N - 1$. Moreover, the sequence of thresholds is decreasing.

**Proof.** First, we will show that for $a_x \in (0, M)$,

$$\frac{\partial G_t}{\partial a}(x, a_x, \gamma) = 0 \implies \frac{\partial^2 G_t}{\partial^2 a}(x, a_x, \gamma) < 0;$$

that is, that there are no minimal points in $(0, M)$. Indeed, it follows from (6.6) that

$$G_t(x, a, \gamma) = e^{\gamma a}[J_t(x, \gamma) - J_t(x - 1, \gamma)](1 - P(a)) + e^{\gamma a}J_t(x - 1, \gamma),$$

which yields by differentiating both sides two times with respect to $a$:
\[
\frac{\partial G_t}{\partial a}(x, a, \gamma) = -e^{\gamma a}[J_t(x, \gamma) - J_t(x - 1, \gamma)] [\gamma P(a) + P'(a)] + \gamma e^{\gamma a} J_t(x, \gamma), \quad (6.15)
\]
and
\[
\frac{\partial^2 G_t}{\partial^2 a}(x, a, \gamma) = -[J_t(x, \gamma) - J_t(x - 1, \gamma)] [\gamma^2 P(a) + 2\gamma P'(a) + P''(a)] + \gamma^2 e^{\gamma a} J_t(x, \gamma).
\]

Hence,
\[
\frac{\partial G_t}{\partial a}(x, a, \gamma) = 0 \iff \frac{J_t(x, \gamma)}{J_t(x, \gamma) - J_t(x - 1, \gamma)} = P(a) + \frac{1}{\gamma} P'(a), \quad (6.16)
\]
and
\[
\frac{\partial^2 G_t}{\partial^2 a}(x, a, \gamma) < 0 \iff \frac{J_t(x, \gamma)}{J_t(x, \gamma) - J_t(x - 1, \gamma)} < \frac{1}{\gamma^2} P''(a) + \frac{2}{\gamma} P'(a) + P(a). \quad (6.17)
\]

Now, if \(a_x \in (0, M)\) is such that \(\frac{\partial G_t}{\partial a}(x, a_x, \gamma) = 0\), then after adding \(\frac{1}{\gamma^2} P''(a_x) + \frac{2}{\gamma} P'(a_x)\) to the right side of (6.16) we obtain
\[
\frac{1}{\gamma^2} P''(a_x) + \frac{2}{\gamma} P'(a_x) + P(a_x) > \frac{J_t(x, \gamma)}{J_t(x, \gamma) - J_t(x - 1, \gamma)},
\]
because \(P''(a)\) and \(P'(a)\) are positive. Thus, \(\frac{\partial^2 G_t}{\partial^2 a}(x, a_x, \gamma) < 0\) follows from (6.17).

Since there are no minimal points in \((0, M)\), then we must have \(f_t^*(x) \in \{0, M\}\) \(\forall t, \forall x\). Moreover, if we define
\[
x_t^* := \min\{x : f_t^*(x) = M\},
\]
t = 0, 1, \ldots, N - 1, then (6.14) follows from the fact that \(f_t^*(x)\) is increasing in \(x\).

Finally, the sequence \(\{x_t^*\}\) is decreasing since \(f_t^*(x)\) is increasing in \(t\). \(\Box\)

### 6.3.1 Allocation Problem with Linear Terminal Cost

Now, to gain further insight of the consequences of Proposition 9, we apply this proposition to compute the optimal policy in a particular example with linear final cost.
Example 1. Take $C(x) = 2x$, $A = [0, 1]$, and $P(a)$ convex. We start by computing $f^*_N(x)$. To do that, by Proposition 9, we need only to compare the values of the function $G_0(x, a, \gamma)$ at the extreme actions $a = 0$ and $a = 1$. We have that

$$G_0(x, a, \gamma) = e^{\gamma a}[P(a)J_0(x-1, \gamma) + (1-P(a))J_0(x, \gamma)], \quad x \geq 1$$

Thus,

$$G_0(x, 0, \gamma) = e^{2\gamma x} \quad (6.18)$$

and

$$G_0(x, 1, \gamma) = e^{2\gamma x}[P(1)e^{-\gamma} + (1 - P(1))e^{\gamma}]. \quad (6.19)$$

On the other hand, assuming that $P(1) \neq 1$, we obtain that

$$1 \leq P(1)e^{-\gamma} + (1 - P(1))e^{\gamma} \iff e^{\gamma} \leq P(1) + e^{2\gamma}(1 - P(1))$$

$$\iff (1 - P(1))\left[e^{2\gamma} - \frac{1}{1 - P(1)}e^{\gamma} + \frac{P(1)}{1 - P(1)}\right] \geq 0$$

$$\iff e^{2\gamma} - \frac{1}{1 - P(1)}e^{\gamma} + \frac{P(1)}{1 - P(1)} \geq 0$$

$$\iff \left(e^{\gamma} - \frac{P(1)}{1 - P(1)}\right)\left(e^{\gamma} - 1\right) \geq 0$$

$$\iff \gamma \geq \log \frac{P(1)}{1 - P(1)}. \quad (6.20)$$

Thus, it follows from (6.18), (6.19) and (6.20) that

a) if $\frac{1}{2} < P(1) < 1$ and $0 < \gamma \leq \log(\frac{P(1)}{1 - P(1)})$ then

$$G_0(x, 1, \gamma) \leq G_0(x, 0, \gamma);$$

b) if $\frac{1}{2} < P(1) < 1$ and $\gamma \geq \log(\frac{P(1)}{1 - P(1)})$ then

$$G_0(x, 0, \gamma) \leq G_0(x, 1, \gamma);$$
c) if $P(1) \leq \frac{1}{2}$ and $\gamma > 0$ then
\[ G_0(x, 0, \gamma) < G_0(x, 1, \gamma); \]

d) if $P(1) = 1$ and $\gamma > 0$ then
\[ G_0(x, 1, \gamma) < G_0(x, 0, \gamma). \]

Therefore the optimal decision rule $f^*_N$ and the optimal value function $J_1$ for the cases (a) and (d) are given by
\[ J_1(x, \gamma) = \begin{cases} 1 & \text{if } x = 0 \\ e^{\gamma[P(1)J_0(x - 1) + (1 - P(1))J_0(x, \gamma)]} & \text{if } x \geq 1, \end{cases} \]
and for (b) and (c) by
\[ f^*_N(x) = \begin{cases} 0 & \text{if } x < 1 \\ 1 & \text{if } x \geq 1, \end{cases} \]

Now, to compute the optimal decision rules $f^*_t$, $t = 0, \ldots, N - 2$, we will first prove each one of the following statements by induction on $t$:

I) if $\frac{1}{2} < P(1) < 1$ and $0 < \gamma \leq \log\left(\frac{P(1)}{1 - P(1)}\right)$ then, for $t = 1, \ldots, N - 1$,
\[ J_t(1, \gamma) = e^{\gamma[P(1) + (1 - P(1))J_{t-1}(1, \gamma)]}; \]

II) if $\frac{1}{2} < P(1) < 1$ and $\gamma \geq \log\left(\frac{P(1)}{1 - P(1)}\right)$ then, for $t = 1, \ldots, N - 1$,
\[ J_t(x, \gamma) = J_0(x, \gamma), \quad x \in X; \]
III) if \( P(t) < J \) and \( \gamma > 0 \) then for \( t = 1, \ldots, N - 1 \)

\[
J_t(x, \gamma) = J_0(x, \gamma), \quad x \in X;
\]

IV) if \( P(t) = 1 \) and \( \gamma > 0 \) then for \( t = 1, \ldots, N - 1 \)

\[
J_t(1, \gamma) = e^\gamma[P(1) + (1 - P(1))J_{t-1}(1, \gamma)].
\]

First, let's prove (I). The validity of assertion (I) for \( t = 1 \) follows from (6.22).

Next, by (6.2),

\[
J_{t+1}(1, \gamma) = \min\{G_t(1, 0, \gamma), G_t(1, 1, \gamma)\},
\]

where

\[
G_t(x, a, \gamma) = e^{\gamma a}[P(a)J_t(x - 1, \gamma) - (1 - P(a))J_t(x, \gamma)], \quad x \geq 1. \tag{6.24}
\]

Thus,

\[
J_{t+1}(1, \gamma) = \min\{J_t(1, \gamma), e^\gamma[P(1) + (1 - P(1))J_t(1, \gamma)]\}
\]

\[
= \min\{e^\gamma[P(1) + (1 - P(1))J_{t-1}(1, \gamma)],
\]

\[
e^\gamma[P(1) + (1 - P(1))J_t(1, \gamma)]\} \tag{6.25}
\]

\[
= e^\gamma[P(1) + (1 - P(1))J_t(1, \gamma)], \tag{6.26}
\]

where (6.25) and (6.26) follow from the induction hypothesis and Lemma 19 respectively. Thus the proof of (I) is complete.

Now, let's prove (II). First, (6.23) implies that (II) holds for \( t = 1 \). Next, similarly as above,

\[
J_{t+1}(I, \gamma) = \min\{G_t(I, 0, \gamma), G_t(I, 1, \gamma)\}
\]

\[
= \min\{J_t(I, \gamma), e^\gamma[P(1)J_t(I - 1, \gamma) + (1 - P(1))J_t(I, \gamma)]\} \tag{6.27}
\]

\[
= \min\{J_0(I, \gamma), e^\gamma[P(1)J_0(I - 1, \gamma) + (1 - P(1))J_0(I, \gamma)]\} \tag{6.28}
\]

\[
= \min\{J_0(I), J_0(I)[e^{-\gamma}P(1) + e^\gamma(1 - P(1))]\}
\]

\[
= J_0(I) \tag{6.29}
\]
where (6.27), (6.28) and (6.29) follow from (6.24), the induction hypothesis and (6.20) respectively. Thus \( f_{N-t}^*(I) = 0 \) and since \( f_{N-t}^*(x) \) is increasing in \( x \), we obtain that \( f_{N-t}^*(x) = 0 \), for all \( x \). Therefore

\[
J_{t+1}(x, \gamma) = \min\{G_t(x, 0, \gamma), G_t(x, 1, \gamma)\}
\]

\[
= G_t(x, 0, \gamma)
\]

\[
= J_t(x, \gamma)
\]

\[
= J_0(x, \gamma), \quad \forall x \in X,
\]

and the proof of (II) is complete.

The proof of (III) is similar to the proof of (II) but in this case (6.29) follows from (6.20) since \( P(1) \leq \frac{1}{2} \implies \log \frac{P(1)}{1-P(1)} \leq 0 \). The proof of (IV) is similar to the proof of (I).

Finally, it follows from (I), (II), (III) and (IV) that \( f_t^*(x), t = 0, 1, \ldots, N-2, N-1, \)

are given by

\[
f_t^*(x) = \begin{cases} 
0 & \text{if } x < 1 \\
1 & \text{if } x \geq 1 
\end{cases}
\]

if \( \frac{1}{2} < P(1) < 1 \) and \( 0 < \gamma \leq \log \left( \frac{P(1)}{1-P(1)} \right) \), or if \( P(1) = 1 \) and \( \gamma > 0 \); and

\[
f_t^*(x) = 0, \quad \forall x
\]

if \( \frac{1}{2} < P(1) < 1 \) and \( \gamma \geq \log \left( \frac{P(1)}{1-P(1)} \right) \), or if \( P(1) < \frac{1}{2} \) and \( \gamma > 0 \).

**Remark 8.** Note that

- a) if \( \frac{1}{2} < P(1) < 1 \) and \( \gamma \geq \log \left( \frac{P(1)}{1-P(1)} \right) \) then the preferences of the \( \gamma \)-decision maker differ from those of the risk-neutral decision maker: the \( \gamma \)-decision maker prefers the action \( a = 0 \), whereas the risk-neutral decision maker prefers the action \( a = 1 \); see Appendix A;

- b) if \( P(1) = \frac{1}{2} \) then the \( \gamma \)-decision maker prefers the action \( a = 0 \), whereas the risk-neutral decision maker is indifferent between the actions \( a = 0 \) and \( a = 1 \); see Appendix A.
In this chapter, we consider CMC's with cost per stage function depending on a disturbance. Unlike the model studied more frequently (see e.g., Bertsekas [6]), ours considers random disturbances whose distribution is given by a stochastic kernel that depends explicitly on the prior disturbance. We show that, due to this fact and to the introduction of risk-sensitivity, the risk-sensitive optimal value functions at each stage depend on the prior disturbance. Moreover, the risk-sensitive optimal policies yielded by the corresponding dynamic programming (DP) algorithm are not Markovian, because the optimal decision function at each stage depends on the prior disturbance in general. In Section 7.1, the model is described and the general notation is given. In Section 7.2, a DP algorithm within our framework is proved in full detail. Finally, in Section 7.3, we collect some optimality results for the infinite horizon optimal control problem associated to our general model.

7.1 The Model.

Let us consider a CMC specified by the tuple \((X, A, D, Q_0, Q, F, C)\), where:

- \(X\), the state space, is a countable set.
- \(A\), the action (or control) set, is a countable set. To each \(x \in X\) we associate a finite non-empty subset \(A(x)\) of \(A\). \(A(x)\) represents the set of admissible actions when the system is in state \(x\). The set \(K := \{(x, a) : x \in X, a \in A(x)\}\), is called the set of admissible state-action pairs.
- \(D\), the disturbance space, is a Borel subset of \(\mathbb{R}\);
- \(Q_0\), the initial transition law, is a stochastic kernel on \(D\) given \(K\);
• \( Q \), the transition law, is a stochastic kernel on \( D \) given \( D \times K \); \( Q(B \mid \nu, x, a) \) is the probability that the system undergoes a disturbance from the set \( B \), given that the last disturbance was \( \nu \), the present state is \( x \) and the chosen action is \( a \). In addition,

• \( F \), the transition function, is a measurable map from \( K \times D \) into \( X \); \( F(x, a, \nu) \) is the state at time \( t + 1 \) if at time \( t \), a state \( x \) and an action \( a \) occurred, and a disturbance \( \nu \in D \) was selected. Finally,

• \( C : K \times D \rightarrow \mathbb{R} \), the one-stage cost function, is a measurable function. We will assume that \( C \) is non-negative and bounded: \( 0 \leq C(x, a, \nu) \leq K < \infty \) for every \( (x, a) \in K, \nu \in D \).

Note that the CMC we are considering is not completely stationary since the kernel giving the transition probability from the first stage to the second one is different from that governing the next transitions.

The CMC \( (X, A, D, Q_0, Q, F, C) \) represents a stochastic dynamical system observed at times \( t = 0, 1, \ldots \). The evolution of the system is as follows. Let \( X_t, A_t, \) and \( D_t \) denote the state, the action chosen and the disturbance at time \( t \in \mathbb{N} \), respectively. If the system is in state \( X_t = x \in X \), and the control \( A_t = a \in A(x) \) is chosen then a disturbance \( D_t \) occurs according to the transition probability \( Q(\cdot \mid D_{t-1}, x, a) \) (or \( Q_0(\cdot \mid x, a) \) if \( t = 0 \)). If the occurred perturbation is \( \nu \) then (i) a cost \( C(x, a, \nu) \) is incurred, and (ii) the system moves to a new state \( X_{t+1} = F(x, a, \nu) \). Once the transition into the new state has occurred, a new action is chosen, and the process is repeated; see [1, 29, 40].

The admissible history spaces are defined by

\[
H_0 := X, \quad H_t := (K \times D)^t \times X, \quad t \geq 1,
\]

and the canonical sample space is defined as

\[
\Omega = (X \times A \times D)^\infty.
\]
The state, action, disturbance, and history processes, denoted respectively by \( \{X_t\}_{t \in T}, \{A_t\}_{t \in T}, \{D_t\}_{t \in T} \) and \( \{H_t\}_{t \in T} \) are defined on the measurable space \( (\Omega, \mathcal{B}(\Omega)) \) by the projections

\[
X_t(\omega) = x_t, \quad A_t(\omega) = a_t, \quad D_t(\omega) = \nu_t, \quad H_t(\omega) = (x_0, a_0, \nu_0, x_1, \ldots, \nu_{t-1}, x_t),
\]

where \( \mathcal{B}(\Omega) \) is the corresponding product sigma-algebra. This means that when the observed path of states, actions and disturbances is \( \omega \), the random variable \( X_t \) denotes the state at time \( t \), \( A_t \) the chosen action at time \( t \), \( D_t \) the disturbance occurred at time \( t \) and \( H_t \) the history up to time \( t \). For \( \pi \in \Pi \) and \( h_s \in H_s \), \( P_{h_s}^\pi \) and \( E_{h_s}^\pi \) denote the appropriate operators; see [29, 37].

### 7.2 Dynamic Programming.

For \( h_s \in H_s, s = 0, 1, \ldots, n - 1 \), the EDC (ETC) to go from time \( s \) to time \( n \) due to a policy \( \pi \in \Pi \) is defined as

\[
u_{\beta,s}^\pi(h_s, \gamma) := E_{h_s}^\pi \left[ \mathcal{U}_t(D_s) \right],
\]

where \( D_s := \sum_{m=s}^{n-1} \beta^m C(X_m, A_m, D_m), 0 < \beta < 1 \) (\( \beta = 1 \)), and for \( h_n \in H_n \), \( u_{\beta,n}^\pi(h_n, \gamma) := \text{sgn} \gamma \). The stochastic optimization problem is to find a policy \( \pi^* \) such that

\[
u_{\beta,0}^\pi(x, \gamma) = \inf_{\pi} \{ u_{\beta,0}^\pi(x, \gamma) \}, \quad \forall x \in X.
\]

We refer to such a policy as a \( \gamma \)-optimal policy.

The following result, which provides an algorithm for finding an optimal policy, also shows that for an arbitrary history \( h_s = (x_0, a_0, \nu_0, \ldots, \nu_{s-1}, x_s) \), the optimal utility-to-go

\[
\inf_{\pi} \{ u_{\beta,s}^\pi(h_s, \gamma) \}
\]

does not depend on the whole history \( h_s \) but only on the disturbance \( \nu_{s-1} \) and the state \( x_s \).
Theorem 19. (Dynamic Programming Algorithm) For \( s = n, \ldots, 1 \) \((s = 0)\), and \( h_s = (x_0, a_0, \nu_0, \ldots, \nu_{s-1}, x_s) \in H_s\), let \( u_{\beta,s}^* \) be the function defined on \( D \times X \) \((X)\) by

\[
\begin{align*}
\beta, s (\nu_{s-1}, x_s, \gamma) &= (\text{sgn} \gamma), \\
\vdots \\
\beta, s (\nu_{s-1}, x_s, \gamma) &= \min_{a_s \in A(x_s)} \left\{ \int_D Q(d\nu_s \mid \nu_{s-1}, x_s, a_s) e^{\gamma \beta^* C(x_s, a_s, \nu_s)} u_{\beta, s+1}^*(\nu_s, x_{s+1}, \gamma) \right\}
\end{align*}
\]

where \( x_{s+1} = F(x_s, a_s, \nu_s) \). Let \( f_0 : X \to A \) be a decision rule defined by

\[
\begin{align*}
\int_D Q_0(d\nu_0 \mid x_0, f_0(x_0)) e^{\gamma C(x_0, f_0(x_0), \nu_0)} u_{\beta, 1}^*(\nu_0, F(x_0, f_0(x_0), \nu_0), \gamma) \\
= \min_{a_0 \in A(x_0)} \left\{ \int_D Q_0(d\nu_0 \mid x_0, a_0) e^{\gamma C(x_0, a_0, \nu_0)} u_{\beta, 1}^*(\nu_0, x_1, \gamma) \right\}
\end{align*}
\]

and for \( s = 1, 2, \ldots, n - 1 \), let \( f_s : D \times X \to A \) be a decision rule defined by

\[
\begin{align*}
\int_D Q(d\nu_s \mid \nu_{s-1}, x_s, f_s(\nu_{s-1}, x_s)) e^{\gamma \beta^* C(x_s, f_s(\nu_{s-1}, x_s), \nu_s)} u_{\beta, s+1}^*(\nu_s, F(x_s, f_s(\nu_{s-1}, x_s), \nu_s), \gamma) \\
= \min_{a_s \in A(x_s)} \left\{ \int_D Q(d\nu_s \mid \nu_{s-1}, x_s, a_s) e^{\gamma \beta^* C(x_s, a_s, \nu_s)} u_{\beta, s+1}^*(\nu_s, x_{s+1}, \gamma) \right\}
\end{align*}
\]

where \( x_{s+1} = F(x_s, f_s(x_s), \nu_s) \). Then the deterministic policy \( \pi^* = (f_0, f_1, \ldots, f_{n-1}) \) is \( \gamma \)-optimal, and for \( s = 0, 1, \ldots, n - 1 \),

\[
u_{\beta, s}^*(\nu_{s-1}, x_s, \gamma) = \inf_{\pi \in \Pi} \{ u_{\beta, s}^*(h_s, \gamma) \}, \quad \forall \ h_s = (x_0, a_0, \nu_0, \ldots, \nu_{s-1}, x_s) \in H_s.
\]

The functions \( u_{\beta, s}^* \) are called the optimal value functions since they give the optimal utility-to-go for each history \( h_s \).
Proof. Let \( \pi = (q_0, \ldots, q_{n-1}) \) be an arbitrary policy and \( h_s = (h_{s-1}, a_{s-1}, \nu_{s-1}, x) \) an arbitrary history up to time \( s \). To prove the theorem, we will prove that for \( s = 0, 1, \ldots, n-1 \),

\[
u_{s}^{\pi}(h_s, \gamma) \geq \nu_{s-1}^{\pi}(h_{s-1}, x, \gamma), \tag{7.4}
\]

with equality if \( \pi = \pi^* \), i.e.,

\[
u_{s}^{\pi}(h_s, \gamma) = \nu_{s-1}^{\pi}(h_{s-1}, x, \gamma). \tag{7.5}
\]

The proof of (7.4) and (7.5) is by backward induction. The inductive step holds for \( t = n \) since

\[
u_{n}^{\pi}(h_n, \gamma) = \text{sgn} \gamma = \nu_{n-1}^{\pi}(h_{n-1}, x_n, \gamma).
\]

Now, assume that (7.4) and (7.5) hold for \( s + 1, \ldots, n \). Then

\[
u_{s}^{\pi}(h_s, \gamma) = E_{h_s}^{\pi} [U_t(D_s)] \tag{7.6}
\]

\[
= \sum_{a \in \mathcal{A}(x)} q_s(a \mid h_s) \int_D Q(d\nu \mid \nu_{s-1}, x, a) e^{\gamma \nu^C(x, a, \nu)} u_{\pi}^{\pi}(h_{s-1}, a, \nu, F(x, a, \nu), \gamma) \tag{7.7}
\]

\[
\geq \sum_{a \in \mathcal{A}(x)} q_s(a \mid h_s) \int_D Q(d\nu \mid \nu_{s-1}, x, a) e^{\gamma \nu^C(x, a, \nu)} u_{\pi}^{\pi}(h_{s-1}, a, \nu, F(x, a, \nu), \gamma) \tag{7.8}
\]

\[
\geq \min_{a \in \mathcal{A}(x)} \left\{ \int_D Q(d\nu \mid \nu_{s-1}, x, a) e^{\gamma \nu^C(x, a, \nu)} u_{\pi}^{\pi}(h_{s-1}, a, \nu, F(x, a, \nu), \gamma) \right\} \tag{7.9}
\]

\[
= u_{\pi}^{\pi}(\nu_{s-1}, x, \gamma), \tag{7.10}
\]

where (7.7) follows from the definition of the operators \( E_{h_s}^{\pi} \), (7.8) from the induction hypothesis, and (7.10) from (7.2). This proves (7.4). Now, if \( \pi = \pi^* \) then equality holds throughout the previous calculations and (7.5) follows. \( \square \)

Remark 9. Note that, unlike the analogous result in the risk-null case, the optimal policies provided by the above theorem are deterministic but in general non-Markovian.

Remark 10. When \( \beta = 1 \), (7.2) becomes

\[
u_{s}^{*}(\nu_{s-1}, x_s, \gamma) = \min_{a \in \mathcal{A}(x)} \left\{ \int_D Q(d\nu_s \mid \nu_{s-1}, x_s, a) e^{\gamma C(x_s, a, \nu)} u_{s+1}^{*}(\nu_s, x_{s+1}, \gamma) \right\} \tag{7.11}
\]

where \( u_{s}^{*}(\nu_{s-1}, x_s, \gamma) := u_{1,s}^{*}(\nu_{s-1}, x_s, \gamma) \).
7.3 Infinite Horizon Optimality Results.

In this section we collect some general results about the infinite horizon control problem associated to the CMC \((X, A, D, Q, F, C)\), which will be necessary to study the inventory problem for an infinite horizon in Chapter 8. To formulate this inventory control problem as a CMC, it is sufficient to consider, and so we do for the rest of this chapter, a simplified model in which the disturbance space \(D\) is countable, and the transition law \(Q\) is a stochastic kernel on \(D\) given \(K\), i.e., \(Q\) is independent of the prior disturbance. The proofs of the mentioned results can be obtained by minor modifications of similar results in Chapter 3.

Denote \(D := \sum_{t=0}^{\infty} \beta^t C(X_t, A_t, D_t)\). The infinite horizon EDC due to a policy \(\pi\) is defined as

\[
J_\beta(x, \gamma) := E_2^x \left[ (\text{sgn} \gamma)e^{\gamma \sum_{t=0}^{\infty} \beta^t C(X_t, A_t, D_t)} \right] = E_2^x \left[ U_\gamma(D) \right],
\]

\(0 < \beta < 1\). The stochastic optimal control problem is to find a policy \(\pi^*\) within the class \(\Pi\) such that (7.12) is minimized, that is, such that

\[
J_\beta^*(x, \gamma) = \inf_{\pi} \{J_\beta(x, \gamma)\} =: J_\beta(x, \gamma).
\]

We refer to the \(\gamma\)-optimal policy \(\pi^*\) as a EDC-optimal policy, and \(J_\beta(x, \gamma)\) is the optimal EDC. The following two theorems establish, respectively, that the value of the optimal EDC satisfies a functional equation, and that this equation characterizes Markov deterministic EDC-optimal policies.

**Theorem 20. (Discounted Optimality Equation)** For \(t = 0, 1, \ldots\), the optimal value function satisfies the equation

\[
J_\beta(x, \gamma^t) = \min_{a \in A(x)} \left\{ \sum_{\nu} Q(\nu \mid x, a) e^{\gamma \sum_{t=0}^{\infty} \beta^t C(x, a, \nu)} J_\beta(F(x, a, \nu), \gamma^{t+1}) \right\}
\]
Theorem 21. Let \( \pi = (f_0, f_1, \ldots, ) \) be the policy such that \( f_t(x) \) is defined by

\[
\sum_{\nu} Q(\nu \mid x, a)e^{\gamma \delta t C(x, f_t(x), \nu)} J_\beta(F(x, f_t(x), \nu), \gamma^{t+1})
\]

\[
= \min_{a \in A(x)} \sum_{\nu} Q(\nu \mid x, a)e^{\gamma \delta t C(x, a, \nu)} J_\beta(F(x, a, \nu), \gamma^{t+1}).
\]

Then \( \pi \) is (EDC)-optimal for the infinite horizon problem.

Denoting

\[ J_{\beta,n-s}(x, \gamma) := u_{\beta,s}(x, \gamma^{s}), \]

we obtain the following algorithm equivalent to (7.1)-(7.2):

\[ J_{\beta,0}(x, \gamma) = \text{sgn} \gamma, \]

\[ \vdots \]

\[ J_{\beta,n+1}(x, \gamma) = \min_{a \in A(x)} \left\{ \sum_{\nu} Q(\nu \mid x, a) e^{\gamma C(x, a, \nu)} J_{\beta,s}(F(x, a, \nu), \gamma) \right\}. \]

We can interpret \( J_{\beta,s}(x, \gamma) \) as the minimal EDC that can be obtained starting at state \( x \), with risk-sensitivity coefficient \( \gamma \), and proceeding for \( s \) stages.

The next theorem establish that the DP algorithm may be used to successively approximate \( J_\beta(x, \gamma) \).

Theorem 22. (Value iteration):

\[ \lim_{n \to \infty} J_{\beta,n}(x, \gamma) = J_\beta(x, \gamma). \]
Chapter 8

APPLICATION 3: SCHEDULING JOBS.

In this chapter, a CMC model of a jobs scheduling problem is studied. To facilitate comparisons with the results we derive in this chapter, we include the analysis of the stochastic optimal control problem corresponding to the risk-null performance criterion given by an expected total weighted completion time (see [6] and [38]). Then, we introduce risk-sensitivity by considering the minimization of the expected exponential utility of the total weighted completion time. We use a particular example to show how, similarly to the risk-neutral case, the optimal policies obtained from the DP algorithm developed in the previous chapter are Markovian (i.e., the decision functions at each stage do not depend on the prior disturbance as in the general case). It is interesting to note, as we shall show, that for the risk-sensitive criterion a simple interchange argument is not applicable, and thus the only general computational and analytical tool for this situation is the mentioned DP algorithm. Finally, by means of a simple example, we illustrate how the optimal schedule depends on the risk sensitivity coefficient $\gamma$.

8.1 Formulation of the Scheduling Jobs Problem as a CMC.

The key elements of a job scheduling problem are as follows; see [6, 38].

$N$: number of jobs to process.

$T_i$: processing time of job $i$. We assume that the processing times are independent random variables with known distribution.

$w_i$: weight (usually interpreted as a holding cost) of job $i$. 
$Z_i$: random completion time of job $i$. The distribution of the completion times depend on the chosen schedule.

The problem is faced as follows. We have $N$ jobs with independent processing times that are to be processed non-preemptively (that is, determined before any processing begins) on a single machine. For simplicity we assume there are no arrivals, breakdowns, setup or switch over costs, or precedences. If job $j$ is completed at time $t$, the cost incurred is $w_j t$, where $w_j \geq 0$. The problem is to find a job schedule such that the expected total weighted completion time $E \left[ \sum_j w_j Z_j \right]$ is minimized, where the expectation is understood to be taken with respect to the joint distribution of the $\{T_i\}$.

A formulation of the previous problem within the context of CMC's is as follows. Define $x_0 := \phi$ (the empty set), $x_t := \{\text{the collection of jobs completed up to time } t\}$. The (finite) state space $X$ is defined as the collection of subsets of $\{1, 2, \ldots, N\}$, i.e., $X = 2^{\{1,2,\ldots,N\}}$, and $A := \{1, 2, \ldots, N\}$ denotes the action space. The set of admissible state-action pairs is given by $K = \{(x, a) : x \in X, a \in A\}$. The model is event driven, i.e., time is incremented when a job is completed. Let $a_t$ denote the action taken at time $t$, i.e., the $t$-th scheduled job, and compute

$$D_0 = T_{a_0}, \quad D_t = D_{t-1} + T_{a_t}, \quad t = 1, 2, \ldots, N - 1. \quad (8.1)$$

Let the one stage cost function be given as

$$C(x_t, a_t, D_t) = w_{a_t} D_t = w_{a_t} \left( \sum_{i \in x_t} T_i + T_{a_t} \right), \quad (8.2)$$

and the transition function $F$ is given as

$$F(x, a, \nu) = x \cup \{a\}.$$

The random disturbance $D_t$ given by (8.1) takes values $\nu \in \mathbb{R}^+$ and has a distribution

$$P(D_0 \in B) = P_{T_{a_0}}(B),$$
\[ P(D_t \in B \mid \nu_{t-1}, a_t) = P_{\nu_{t-1} + T_a}(B), \quad t = 1, \ldots, N - 1, \]

where \( B \) is a Borel subset of \( \mathbb{R}^+ \), and \( P_X \) denotes the distribution of the random variable \( X \). The history spaces are given by \( H_0 = \{\phi\} \), and for \( t = 1, 2, \ldots, N \), \( H_t = (K \times \mathbb{R}^+)^{t-1} \times X \). The initial stochastic kernel \( Q_0(\cdot \mid \cdot) \) on \( \mathbb{R}^+ \) given \( A \) is defined by

\[ Q_0(\cdot \mid a) := P_{T_a}(\cdot), \]

and the stochastic kernel \( Q(\cdot \mid \cdot) \) on \( \mathbb{R}^+ \) given \( \mathbb{R}^+ \times A \) is defined by

\[ Q(\cdot \mid \nu, a) := P_{\nu + T_a}(\cdot). \]

An admissible Markovian deterministic policy \( \pi = \{f_0, f_1, \ldots, f_{n-1}\} \in \Pi_{MD} \) satisfies \( f_t(x) \in x^c \). To the deterministic policy \( \pi = \{f_0, \ldots, f_{n-1}\} \) corresponds the sequential order of the jobs

\[(f_0(\phi), f_1(\{f_0(\phi)\}), f_2(\{f_0(\phi), f_1(\{f_0(\phi)\})\}), \ldots). \]

Thus, a policy \( \pi \in \Pi_{MD} \) is associated with an open-loop schedule \( \{a_0, \ldots, a_{N-1}\} \).

### 8.2 Risk Neutral Case.

Let \( \pi = (a_0, a_1, \ldots, a_{N-1}) \in \Pi_{MD} \), and \( \phi \) the initial state. The total cost incurred by \( \pi \) is given by

\[ u_0^\pi(\phi) := \hat{C}(\phi, a_0) + \ldots + \hat{C}(\{a_0, \ldots, a_{N-2}\}, a_{N-1}), \tag{8.3} \]

where

\[ \hat{C}(x_t, a_t) = w_{a_t}(\sum_{i \in x_t} ET_i + ET_{a_t}). \tag{8.4} \]
Remark 11. Note that given the linear dependence of risk neutral criteria on the one stage costs, all that one needs in this case is the mean processing times given by (8.4). However, as we shall see later, for risk-sensitive criteria the dependence of the one stage cost on the "disturbance" $T_{a_t}$ will need to be made explicit, and hence the mean processing times will not suffice in that situation. Thus, the explicit use of (8.2) will be needed.

The optimal cost, $u^*_0(\phi) := \inf_{\pi \in \Pi_{MD}} \{u^*_0(\phi)\}$, satisfies the last step of the standard Dynamic Programming recursion:

$$u^*_0(x) = 0,$$

$$\vdots \vdots$$

$$u^*_t(x) = \min_{a \in \mathcal{A}} \left\{ w_a \left[ \sum_{k \in x \cup \{a\}} E[T_k] \right] + u^*_{t+1}(x \cup \{a\}) \right\}.$$ 

Of course, in this case the optimal schedule could also be obtained by total enumeration. As an illustration of this algorithm, we obtain next, the optimal schedule, and the optimal cost for a simple problem with 3 jobs.

**Example 1.** We suppose that there are 3 jobs to be processed in sequential order. Let $f_1, f_2, f_3$ be the distributions of $T_1, T_2, T_3$ respectively, where $f_1, f_3$ are concentrated in 1, and $f_2$ is given by

$$f_2 = \left\{ \begin{array}{ll} 0 & \text{with probability } \frac{9}{20} \\ 1 & \text{with probability } \frac{1}{2} \\ 10 & \text{with probability } \frac{1}{20} \end{array} \right.$$ 

The weights and expected processing times are given by

<table>
<thead>
<tr>
<th>jobs</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_j$</td>
<td>6</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>$E(T_j)$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
We have that \( u^*_3(\{1,2,3\}) = 0 \),
\[
  u^*_2(\{1,2\}) = w_2E[T_1 + T_2 + T_3] = 24, \\
  u^*_2(\{1,3\}) = w_2E[T_1 + T_2 + T_3] = 30, \\
  u^*_2(\{2,3\}) = w_1E[T_1 + T_2 + T_3] = 18.
\]

Substituting these values in \( u^*_1 \) we obtain
\[
  u^*_1(\{1\}) = \min \{w_2E[T_1 + T_2] + u^*_2(\{1,2\}), w_3E[T_1 + T_3] + u^*_2(\{1,3\})\} = 44, \\
  u^*_1(\{2\}) = \min \{w_1E[T_1 + T_3] + u^*_2(\{1,3\}), w_2E[T_2 + T_3] + u^*_2(\{2,3\})\} = 34, \\
  u^*_1(\{3\}) = \min \{w_1E[T_1 + T_3] + u^*_2(\{1,3\}), w_2E[T_2 + T_3] + u^*_2(\{2,3\})\} = 38.
\]

Finally, we calculate the optimal cost:
\[
  u^*_m(\phi) = \min \{w_1E(T_1) + u^*_1(\{1\}), w_2E(T_2) + u^*_1(\{2\}), w_3E(T_3) + u^*_1(\{3\})\} = \min \{6 + 44, 10 + 34, 8 + 38\} = 44,
\]
and the optimal schedule is \( S = (2\ 3\ 1) \).

**Interchange Argument.** In problems for which there exists an optimal open loop policy, an interchange argument may be used to obtain (necessary) optimality conditions [6, 38]. Let \( \pi^* = (i_0^*, i_1^*, \ldots, i_{r-1}^*, i, j, i_{r+2}^*, \ldots, i_{N-1}^*) \) be an optimal schedule, and consider the schedule \( \pi' = (i_0^*, \ldots, i_{r-1}^*, j, i, i_{r+2}^*, \ldots, i_{N-1}^*) \) obtained from \( \pi^* \) by interchanging the jobs \( i \) and \( j \). We have that
\[
  u^*_m(\phi) = c_1 + \tilde{C}(\{i_0^*, \ldots, i_{r-1}^*\}, i) + \tilde{C}(\{i_0^*, \ldots, i_{r-1}^*, i, j\}) + c_2, \\
  u^*_m(\phi) = c_1 + \tilde{C}(\{i_0^*, \ldots, i_{r-1}^*\}, j) + \tilde{C}(\{i_0^*, \ldots, i_{r-1}^*, j, i\}) + c_2,
\]
where
\[
  c_1 = \tilde{C}(\phi, i_0^*) + \tilde{C}(\{i_0^*\}, i_1^*) + \ldots + \tilde{C}(\{i_0^*, \ldots, i_{r-2}^*\}, i_{r-1}^*).
\]
\[ c_2 = \tilde{C}(\{i_0^*, \ldots, i, j\}, i_{r+2}^*) + \ldots + \tilde{C}(\{i_0^*, \ldots, i_{N-2}^*, j\}, i_{N-1}^*). \]

Since \( \pi^* \) is supposed to be optimal, we obtain
\[
w_i E(t_r + T_i) + w_j E(t_r + T_i + T_j) \leq w_j E(t_r + T_j) + w_i E(t_r + T_j + T_i),
\]
where \( t_r = \sum_{k=0}^{r-1} T_{i_k} \). Canceling equal terms in the last inequality we obtain
\[
\frac{w_j}{E(T_j)} \leq \frac{w_i}{E(T_i)}. \tag{8.5}
\]

**Proposition 10.** The rule that processes the jobs in decreasing order of \( \frac{w_i}{E(T_i)} \) is optimal.

**Proof.** Suppose that the schedule \( \pi^* = (i_0, i_1, \ldots, i_{r-1}, i, j, i_{r+2}, \ldots, i_{N-1}) \) is optimal and the jobs \( i \) and \( j \) do not satisfy the rule, that is, \( \frac{w_i}{E(T_i)} < \frac{w_j}{E(T_j)} \). Then by taking \( \pi' = (i_0, i_1, \ldots, i_{r-1}, j, i, i_{r+2}, \ldots, i_{N-1}) \) we obtain from (8.5) that
\[
U_0^{\pi^*}(\phi) \geq U_0^{\pi'}(\phi).
\]
This contradicts the optimality of \( \pi^* \). \( \square \)

This result allows us to give a simple algorithm to find the optimal schedule:

**Scheduling Algorithm (Risk-null case.)**

Step 1: Compute \( E(T_i) \) for all \( i \), and write
\[
R_i = \frac{w_i}{E(T_i)}.
\]
Step 2: Sort \( \{R_i\} \) in decreasing order; break ties in any arbitrary way. Denote by
\[
\{R_{i_1}, R_{i_2}, \ldots, R_{i_N}\}
\]
the sorted array, i.e.,

\[ R_{i_k^+} \geq R_{i_{k+1}^+}. \]

Step 3: Obtain the optimal schedule

\[ \pi^* = \{i_1^*, i_2^*, \ldots, i_N^*\}. \]

As an illustration of the simplicity of this algorithm, we obtain the optimal schedule in Example 1. We have that

\[ R_1 = 6, \quad R_2 = 10, \quad R_3 = 8. \]

Therefore, the optimal schedule is \( S = (231) \), since

\[ R_2 > R_3 > R_1. \]

**Remark 12.** In the optimal schedule we have that job 2, the first job scheduled, is the one with processing time having largest variance. Note that the variability of job 2 impacts greatly the variability of the total cost. For example if \( T_2 \) takes the value 10, then the total cost will be \( 10(10) + 8(10 + 1) + 6(10 + 1 + 1) = 260 \), while if \( T_2 \) takes the value 0, then the total cost will be 20. Thus a risk averse Decision Maker (DM) may prefer to schedule later the job 2; that is, the schedule \( S = (231) \) may not to be his/her optimal schedule.

### 8.3 Risk Sensitive Case.

Suppose now that the Decision Maker (DM) has constant risk sensitivity coefficient \( \gamma \neq 0 \); see [35, 39, 47]. The case \( \gamma > 0 \) (\( \gamma < 0 \)) corresponds to a risk-averse (risk-seeking) DM, and if \( \gamma = 0 \) we recover the standard risk-neutral situation. Thus the exponential total cost due to a policy \( \pi = (a_0, a_1, \ldots, a_{N-1}) \in \Pi_{MD} \) would be
computed as

\[ u_0^\pi(\phi, \gamma) = E^\pi \left[ U_t \left( \sum_{t=0}^{N-1} C(x_t, a_t, D_t) \right) \right] \]

\[ = E^\pi[(\text{sgn}\gamma)e^{\sum_{t=0}^{N-1} C(x_t, a_t, D_t)}], \]  \hspace{1cm} (8.6) 

and thus one sees that (8.4) is not enough to compute (8.6), but instead (8.2) is needed.

For \( \pi = (a_0, \ldots, a_{N-1}) \in \Pi_{MD} \), and \( h_l \in H_t \), the utility-to-go functions \( u_t^\pi \) are given by \( u_N^\pi(h_N) = \text{sgn}\gamma \), and for \( t < N \) by

\[ u_t^\pi(h_t, \gamma) = E_{h_t}^\pi \left[ U_t \left( \sum_{l=t}^{N-1} w_{l}D_l \right) \right], \]

where \( D_0 = T_{a_0}, \ D_l = D_{l+1} + T_{a_l}, \ l = 1, \ldots, N - 1 \). According to Theorem 19, the optimal utility-to-go functions \( u_t^*(\nu_{t-1}, x, \gamma) \) satisfy the recursion \( u_N^*(\nu_{N-1}, x, \gamma) = \text{sgn}\gamma \), for \( t = N - 1, \ldots, 1 \),

\[ u_t^*(\nu_{t-1}, x, \gamma) = \min_{a \in A} \left\{ \int_{R^+} Q(d\nu \mid \nu_{t-1}, a) [e^{\gamma\beta w_u} u_{t+1}^*(\nu, x \cup \{a\}, \gamma)] \right\}, \]

where \( Q(\cdot \mid \nu_{t-1}, a) = P_{\nu_{t-1}+T_a}(\cdot) \), and

\[ u_0^*(\phi, \gamma) = \min_{\alpha \in A} \left\{ \int_{R^+} Q_0(d\nu \mid a) [e^{\gamma w_u} u_1^*(\nu, \{a\}, \gamma)] \right\}, \]

where \( Q_0(\cdot \mid a) = P_{T_a}(\cdot) \).

Next, we apply the DP algorithm to Example 1. This particular example will illustrate how, for the jobs scheduling problem, the optimal decision function at each stage obtained from the DP algorithm does not depend on the prior disturbance (as it does in the general case).

**Example 1 (revisited.)** For simplicity we take \( \gamma = 1 \) (risk averse case.) Then we have that

\[ u_3^*(\nu_2, \{1,2,3\}, \gamma) = 1. \]
Thus,

\[
\begin{align*}
\mathcal{U}^*(a_1, \{2,3\}, \gamma) &= \int_{\mathbb{R}_+^2} Q(\nu_2 | \nu_1, 1) e^{\nu_1 \nu_2} = e^{\nu_1 \nu_2} E[e^{|T_1|}] = e^{\nu_1} e^6; \\
\mathcal{U}^*(a_2, \{1,3\}, \gamma) &= \int_{\mathbb{R}_+^2} Q(\nu_2 | \nu_1, 2) e^{\nu_2 \nu_2} = e^{\nu_2 \nu_2} E[e^{|T_2|}] = e^{\nu_2} E[e^{10T_2}]; (8.7) \\
\mathcal{U}^*(a_3, \{1,2\}, \gamma) &= \int_{\mathbb{R}_+^2} Q(\nu_2 | \nu_1, 3) e^{\nu_3 \nu_2} = e^{\nu_3 \nu_2} E[e^{|T_3|}] = e^{\nu_3} e^8.
\end{align*}
\]

Substituting these values in \( u^*_1 \) we obtain

\[
\begin{align*}
u^*_1(a_0, \{1\}, \gamma) &= \min \left\{ \int_{\mathbb{R}_+^2} Q(\nu_1 | \nu_0, 2) e^{\nu_2 \nu_1} u^*_2(a_0, \{1,2\}, \gamma), \int_{\mathbb{R}_+^2} Q(\nu_1 | \nu_0, 3) e^{\nu_3 \nu_1} u^*_2(a_0, \{1,3\}, \gamma) \right\} \\
&= \min \left\{ e^{(w_2+w_3)\nu_0} E[e^{|T_3|}] E[e^{|T_2|}] e^{(w_2+w_3)\nu_0} E[e^{|T_2|}] E[e^{|T_3|}] \right\} \\
&= e^{(w_2+w_3)\nu_0} \min \left\{ E[e^{|T_3|}] E[e^{|T_2|}] E[e^{|T_3|}] \right\} \\
&= e^{18\nu_0} \min \left\{ e^8 E[e^{10T_2}], e^{18} E[e^{10T_2}] \right\} \\
&= e^{18\nu_0} e^{18} E[e^{10T_2}].
\end{align*}
\]

Similarly,

\[
\begin{align*}
u^*_1(a_0, \{2\}, \gamma) &= \min \left\{ \int_{\mathbb{R}_+^2} Q(\nu_1 | \nu_0, 1) e^{6\nu_1} u^*_2(a_0, \{1,2\}, \gamma), \int_{\mathbb{R}_+^2} Q(\nu_1 | \nu_0, 3) e^{8\nu_1} u^*_2(a_0, \{1,3\}, \gamma) \right\} \\
&= \int_{\mathbb{R}_+^2} Q(\nu_1 | \nu_0, 3) e^{8\nu_1} u^*_2(a_0, \{1,3\}, \gamma) = e^{18\nu_0} e^{20}.
\end{align*}
\]

and

\[
\begin{align*}
u^*_1(a_0, \{3\}, \gamma) &= \min \left\{ \int_{\mathbb{R}_+^2} Q(\nu_1 | \nu_0, 1) e^{6\nu_1} u^*_2(a_0, \{1,3\}, \gamma), \int_{\mathbb{R}_+^2} Q(\nu_1 | \nu_0, 2) e^{10\nu_1} u^*_2(a_0, \{2,3\}, \gamma) \right\} (8.8) \\
&= \int_{\mathbb{R}_+^2} Q(\nu_1 | \nu_0, 1) e^{6\nu_1} u^*_2(a_0, \{1,3\}, \gamma) = e^{18\nu_0} e^{18} E[e^{10T_2}].
\end{align*}
\]
Finally, let's calculate

\[ u_0^*(\phi, \gamma) = \min \left\{ \int_{R^+} Q_0(d\nu_0 | 1)e^{10\nu_0}u_1^*(\nu_0, \{1\}), \int_{R^+} Q_0(d\nu_0 | 2)e^{10\nu_0}u_2^*(\nu_0, \{2\}), \int_{R^+} Q_0(d\nu_0 | 3)e^{6\nu_0}u_1^*(\nu_0, \{3\}) \right\} \]

\[ = \int_{R^+} Q(d\nu_0 | 3)e^{8\nu_0}u_1^*(\nu_0, \{3\}) = e^{40}E[e^{10T_2}]. \]

Thus, from (8.7), (8.8) and (8.9), we obtain

\[ u_0^*(\phi, \gamma) = \int_{R^+} Q_0(d\nu_0 | 3)e^{3\nu_0} \int_{R^+} Q(d\nu_1 | \nu_0, 1)e^{w_1\nu_1} \int_{R^+} Q(d\nu_2 | \nu_1, 2)e^{w_2\nu_2} = E[e^{(w_1+w_2+3T_2)}]E[e^{(w_1+w_2)T_1}]E[e^{w_2T_2}]. \]

Thus, it follows from (8.10) that the optimal schedule is \( S = (312) \), which, as we expected (see Remark 12), is different to the optimal schedule \( S = (231) \) obtained in the risk neutral case, and one that schedules the most uncertain job for last. Now, since the optimal schedule is an open-loop policy and motivated by the risk neutral case, we can pose the following question.

**Question:** Applying an interchange argument, can we derive some simple necessary and sufficient conditions for optimality?

We proceed to investigate this question. Suppose that the schedule \( \pi^* = (i_0, \ldots, i_{r-1}, i, j, i_{r+2}, \ldots, i_{N-1}) \) is optimal. Let \( M_l = \sum_{k=0}^{r-1} w_i k \), for \( l = 0, 1, \ldots, r - 1 \), and let \( S_{r+l} = \sum_{k=0}^{N-r-1} w_i_{r+k} \), for \( l = 2, 3, \ldots, N - r - 1 \). We have that

\[ u_0^*(\phi, \gamma) = \text{sgn}\gamma K_1E[e^{\gamma(w_1+w_j+S_{r+2})T_1}]E[e^{\gamma(w_1+S_{r+2})T_1}]K_2, \]

where \( K_2 = E[e^{\gamma S_{r+2}T_{r+3}}] \ldots E[e^{\gamma S_{l-1}T_{l-1}}], \) and

\[ K_1 = E[e^{\gamma(M_0+w_1+w_j+S_{r+2})T_0}] \ldots E[e^{\gamma(M_{r-1}+w_1+w_j+S_{r+2})T_{r-1}}]. \]
Let \( \pi' = (i_0, \ldots, i_{r-1}, j, i, i_{r+2} \ldots i_{N-1}) \) be the schedule which interchanges the jobs \( i \) and \( j \). Then

\[
 u^*_0(\phi, \gamma) = \text{sgn}(\gamma)K_1E[e^{\gamma(w_1+w_j+S_{r+2})T_i}]E[e^{\gamma(w_1+S_{r+2})T_i}]K_2.
\]

Since the policy \( \pi^* \) is supposed to be optimal, we have that, if \( \gamma > 0 \) then

\[
 E[e^{\gamma(w_1+w_j+S_{r+2})T_i}]E[e^{\gamma(w_1+S_{r+2})T_i}] \leq E[e^{\gamma(w_1+w_j+S_{r+2})T_i}]E[e^{\gamma(w_1+S_{r+2})T_i}],
\]

and if \( \gamma < 0 \) then the reverse inequality holds. Hence, we arrive at the following answer.

**Answer:** As opposite to the risk-neutral case, we notice that by applying an interchange argument, we do not derive any simple general condition for optimality. Observe that (8.11) involves the jobs scheduled from the job \( i \) onward. Thus, in this case, the DP algorithm is the only way we have to compute the optimal schedule. Certainty, a possibility is to explore particular distributions for \( \{T_i\} \), e.g., see [36], and perhaps (8.11) may then yield simpler optimality conditions.

### 8.4 Optimal Schedule Dependence on \( \gamma \)

In this section, we will illustrate, via a simple example with 2 jobs, how the optimal schedule depends on \( \gamma \). We will show that there exists \( \gamma^* > 0 \) such that \( S = (1\ 2) \) will be optimal for a DM with risk sensitivity coefficient less or equal than \( \gamma^* \), while \( S = (2\ 1) \) will be optimal for a DM with risk coefficient great or equal than \( \gamma^* \).

**Example 2.** Suppose that we want to process 2 jobs whose weights and processing times are given by

\[
\begin{array}{c|c|c}
\text{jobs} & 1 & 2 \\
\hline
w_j \quad \quad & 7 & 6 \\
\end{array}
\]

\( T_1 \) takes values 2 and 4 with probability \( \frac{1}{2} \) each one, and \( T_2 \) is concentrate at 3. Note that \( E(T_1) = E(T_2) = 3 \). Thus since

\[
\frac{w_1}{E(T_1)} > \frac{w_2}{E(T_2)},
\]

it follows from Proposition 1 that

$$S = (1, 2) \text{ is optimal if the DM is risk-neutral.} \quad (8.12)$$

We consider now a risk-sensitive DM. Note that in any example with 2 jobs, the inequalities (8.11) turn out to be very simple to manipulate. We have that

$$E[\gamma(w_1 + w_2)T_1]E[\gamma(w_2T_2)] = \frac{e^{2\gamma} + e^{5\gamma}}{2}e^{18\gamma};$$

and

$$E[\gamma(w_1 + w_2)T_2]E[\gamma(w_1T_1)] = \frac{e^{3\gamma}e^{14\gamma} + e^{28\gamma}}{2}.$$ 

Thus,

$$2 \left( E[\gamma(w_1 + w_2)T_1]E[\gamma(w_2T_2)] - E[\gamma(w_1 + w_2)T_2]E[\gamma(w_1T_1)] \right)$$

$$= \left( e^{2\gamma} + e^{5\gamma} \right) e^{18\gamma} - e^{3\gamma} \left( e^{14\gamma} + e^{28\gamma} \right)$$

$$= e^{44\gamma}g(\gamma),$$

where $g(\gamma) = e^{2\gamma} - e^{23\gamma} - e^{9\gamma} + 1$. Thus, we obtain that

$$E[\gamma(w_1 + w_2)T_1]E[\gamma(w_2T_2)] > E[\gamma(w_1 + w_2)T_2]E[\gamma(w_1T_1)] \quad \text{if } g(\gamma) > 0; \quad (8.13)$$

and

$$E[\gamma(w_1 + w_2)T_1]E[\gamma(w_2T_2)] < E[\gamma(w_1 + w_2)T_2]E[\gamma(w_1T_1)] \quad \text{if } g(\gamma) < 0. \quad (8.14)$$

**Lemma 20.** Let $g(\gamma) := e^{2\gamma} - e^{23\gamma} - e^{9\gamma} + 1$. Then, the following statements hold:

i) $g(\gamma)$ has only two real zeros:

$$\gamma_1 = 0, \quad \text{and } \gamma^* \in \left( \frac{1}{3} \ln \frac{3}{2}, 1 \right);$$

ii) $g(\gamma) < 0$ if $0 < \gamma < \gamma^*$;

iii) $g(\gamma) > 0$ if $\gamma < 0$, or $\gamma > \gamma^*$. 
Proof. We have that

\[ g'(\gamma) = 26e^{2\gamma} - 23e^{3\gamma} - 9e^{9\gamma} \]

\[ = e^{9\gamma}h(\gamma), \quad (8.15) \]

where

\[ h(\gamma) = 26e^{17\gamma} - 23e^{14\gamma} - 9. \]

It is easy to see that \( h'(\gamma) = 0 \) if and only if \( \gamma = \frac{1}{3} \ln \frac{161}{221} \). Therefore \( h(\gamma) \) has at most two real zeros and hence, from (8.15), \( g' \) has at most two real zeros. Moreover, \( g' \) has a zero in \((0,1)\) since \( g'(0) = 26 - 23 - 9 < 0 \), and \( g'(1) > 0 \). Let \( \tilde{\gamma} > 0 \) be the smallest zero (if there exist two) of \( g' \). Then since \( g'(0) = -6 \), we have that \( g'(\gamma) < 0 \), for all \( \gamma \in (0, \tilde{\gamma}) \), and therefore \( g \) is decreasing in \((0, \tilde{\gamma})\). Since \( g(0) = 0 \) we have that

\[ g(\gamma) < 0, \quad \text{for all } \gamma \in (0, \tilde{\gamma}). \quad (8.16) \]

Now, \( g(1) = e^{9}(e^{17} - e^{14} - 1) > 0 \). Therefore there exists \( \gamma^* \in (\tilde{\gamma}, 1) \) such that \( g(\gamma^*) = 0 \), and

\[ g(\gamma) < 0, \quad \text{for all } \gamma \in (\tilde{\gamma}, \gamma^*) \quad (8.17) \]

Thus (8.16) and (8.17) imply ii).

Now, let \( \gamma < 0 \), and \( b = -\gamma \). Then

\[ g'(\gamma) = g'(-b) = e^{-9b} \left( 26e^{-17b} - 23e^{-14b} - 9 \right) \]

\[ = e^{-9\gamma} \left( 26 - 23e^{3b} - 9e^{17b} \right) \frac{e^{17b}}{e^{17b}} < 0. \]

Then \( g \) is decreasing in \((-\infty, 0)\), and since \( g(0) = 0 \), we have that

\[ g(\gamma) > 0, \quad \text{for all } \gamma \in (-\infty, 0). \quad (8.18) \]

Finally,

\[ g(\gamma) > 0, \quad \text{if } \gamma > 1. \quad (8.19) \]
Thus, (8.18) and (8.19) imply iii).

Moreover,

\[ g'(\gamma) = 0 \iff \gamma = \frac{1}{3} \ln \frac{3}{2}. \]  

(8.20)

Therefore \( \tilde{\gamma} = \frac{1}{3} \ln \frac{3}{2} \), and \( g \) has only two real zeros: \( \gamma_1 = 0 \), and \( \gamma^* > \frac{1}{3} \ln \frac{3}{2} \). Thus, the proof is complete. 

Proposition 11. There exists \( \frac{1}{3} \ln \frac{3}{2} < \gamma^* < 1 \) such that:

\[ S = (1 2) \quad \text{is optimal if } \gamma \leq \gamma^*, \]

\[ S = (2 1) \quad \text{is optimal if } \gamma \geq \gamma^*. \]

Proof. The proof follows from (8.12), (8.13), (8.14), and Lemma 20. 

\[ \square \]
Chapter 9

APPLICATION 4: INVENTORY CONTROL

In this chapter, a formulation of an inventory control problem as a CMC is given. To that end, we consider a simplified model in which the disturbance space $D$ is countable, and the transition law $Q$ is a stochastic kernel on $D$ given $K$, i.e., $Q$ is independent of the prior disturbance. In Section 9.2 (9.3), it is shown that the finite (infinite) horizon inventory control has a base-stock optimal policy. See, e.g., [6, 40] for an analysis of the inventory control problem with risk-neutral discounted cost.

9.1 Formulation of an Inventory Control Problem as a CMC

At the beginning of each period, the manager of a warehouse determines current inventory of a product. He decides whether or not to order additional stock and therefore what will be the inventory level for that period. In doing so, he is faced with a tradeoff between the costs associated with keeping inventory and the penalties associated with being unable to satisfy customer demand. Let us denote

- $X_t$: stock available at the beginning of the $t$-th period.
- $A_t$: number of units ordered at time $t$.
- $D_t$: demand at time $t$.

We assume that the demand has a known probability distribution $p_\nu = P[D_t = \nu]$, $\nu = 0, 1, \ldots, L$, $L \in \mathbb{N}$, $t = 0, 1, \ldots$, and that excess demand is backlogged and filled as soon as additional inventory becomes available. Thus the inventory at time $t + 1$ is related to the state, the action, and the demand at time $t$, through the transition
The state and action spaces are given by

$$X = \{ \ldots, -1, 0, 1, \ldots, M \}, \quad \text{and} \quad A = \{ 0, 1, 2, \ldots \},$$

where $M$ is the capacity of the warehouse. For $x \in X$, the set of admissible actions is the finite set

$$A(x) = \{ 0, 1, \ldots, M - x \}.$$  \hspace{1cm} (9.2)

Note that $x < 0$ corresponds to backlogged demand. The transition law $Q$ is given by

$$Q(\nu | x, a) = p_\nu$$

and it is independent on $(x, a)$. The cost incurred at each period $t$ consists of two components:

(1) the purchasing cost, $c \cdot (a_t)$, where $c$ is the cost per unit ordered; and
(2) the inventory-related cost, $H(x_t, a_t, \nu_t) = h \cdot (x_t + a_t - \nu_t)^+ + p \cdot (\nu_t - x_t - a_t)^+$,

where $h$ and $p$ are the holding and penalty costs per unit respectively.

In finite-horizon problems, each remaining unit at the last period time has a salvage value of $c$. The discounted cost up to time $N$ is denoted by

$$\mathcal{D}_N := \sum_{t=0}^{N-1} \beta^t [c \cdot (a_t) + H(x_t, a_t, \nu_t)] - \beta^N c \cdot x_N$$

$$= \sum_{t=0}^{N-1} \beta^t [c \cdot (x_t + a_t) + H(x_t, a_t, \nu_t) - \beta c \cdot (x_t + a_t - \nu_t)]$$

$$- \sum_{t=0}^{N-1} \beta^{t+1} c \cdot (x_{t+1}) + \sum_{t=0}^{N-1} \beta^{t+1} c \cdot (x_{t+1})$$

$$= \sum_{t=0}^{N-1} \beta^t [c \cdot (x_t + a_t) + H(x_t, a_t, \nu_t) - \beta c \cdot (x_t + a_t - \nu_t)] - c \cdot x_0.$$
Denote $C(x, a, \nu) := c \cdot (x + a) + H(x, a, \nu) - \beta c \cdot (x + a - \nu)$. Then

$$\mathcal{D}_N = \sum_{t=0}^{N-1} \beta^t C(x_t, a_t, d_t) - cx_0.$$ 

Let $\mathcal{D}_N := \sum_{t=0}^{N-1} \beta^t C(X_t, A_t, D_t)$. For a deterministic policy $\pi$, let

$$u^\pi_{\beta,0}(x, \gamma) := E_x^\pi[\mathcal{U}_\gamma(\mathcal{D}_N)].$$

Note that the policy that optimizes

$$\inf_{\pi} \{u^\pi_{\beta,0}(x, \gamma)\}$$

also optimizes

$$\inf_{\pi} \{E_x^\pi[\mathcal{U}_\gamma(\mathcal{D}_N)]\}.$$

In this section, we consider the optimal control problem with discounted cost $\mathcal{D}_N$. According to Theorem 19, the DP algorithm for this model is as follow:

$$u^\pi_{\beta,N}(x, \gamma) = \operatorname{sgn} \gamma; \text{ and for } t = N - 1, \ldots, 0,$$

$$u^\pi_{\beta,t}(x, \gamma) = \min_{a \in A(x)} \left\{ \sum_{\nu} p_{\nu} e^{\gamma B C(x, a, \nu)} u^\pi_{\beta,t+1}(x + a - \nu, \gamma) \right\},$$

where $C(x, a, \nu) = c \cdot (x + a) + h \cdot (x + a - \nu)^+ + p \cdot (\nu - x - a)^+ - \beta c \cdot (x + a - \nu)$.

Remark 13. Note that, while the optimal value function for the scheduling jobs problem studied in Chapter 8, $u^\ast_{\beta,s}(\nu_{s-1}, x_s, \gamma)$, depends on the disturbance-state pair $(\nu_{s-1}, x_s)$, the optimal value function for the inventory problem, $u^\ast_{\beta,s}(x_s, \gamma)$, depends only on the present state $x_s$. This is due to the fact that the transition law, $Q$, is independent on the prior perturbation.


In this section, it is shown that the inventory control model has a base-stock optimal policy. A base-stock policy is a decreasing policy $\pi = (f_0, f_1, \ldots)$ such that, for
$t = 0, 1, \ldots$, the decision rule $f_t$ is given by

$$f_t(x) = \begin{cases} x^*_t - x & \text{if } x \leq x^*_t \\ 0 & \text{if } x > x^*_t, \end{cases}$$  \tag{9.4}

where $x_0^*, x_1^*, \ldots$ are the base-stock levels.

The following theorem, which will be used to show that the inventory problem has a base-stock optimal policy, gives sufficient conditions under which the finite horizon CMC, has a decreasing optimal policy. For $(x, a) \in \mathbf{K}$, let

$$H_t(x, a, \gamma) := \sum_{\nu} Q(\nu | x, a) e^{\gamma C(x, a, \nu)} u_{d, t+1}^*(F(x, a, \nu), \gamma).$$  \tag{9.5}

**Theorem 23.** For $t = 0, 1, \ldots n - 1$, let

$$A_t^*(x) = \{ a \in A(x) : H_t(x, a, \gamma) = \min_{a' \in A(x)} H_t(x, a', \gamma) \};$$

and $f_t(x) := \max A_t^*(x)$. Suppose that

1) $x \mapsto A(x)$ is a decreasing function, i.e., $x \leq x'$ implies $A(x') \subset A(x)$;

2) for each $x \in \mathbf{X}$, the set $A(x)$ is such that $a \in A(x)$ and $a' \leq a$ imply $a' \in A(x)$; and

3) For $t = 0, 1, \ldots n - 1$, if $x \leq x'$, $H_t(x', \cdot, \gamma) - H_t(x, \cdot, \gamma)$ is increasing on $A(x')$.

Then $(f_0, f_1, \ldots, f_{n-1})$ is an optimal policy such that $f_t(x)$ is decreasing in $x$ for each $t$.

**Proof.** The optimality of $(f_0, f_1, \ldots, f_{n-1})$ follows from Theorem 19. Now, assume that $f_t(x') > f_t(x)$ for some $x' \geq x$. Then, it follows respectively from 1), 2) and 3) that $f_t(x') \in A(x)$, $f_t(x) \in A(x')$ and

$$H_t(x', f_t(x'), \gamma) - H_t(x, f_t(x'), \gamma) \geq H_t(x', f_t(x), \gamma) - H_t(x, f_t(x), \gamma).$$

Consequently, we obtain
\[ 0 \geq H_t(x', f_t(x'), \gamma) - H_t(x, f_t(x), \gamma) \]
\[ \geq H_t(x, f_t(x'), \gamma) - H_t(x, f_t(x), \gamma) \]
\[ \geq 0. \]

But \( f_t(x') \in A(x) \), and \( H_t(x, f_t(x'), \gamma) = H_t(x, f_t(x), \gamma) \) contradict the definition of \( f_t \).

Define \( \bar{C} : X \times D \to \mathbb{R} \) by
\[
\bar{C}(y, \nu) = c \cdot y + h \cdot (y - \nu)^+ + p \cdot (\nu - y)^+ - \beta c \cdot (y - \nu).
\]

Then, we obtain that \( C(x, a, \nu) = \bar{C}(x + a, \nu) \), for all \( (x, a) \in K \). Bouakiz and Sobel [9] showed that if \( p > c(1 - \beta) \) then, for each \( \gamma' > 0 \), and \( t \in \{0, 1, \ldots\} \), the function \( V_{t, \gamma'} : X \to \mathbb{R} \) defined by
\[
V_{t, \gamma'}(y) := \sum_{\nu} p_{\nu} e^{\gamma' C(y, \nu)} J_{\beta, t}(y - \nu, \gamma' \beta)
\]
is convex in \( y \), where \( J_{\beta, t}(x, \gamma) \) denotes the optimal EDC that can be obtained starting at state \( x \), with risk-sensitivity coefficient \( \gamma \), and proceeding for \( t \) stages, i.e.,
\[
J_{\beta, t}(x, \gamma) = u_{\beta, N-t}(x, \gamma \beta^{N-t}).
\]

This convexity property and the following lemma will be used in the proof of Proposition 12.

**Lemma 21.** Let \( Y \) and \( Z \) be subsets of \( \mathbb{R} \). Let \( G \) be a real-valued increasing function on \( Y \times Z \), and \( H \) a real valued, convex function on the real line. Assume that
\[
G(y, z) + G(y', z') = G(y', z) + G(y, z'), \quad \forall y' \geq y, \ z' \geq z.
\]

Then the composition of the functions \( H \) and \( G \), i.e.,
\[
H(G(y', z)) + H(G(y, z')) \leq H(G(y', z')) + H(G(y, z)), \quad \forall y' \geq y, \ z' \geq z.
\]
Proof. Let \( y' \geq y \) and \( z' \geq z \). The proof of this result follows from the following identity:

\[
H(G(y', z)) + H(G(y, z')) - H(G(y', z')) - H(G(y, z)) = \\
[H(G(y', z)) - H(G(y', z')) + G(y, z) - G(y, z')] \\
+ [H(G(y', z') + G(y, z) - G(y, z')) - H(G(y', z'))] \\
- H(G(y, z)) + H(G(y, z'))
\]

Proposition 12. If \( p > c(1 - \beta) \), then there exists a decreasing optimal policy \( \pi = (f_0, f_1, \ldots, f_{N-1}) \) for the inventory control with an exponential discounted cost criterion. Furthermore, for \( t = 0, 1, \ldots, N - 1 \),

\[
f_t(x) = (f_t(0) - x)^+, \quad \forall x \in X,
\]

where \( f_t(0) \) is the base-stock level for the period \( t \).

Proof. For \( (x,a) \in K \), let \( H_t \) be the function defined in (9.5), i.e.,

\[
H_t(x,a,\gamma) = \sum_\nu p_\nu e^{\gamma \beta t C(x,a,\nu)} u_{\beta,t+1}^*(x + a - \nu, \gamma).
\]

Let \( f_t(x) := \max A_t^*(x) \), where

\[
A_t^*(x) = \{ a \in A(x) : H_t(x,a,\gamma) = \min_{a' \in A(x)} \{H_t(x,a',\gamma)} \}.
\]

First, it follows from Theorem 19 that \((f_0,f_1,\ldots,f_{N-1})\) is optimal. Next, we will apply Theorem 23 to prove that, for \( t = 0,1,\ldots,N-1 \), \( f_t(x) \) is decreasing in \( x \). Note that the set \( K \) for the inventory control problem satisfies the conditions (i) and (ii) of the mentioned theorem. On the other hand, it follows from (9.5), (9.6), and (9.7) that

\[
H_t(x,a,\gamma) = \sum_d p_\nu e^{\gamma \beta t C(x,a,d)} u_{\beta,t+1}^*(x + a - d, \gamma) \\
= \sum_d p_\nu e^{\gamma \beta t \hat{C}(x+a,d)} f_{\beta,N-t-1}(x + a - d, \gamma \beta t+1) \quad (9.8) \\
= V_{N-t-1,\gamma \beta t}(x + a).
\]
Thus, since $V_{N-t-1, \gamma \beta t}(\cdot)$ is convex, and 
\[ \phi(x, a) + \phi(x', a') = \phi(x', a) + \phi(x, a'), \]
where \( \phi(x, a) = x + a \), then by Lemma 21 we obtain that
\[ H_t(x, a, \gamma \beta^t) + H_t(x', a', \gamma \beta^t) \geq H_t(x', a, \gamma \beta^t) + H_t(x, a', \gamma \beta^t). \]

Hence, if $x' \geq x$, then
\[ H_t(x', \cdot, \gamma) - H_t(x, \cdot, \gamma) \]
is increasing on $A(x')$, i.e., $H_t$ satisfies Condition (iii) of Theorem 23, and therefore, for $t = 0, 1, \ldots, N-1$, $f_t(x)$ is decreasing. Now, it follows from (9.8) and the definition of $f_t$ that
\[ H_t(x + 1, f_t(x) - 1, \gamma) = H_t(x, f_t(x), \gamma) \]
\[ \leq H_t(x, a, \gamma), \quad \forall a \leq M - x \]
\[ = H_t(x + 1, a - 1, \gamma), \quad \forall a \leq M - x. \]

Therefore, $f_t(x + 1) = f_t(x) - 1$. Hence,
\[ f_t(x) = \begin{cases} 
    f_t(0) - x & \text{if } x \leq f_t(0), \\
    0 & \text{if } x > f_t(0).
\end{cases} \] (9.10)

The optimal policy obtained is a base-stock policy and $f_t(0)$ is the base-stock level for the period $t$. \qed

### 9.3 Infinite Horizon Inventory Control Model.

In this section, we will show that the infinite horizon inventory problem has an ultimately stationary base-stock optimal policy. The following theorem, which will be used to show that the infinite horizon inventory problem has a base-stock optimal policy, gives sufficient conditions under which the infinite horizon CMC, has a decreasing optimal policy. For $(x, a) \in K$, let
\[ G_t(x, a) := \sum_{\nu} Q(\nu \mid x, a) e^{\gamma^{t+1}C(x, a, \nu)} J_\beta(F(x, a, \nu), \gamma \beta^{t+1}). \] (9.11)
Theorem 24. For \( t = 0, 1, \ldots, n - 1 \), let

\[
A_t^*(x) = \{ a \in A(x) : G_t(x, a) = \min_{a' \in A(x)} G_t(x, a') \};
\]

and \( f_t(x) := \max A_t^*(x) \). Suppose that

i) \( x \mapsto A(x) \) is a decreasing function, i.e., \( x \leq x' \) implies \( A(x') \subset A(x) \);

ii) for each \( x \in X \), the set \( A(x) \) is such that \( a \in A(x) \) and \( a' \leq a \) imply \( a' \in A(x) \); and

iii) For \( t = 0, 1, \ldots, \), if \( x \leq x' \), \( G_t(x', \cdot) - G_t(x, \cdot) \) is increasing on \( A(x') \).

Then \( (f_0, f_1, \ldots) \) is an optimal policy such that \( f_t(x) \) is decreasing in \( x \) for each \( t \).

Proof. The optimality of \( (f_0, f_1, \ldots) \) follows from Theorem 21. The rest of the proof is similar to that of Theorem 23. \( \Box \)

Let

\[
D := \sum_{t=0}^{\infty} \beta^t [c \cdot (a_t) + H(x_t, a_t, d_t)]
\]

\[
= \sum_{t=0}^{\infty} \beta^t [c \cdot (x_t + a_t) + H(x_t, a_t, d_t) - \beta c \cdot (x_t + a_t - d_t)] - \sum_{t=0}^{\infty} \beta^t c \cdot (x_t) + \sum_{t=0}^{\infty} \beta^{t+1} c \cdot (x_{t+1})
\]

\[
= \sum_{t=0}^{\infty} \beta^t [c \cdot (x_t + a_t) + H(x_t, a_t, d_t) - \beta c \cdot (x_t + a_t - d_t)] - c \cdot x_0.
\]

Thus

\[
D = \sum_{t=0}^{\infty} \beta^t C(x_t, a_t, d_t) - c x_0.
\]

For a deterministic policy \( \pi = (f_0, f_1, \ldots) \), let

\[
J^*_\pi(x, \gamma) = E_2^\gamma [e^\gamma \sum_{t=0}^{\infty} \beta^t C(x_t, A_t, D_t)]
\]

and

\[
J_\pi(x, \gamma) = \inf_{\pi} \{ J^*_\pi(x, \gamma) \} \quad (9.12)
\]
Note that the policy which optimizes (9.12) also optimizes the problem with discounted cost $D$.

The discounted optimality equations for this model are given by

$$J_{\beta}(x, \gamma \beta^t) = \min_{a \in A(x)} \left\{ \sum_{\nu} p_{\nu} e^{\gamma \beta^t C(x, a, \nu)} J_{\beta}(x + a - \nu, \gamma \beta^{t+1}) \right\}.$$ 

**Proposition 13.** If $p > c(1 - \beta)$ then there exists a base-stock and ultimately stationary optimal policy for the infinite horizon inventory control with exponential discounted cost criterion.

**Proof.** It follows from Theorem 22 that

$$\lim_{n \to -\infty} V_{n, \gamma'}(y) = \sum_d p_d e^{\gamma' \tilde{C}(y, d)} J_{\gamma'}(y - d, \gamma' \beta) =: V_{\gamma'}(y).$$

Thus, since the limit of convex functions is convex, we obtain that $V_{\gamma'}(y)$ is convex in $y$ for each $\gamma' > 0$. On the other hand, we have that

$$G_t(x, a) = \sum_{\nu} p_{\nu} e^{\gamma \beta^t C(x, a, \nu)} J_{\beta}(x + a - \nu, \gamma \beta^{t+1})$$

$$= V_{\gamma \beta^t}(x + a).$$

Hence, by Lemma 21 we obtain that

$$G_t(x, a) + G_t(x', a') \geq G_t(x', a) + G_t(x, a'), \quad x' \geq x, \quad a' \geq a,$$

or equivalently,

$$\text{if } x' \geq x, \quad \text{then } G_t(x', \cdot) - G_t(x, \cdot) \text{ is increasing.}$$

Thus, analogously to the proof of Proposition 12, the existence of a base-stock optimal policy follows from Theorem 23. Moreover, since the state space is in fact finite, i.e., $X = \{-L, \ldots, -1, 0, \ldots, M\}$, there exists $N$ such that $f_t = f$ for $t \geq N$; see [32, 33]. Therefore there is an infinite horizon optimal policy which is base-stock and ultimately stationary. \qed
Appendix A

RISK-NEUTRAL OPTIMAL RESOURCE ALLOCATION

For the purpose of comparing the results obtained in Section 6.3 about structured optimal policies for an optimal allocation problem (with ETC criterion), in this appendix we study the corresponding risk-neutral allocation problem. Section 1 summarizes some results about monotonicity properties of the optimal value function and policies. For the proofs of those results we refer the reader to Ross [41]. In Sections 2 and 3 we derive further structural properties of the optimal policies under the assumption that the probability function $P(a)$ is convex.

A.1 Monotone Optimal Policies

For $t = 0, 1, \ldots, N - 1$, denote

$$F_t(x, a) := a + P(a)J_t(x - 1) + (1 - P(a))J_t(x), \quad x \geq 1, \quad (A.1)$$

where $J_t(x)$ is the risk-neutral optimal total cost when $t$ stages remain to go and the state at time $N - t$ is $x$. Note that $F_t(x, a)$ is the function within brackets in the (risk-neutral) dynamic programming algorithm

$$J_0(x) = 0 \quad (A.2)$$

$$J_{t+1}(x) = \min_{a \in A(a)} \{C(x, a) + \sum_y p_{xy}(a)J_t(y)\}. \quad (A.3)$$

Let

$$\tilde{A}_t(x) := \{a : F_t(x, a) = \inf_{a'} \{F_t(x, a')\}\}$$
and

\[ \bar{f}_t(x) := \min \bar{A}_t(x). \]

For a proof of the following two results we refer to [41].

**Lemma 22.** The optimal value function \( J_t(x) \) is increasing in \( x \) and decreasing in \( t \).

**Proposition 14.** Assume that \( C(x) \) is convex. Then \( \bar{\pi} = (\bar{f}_0, \ldots, \bar{f}_{N-1}) \) is an optimal policy for the risk-neutral allocation problem such that for \( t = 0, \ldots, N-1 \), \( f_t(x) \) is increasing in \( x \); and for fixed \( x \), \( f_t(x) \) is increasing in \( t \).

### A.2 Risk-neutral Allocation Problem with \( P(a) \) Convex

Throughout this appendix, the policy \( \bar{\pi} = (\bar{f}_0, \ldots, \bar{f}_{N-1}) \) will denote the monotone optimal policy obtained in Proposition 14. In the following proposition we will show that when the probability function \( P(a) \) is convex, the allocation model is reduced to a problem with two actions: the extreme points of the interval \([0, M]\). Consequently, there exists an optimal threshold policy.

**Proposition 15.** Assume that \( C(x) \) is convex and \( P(a) \) is convex and twice differentiable. Then the allocation optimal control problem (with total cost criterion) can be reduced to a problem with two actions: the extreme points of the interval \([0, M]\). Moreover, the optimal policy \( \bar{\pi} = (\bar{f}_0, \bar{f}_1, \ldots, \bar{f}_{N-1}) \) is of the threshold-type, that is, there exist states \( \bar{x}_0, \bar{x}_1, \ldots, \bar{x}_{N-1} \) such that

\[
\bar{f}_t(x) = \begin{cases} 
0 & \text{if } x < \bar{x}_t, \\
M & \text{if } x \geq \bar{x}_t, 
\end{cases}
\]

\((A.4)\)

t = 0, 1, \ldots, N - 1. Moreover, the sequence of thresholds is decreasing.
Proof. It follows from (A.1) that

$$F_t(x,a) = a + [J_t(x) - J_t(x - 1)](1 - P(a)) + J_t(x - 1),$$

and hence

$$\frac{\partial F_t}{\partial a}(x,a) = 1 - P'(a)[J_t(x) - J_t(x - 1)]$$

and

$$\frac{\partial^2 F_t}{\partial^2 a}(x,a) = -P''(a)[J_t(x) - J_t(x - 1)].$$

Thus, since $P''(a) \geq 0$ and $J_t(x)$ is increasing in $x$ (by Lemma 22) we obtain that

$$\frac{\partial^2 F_t}{\partial^2 a}(x,a) < 0,$$

and therefore $F_t(x,a)$ is concave in $a$. Consequently,

$$\bar{A}_t(x) = \{0, M\},$$

and hence, $\bar{f}_t(x) \in \{0, M\}$. Moreover, if we define

$$\bar{x}_t := \min\{x : \bar{f}_t(x) = M\},$$

then (A.4) follows from the fact that $\bar{f}_t(x)$ is increasing in $x$. Finally, the sequence

$$\{\bar{x}_t\}$$

is decreasing since $\bar{f}_t(x)$ is increasing in $t$. \qed

A.2.1 Risk-neutral Allocation Problem with Linear Terminal Cost

Now, we will apply Proposition 15 to compute the optimal policy for the Example 1 considered in Section 7.

Example 1 (revisited) First we compute $\tilde{f}_{N-1}(x)$. To do that, by Proposition 15, we need only to compare the values of the function $F_0(x, a)$ at the extreme actions $a = 0$ and $a = 1$. It follows from (A.1) that

$$F_0(x,a) = a + P(a)J_0(x - 1) + (1 - P(a))J_0(x), \quad x \geq 1$$

$$= a + P(a)(2x - 2) + (1 - P(a))2x, \quad x \geq 1.$$
Thus,

$$F_0(x, 0) = 2x, \quad x \geq 1, \quad \text{and}$$

$$F_0(x, 1) = 2x + (1 - 2P(1)), \quad x \geq 1.$$ 

Thus, we obtain

a) if $P(1) > \frac{1}{2}$ then

$$F_0(x, 1) < F_0(x, 0), \quad x \geq 1$$

b) if $P(1) < \frac{1}{2}$ then

$$F_0(x, 0) < F_0(x, 1), \quad x \geq 1, \quad \text{and}$$

c) if $P(1) = \frac{1}{2}$ then

$$F_0(x, 1) = F_0(x, 0), \quad x \geq 1.$$ 

Therefore the optimal decision rule $\tilde{f}_{N-1}$ and the optimal value function $J_1$ for the case (a) are given by

$$\tilde{f}_{N-1}(x) = \begin{cases} 
0 & \text{if } x < 1 \\
1 & \text{if } x \geq 1, 
\end{cases} \quad (A.5)$$

and

$$J_1(x) = \begin{cases} 
0 & \text{if } x = 0 \\
2x + (1 - 2P(1)) & \text{if } x \geq 1; 
\end{cases} \quad (A.6)$$

for (b) by

$$\tilde{f}_{N-1}(x) = 0, \quad \forall x,$$

and

$$J_1(x) = 2x, \quad x \geq 0; \quad (A.7)$$
and for (c) we obtain that both actions $a = 0$ and $a = 1$ are optimal.

Now, to compute the optimal decision rules $\tilde{f}_t$, $t = 0, \ldots, N-2$, we will first prove each one of the following statements by induction on $t$:

I) If $P(1) > \frac{1}{2}$ then for $t = 1, \ldots, N-1,$

$$ J_t(1) = 1 + (1 - P(1)) J_{t-1}(1); $$

II) If $P(1) > \frac{1}{2}$ then for $t = 1, \ldots, N-1,$

$$ J_t(x) = J_0(x), \quad x \in X. $$

First, let's prove (I). The validity of assertion (I) for $t = 1$ follows from (A.6). Next, by the dynamic programming algorithm

$$ J_{t+1}(1) = \min \{ F_t(1, 0), F_t(1, 1) \}. $$

Thus,

$$ J_{t+1}(1) = \min \{ J_t(1), 1 + (1 - P(1)) J_t(1) \} $$

$$ = \min \{ 1 + (1 - P(1)) J_{t-1}(1), 1 + (1 - P(1)) J_t(1) \} \quad (A.8) $$

$$ = 1 + (1 - P(1)) J_t(1), \quad (A.9) $$

where (A.8) and (A.9) follow from the induction hypothesis and Lemma 22 respectively. Thus the proof of (I) is complete.

Now, let's prove (II). First, (A.7) implies that (II) holds for $t = 1$. Next, similarly as above

$$ J_{t+1}(I) = \min \{ F_t(I, 0), F_t(I, 1) \} $$

$$ = \min \{ J_t(I), 1 + P(1) J_t(I - 1) + (1 - P(1)) J_t(I) \} \quad (A.10) $$

$$ = \min \{ 2I, 1 + P(1) 2(I - 1) + (1 - P(1)) 2I \} \quad (A.11) $$

$$ = \min \{ 2I, 2I + (1 - 2P(1)) \} $$

$$ = 2I \quad (A.12) $$
where (A.10), (A.11) and (A.12) follow from (A.1), the induction hypothesis and the hypothesis \( P(1) < \frac{1}{2} \) respectively. Thus \( \bar{f}_{N-t-1}(I) = 0 \) and since \( \bar{f}_{N-t-1}(x) \) is increasing in \( x \) we obtain that \( \bar{f}_{N-t-1}(x) = 0 \), for all \( x \). Therefore

\[
J_{t+1}(x) = \min\{F_t(x,0), F_t(x,1)\} \\
= F_t(x,0) \\
= J_t(x) \\
= J_0(x), \; \forall x \in X,
\]

and the proof of (II) is complete.

Finally, it follows from (I), (II) and (c) that \( \bar{f}_t(x) \), \( t = 0, 1, \ldots, N - 1 \), are given by

\[
\bar{f}_t(x) = \begin{cases} 
0 & \text{if } x < 1 \\
1 & \text{if } x \geq 1
\end{cases}
\]

if \( P(1) > \frac{1}{2} \);

\[
\bar{f}_t(x) = 0, \; \forall x
\]

if \( P(1) < \frac{1}{2} \); and if \( P(1) = \frac{1}{2} \) then there are \( I + 1 \) threshold optimal policies:

\[
\bar{f}_t^y(x) = \begin{cases} 
0 & \text{if } x \leq y \\
1 & \text{if } x > y,
\end{cases}
\]

\( y = 0, 1, \ldots I \).
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