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ABSTRACT 

This dissertation studies the asymptotic behavior for the integrated density of 

states function for operators associated with the propagation of classical waves in a 

high-contrast, periodic, two-component medium. Consider a domain ri!+ contained in 

the hypercube [0, 27r)"'. We define a function Xt which takes the value 1 in and 

the value r in [0, 27r)"' \ Q+. We extend this setup periodically to R" and define the 

operator = — Vxi-V. As r —»• oo, it is known that the spectrum of Lr exhibits a 

band-gap structure and that the spectral density accumulates at the upper endpoints 

of the bands. We estabUsh the existence and some important properties of a rescaled 

integrated density of states function in the large couphng limit which describes the 

non-trivial asymptotic behavior of this spectral accumulation. 
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1. INTRODUCTION AND BACKGROUND 

1.1. Physical Motivations 

Quantum theory tells us that an electron in a solid material is confined to take 

on certain prescribed energy values. These values make up the energy spectrum of 

the electron and an enormous amount of insight into the behavior of matter can 

be obtained by examining the different spectra which arise. Solid materials have 

an underlying crystalline structure which introduces a certain periodicity into the 

equation governing the behavior of the electron, i.e., Schrodinger's equation (see [2, 

4]). The result is the so-called band-gap structure in the energy spectrum of the 

electron. Basically, allowed values of energy for the electron lie in energy bands 

separated by gaps, i.e., regions of forbidden energy for the electron. 

This band-gap structure for the electron model gives rise to the incredibly suc­

cessful theory of semiconductors, which has led many physicists and mathematicians 

to explore other situations with the hopes of finding analogous behavior and appli­

cations. In the foregoing situation, the Schrodinger operator was an example of a 

second-order differential operator and one can wonder about the effects of periodicity 

upon the spectrum of other second-order differential operators, e.g., those occurring in 

classical electrodynamics or acoustics. Although these operators are different in some 

fundamental ways, the presence of periodicity makes possible the existence of band-

gap structures (via Bloch-Floquet Theory). If one can show that gaps exist, then one 

would also like to understand the structure of the spectrum within the bands. This 

is done using the integrated density of states function. This function can be thought 

of as measuring the local concentration of the spectrum. In other words, if there are 

a lot of possible electron states with energy values localized about a certain energy 

value, then the way we would see this concentration is via this integrated density of 
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states function. 

The structure of the dissertation is as follows. The remainder of this chapter will 

be devoted to an introduction of the problem and bring us up to the state of the art. 

Chapter 2 will contain the computations and reformulations necessary for the proof 

of the main theorem, which is the focus of Chapter 3. Chapter 4 contains further 

properties of the integrated density of states function and an examination of some of 

its asymptotic behavior. 

1.2. Divergence-type operators in periodic media 

In this section, we will cast the particular problem for study in a more precise 

mathematical form. We will articulate the assumptions to be used throughout the 

remainder and discuss the relevant results leading up to and including the main results 

of this dissertation. 

Consider the periodic lattice L = 27rZ" contained in R". Let Q denote our fun­

damental cell (0, 27r]". Consider a connected domain Q+ which is properly contained 

in Q and has a smooth boundary F. We will also assume that is such that 

— Q\Q^ is connected. Now let O = {Q+ -|- 2ivm : m e Z"}. This set is clearly 

periodic with respect to the lattice L by construction and will play a crucial role in 

our work. Figure 1.1 presents the idea of the situation in two dimensions. Let r > 0. 

We consider the quadratic form 

Qr{u) = / (1.1) 
ilR" 

where 

= { '• ofterwiS • ('-2) 

and where the form domain is the Sobolev space For every r, the correspond­

ing quadratic form defines a unique self-adjoint operator in L^(R") [11] which we 
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FIGURE 1.1. The Lattice L and Fundamental Cell Q 

0 0 0 

0 0 0 

0 0 0 

can write formally in divergence form as 

Lr = -VXr(a;)V. (1.3) 

When T is very large, there is a large difference in the refractive index between 

and R" \ il. In some sense, it is "easier" for waves to propagate inside Q, than 

outside n. In the large coupling limit, i.e., as r goes to infinity, it is expected that 

there is a connection between the spectrum of Lr and the spectrum of the Dirichlet 

Laplacian in fi. Since O is made up of countably many copies of r2-|_, the spectrum 

of the Dirichlet Laplacian in is a pure point spectrum, i.e., 

0  <  Ai  <  A2 <  A3 <  . . . ,  

where these values are the eigenvalues of the Dirichlet Laplacian in Q+. For Q, 

however, the multiplicity of each of these eigenvalues is infinite. To set notation, let 

^l)j be the normahzed eigenfunction corresponding to Xj for the Dirichlet Laplacian in 

U+. Following [10, 9], we will now make two assumptions. 

Genericity Assumption 1. The spectrum of the Dirichlet Laplacian in is simple, 

i .e. ,  

0  <  Ai  <  A2 <  A3 <  . . . .  
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Genericity Assumption 2. For each j ,  

/ ipj{x)dx  ̂  0, 
Jn+ 

i .e. ,  no eigenfunction of the Dirichlet Laplacian in averages to 0. 

The genericity of the first condition is confirmed in [1,15]. A proof of the genericty 

of the second condition can be found in the appendix to [9]. We should note that 

while these conditions are generically true, some of the following results will work 

in a broader context. To be more specific, we can consider the case when we are 

looking at a single eigenvalue Xj of the Dirichlet Laplacian in ^2+ which is simple 

and for which ipj{x)dx ^ 0. For instance, the first eigenvalue, Ai, always fulfills 

these criteria. As such, the following results that deal with specific eigenvalues of the 

Dirichlet Laplacian will yield information even if the genericity assumptions given 

above are not satisfied for all  j .  

For the remainder of this paper, we will assume that F = is smooth, though 

this level of regularity for the boundary is not needed for the following theorem of 

Hemp el and Lienau. 

Theorem 1. [10] Under genericty assumptions 1 and 2 as given above, there exists 

a sequence Uk that interlaces with Xk, 

0 = < Ax < 2^2 < A3 < Z/3 < . . . , 

such that for every K > 0 and for sufficiently large values of T  the spectrum of Lr in 

(—00,  K) is: 

1. purely absolutely continuous, 

2. consists of a finite number of non-overlapping bands 
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3. converges to 

(—00, K) n 

as  r  ̂  00.  

The techniques employed in the proof of this result in [10] involve the convergence 

of quadratic forms. In [9], Friedlander employs a different technique resulting in the 

smoothness requirement on F but also providing a different viewpoint from which to 

examine the character of the spectrum of Lr- If we let mr{{—oo,\)) — mr{X) be 

the integrated density of states for Lr, cf. Section 2.2, then the following theorem 

provides us with a more detailed understanding of the behavior of the spectrum for 

large r. 

Theorem 2. [9] Under the generieity assumptions 1 and 2 as given above, for any 

7 such that 0 < 7  < 1 and for any positive constant C, 

In a very precise way, this theorem is saying that the spectrum of Lr accumulates 

near Xj for large r. The result is the formation in the large coupling limit of a quasi-

gap between consecutive Dirichlet eigenvalues. This quasi-gap has two sections with 

distinctly different characteristics. One of the constituents is the gap coming from 

Theorem 1. We will call this piece the true gap of the quasi-gap and it consists 

roughly of the interval between Aj_i and uj, where we have used the word "roughly" 

to indicate that there may be some spectrum in a neighborhood of uj for any finite 

value of r. The other piece of the quasi-gap will be called the spectral band and 

consists roughly of the interval between vj and Xj, where the word "roughly" is again 

used to indicate that these endpoints may not be precise. The basic ideas discussed 

above are contained in Figure 1.2. 

The true gap contains no spectrum whatsoever, modulo the caveat about the upper 

endpoint being somewhat "fuzzy". The spectral band contains spectral points for all 

m r { X j  —  C T  '•') = j — 1 4- 0 { T  r —^ 00. (1.4) 
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FIGURE 1.2. The Density of States Function in the Quasi-Gaps 

X v = 0 
1 3 

T  and is the focus of this dissertation. Theorem 2 tells us that the spectrum inside the 

band accumulates at Xj, where we rely on the integrated density of states function 

for our spectral information. This dissertation studies the asymptotic behavior of the 

density of states function in the large coupling limit. The main result is as follows. 

Theorem 3. Under the genericity assumptions 1 and 2 as given above and for all  

X > 0, 

f j ix) := lim rriT (A,- ) (1.5) 
T—»00 \ tJ 

exists.  

The proof of this theorem will provide us with the means for establishing some of 

the properties of the fj{x), as well as the asymptotic behavior of these functions as 

X —> oo. 
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2. BLOCH-FLOQUET THEORY AND DIRICHLET-TO-NEUMANN OPERATORS 

The proof of Theorem 3 and the resulting properties of the f j { x )  require a certain 

amount of machinery. This chapter will consist of the definitions, techniques and 

lemmas needed for these proofs. It should be noted that all of these facts can be found 

in the references, e.g., [9, 5, 6, 12, 14]. They are included here for the convenience 

of the reader, though some proofs will be relegated to the more thorough treatments 

given in the references. 

The structure of this chapter is as follows. The first section will describe Bloch-

Floquet theory as it applies to the problem at hand. The second section will give 

an introduction to the integrated density of states function. The third and fourth 

sections will be the introduction of the Dirichlet-to-Neumann (DtN) operators and a 

discussion of how these operators can be used, along with Bloch-Floquet theory, to 

recast the original problem in a new light. The result will be an operator denoted by 

N{T,X,k), whose examination will be the final section of Chapter 2. 

2.1. The Bloch-Floquet Decomposition 

Mathematicians and physicists often use symmetry to reduce a problem's diffi­

culty or to formulate an ansatz for the structure of a solution. In the case of a 

periodic differential operator on R", this approach allows one to use the periodicity 

to transform the original operator into a family of operators, the properties of which 

are well-understood. The first use of this symmetry for solving differential equations 

is credited to the mathematician G. Floquet in [7]. Without knowledge of Floquet's 

work, F. Bloch developed the theory 45 years later to study the behavior of electrons 

in a crystal [3]. As a result, the theory bears either name depending on the inclination 
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of the user. To avoid having to make the choice, we will refer to it as Bloch-Floquet 

theory, where we have used alphabetical ordering. The references consulted most for 

the following section were [5, 14, 12], Detailed treatments of Bloch-Floquet theory 

can be found in any of these, though Reed and Simon [14] consider only Schrodinger 

operators. The structure of what follows is taken from the article by Figotin and 

Kuchment [5] and is presented here only for reasons of self-containment. 

Recall that we are considering the lattice L  = 27rZ" contained in R", to which 

there are associated transformations of E" which preserve this lattice, i.e., shifts by 

elements of 27rZ". These transformations naturally induce actions on which 

we can write down explicitly as 

where / G and g  E  27rZ". These transformations form a commutative group 

Q = 27rZ". The invariance of the Lebesgue measure on R" implies that each Tg maps 

L^(]R") isometrically into L^(R"'). In addition, since the norm for the first Sobolev 

space on R" satisfies 

each Tg maps ?i^(R") isometrically into 7Y^(R"'). Recall that the domain of the 

original quadratic form see(l.l), is 7i^(R"). For f,hE 7i^(R"), 

=  f { x  +  g ) ,  (2.1) 

= \\m\\i  + \\^nx)\\% 

=  i i / i f c i ,  (2.2) 

/  X T { x - g ) \ / f { x ) - S / h { x ) d x  

7RI 
lAf,h), (2.3) 
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where we have made use of the fact that Xt is 27r-periodic in x. The preceding 

computation shows that g,-, and thus is invariant with respect to the action of 

the group Q. As a result, Lr can be decomposed in the following way according to 

standard arguments that can be found in [12, 5]. Let K := [—1/2,1/2)". We define 

a family of quadratic forms depending on A; G if by 

= / Xr{x)\'^u\^dx, (2.4) 
J Q  

where u G H^iQ) and satisfies the quasi-periodic boundary conditions, i.e., for all 

j = 1,..., n and m G Z", 

+ 27rm) = 

+ (2.5) 

Each Qr^k determines a unique self-adjoint operator which we call Lr{k). Then we 

have 

Lr 
n-j j L r { k ) d k ,  (2.6) 

JK 

where we are to understand this as a direct fiber decomposition (see [14]). The 

elements of K are usually referred to as quasimomenta. For each k, the operator 

Lr{k) is elliptic and has a discrete spectrum of eigenvalues of finite multiplicity which 

we can write as an increasing sequence. Let's denote these eigenvalues, which depend 

upon T and k, by 

H i { T , k )  <  f i 2 { ' r , k )  <  i i z { T , k )  <  H 4 : { r , k )  <  . . . .  

As a result of the decomposition (2.6), the spectrum of has the very special form 

c x { L r ) =  [ J  a { L r { k ) ) .  

'=e[-|'5)" 

(2.7) 
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A thorough understanding of the spectrum of can be gotten by examining the 

spectra of the Lr{k), which effectively transforms a problem on all of R" to a family 

of spectral problems in a hypercube. 

The spectral problem for the Lr{k) can be characterized in a different (and useful) 

way. The equivalent problem is to find a function u on Q that satisfies 

r Aii + A« = 0, a: G . 
\  TAU + XU=-o, xe ^ '  

along with the quasi-periodic boundary conditions (2.5) and the transmission bound­

ary conditions 

where u±{x) are the limiting values of u{x) from Q± and n± is the normal vector on 

r pointing out of fl±. The first transmission condition is simply continuity across 

the boundary, which is required of any function in To see how the second 

transmission conditions arise, we need only apply integration-by-parts to the qr,k, i-e.. 

where u is the outward-pointing normal vector on dQ. Since / and g are in the 

domain of qr^ki they satisfy the quasi-periodic boundary conditions (2.5). This fact 

implies that 

u+{x) = u^{x),  ^^(x)-hr^^(a;) = 0, x: G T, (2,9) 

iAf)gdx 

(2.10) 

(2.11) 



19 

This leaves us with the Laplacian on r2± and two integrals over F. In order to be 

left with the desired operator on Q, we require the two boundary integrals to sum to 

zero, i.e., 

It is now easy to see that this final equation defines the transmission conditions 

described above. 

2.2. The Integrated Density of States Function 

As mentioned in the introduction, the standard way to study the spectrum of an 

operator such as Lr is with the integrated density of states function. One can gain 

insight into the information provided by this function by thinking of it as the limit of 

a normahzed counting function. This idea is presented nicely in [14]. We will follow 

the treatment given therein, as well as the more physically-oriented treatment in [2]. 

Let us begin by considering a finite subdomain of R". For convenience, we will take 

this subdomain to be of a special form. Recall that Q = (0, 2n]^ is the fundamental 

cell for our lattice. The subdomain Qd is a conglomerate cube of fundamental cells 

which measures 27rd on each side. In other words, we build up a cube with volume 

(2716?)" using d" copies of the fundamental cell Q. We will now denote by the 

restriction of the operator Lr to Qd with the so-called Born-von Karman boundary 

conditions. These boundary conditions arise from the identification of opposing sides 

of Q^, which results in the formation of an n-dimensional torus. This identification 

i s  e q u i v a l e n t  t o  i m p o s i n g  t h e  f o l l o w i n g  p e r i o d i c i t y  o n  a  f u n c t i o n  i p { x ) ,  

Since Lf is a self-adjoint, second-order, elHptic operator on a finite domain, it follows 

that it has a discrete spectrum tending to infinity, which we can denote by 

(2.12) 

t p { x  +  2 T T d m )  =  i p { x ) ,  where m  e Z". (2.13) 

0  <  A f  <  <  . . .  (2.14) 
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It therefore makes sense to consider a normahzed counting function 

mr,d{\) = . (2.15) 

This quantity measures the number of eigenvalues per unit volume, and hence it is 

referred to as the integrated density of states function. The obvious problem with 

the above function is that it does not take the entire lattice into account. To remedy 

this situation, we can take d to be larger and larger, thereby accounting for more and 

more of the lattice. So we consider 

mr{X) = lim mr,d{X). (2-16) 
d—»oo ' 

It is well-known that this limit exists for operators of the sort with which we are 

deahng. So the function mr{X) is well-defined. This function is the integrated density 

of states function for the original spectral problem, though its current form is less 

explicit than we would like. To remedy this, we can use Bloch-Floquet theory to 

rewrite each rrir^iX) in a new form, leading us to a more convenient characterization 

of mr{X)-

It can be shown (see [14, 2]) that any function •0 satisfying the Born-von Karman 

boundary conditions (2.13) can be expressed as 

= '^Ckipkix), (2.17) 
k 

where k  is of the form 

A: = (1^,..., 1^) , where Cj e Z,-d < Oj < d - 1, (2.18) 

and each ipkix) satisfies 

'0fc(a;-1-27rm) = where m € Z". (2.19) 

Taking into account the restriction on /c, it is clear that the ijjk satisfy the Born-von 

Karman boundary conditions on Qd- This restriction on k comes from the finiteness 
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of the domain Qd and the Born-von Karman boundary conditions (see [2]). Due to 

this decomposition, we need to analyze the action of the operator Lf on each i/jk-

Recall that Lr{k) is an operator fiber in the direct integral decomposition of Lr, cf. 

(2.6). It follows that L^ipk is equivalent to letting Lr{k) act on ipk and then extending 

the result to Qd using the quasi-periodic boundary conditions (2.5). Since the space 

of functions in Q which satisfy the quasi-periodic boundary conditions for a particular 

value of k is invariant under the action of Lr{k), we have that 

L/T-ip = CfeZ/T-(fc)'!/'/j = ^ ^ (2.20) 
k k 

where the ( p k  also satisfy (2.19). As a result, if L r i j j  =  \ j i > ,  then 

Lr'4^ ^  ^ (fc) '0fc \ j  ̂  ̂  (2.21) 
k k 

implies that L r { k ) i p k  = ^j 'Pk for some k  satisfying (2.18). For each such k ,  we will 

have a different eigenfunction and the corresponding eigenvalue will be an eigenvalue 

of Lr{k). As before, we denote these eigenvalues by fj,j{T,k). Therefore, 

#  { j  : A,. < A} = # { j ,  k  : /i,(T, A:) < A} , (2.22) 

where we keep in mind that k must be of the form (2.18), i.e., it depends explicitly 

on the value of d. The right-hand side of the above equality can be rewritten as 

OO 

#  0', k  :  ^j(r, k ) < X }  =  EE Xc{j , X ){k),  (2.23) 
j=l k 

where Xc(j,x) is the indicator function for the set C(j,  X) = {k : k) < \}.  So we 

can express the integrated density of states mr,d{\) as 

™,..{A) = E (2.24) 

We can make use of (2.18) to calculate that the volume of A:-space per allowed value 

of k is 

Ak = 1 (2.25) 
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As a result, we have that 

CX) 

mr,d{ X )  = J]^xc(j,A)(A:)Afc. (2.26) 
j=l k 

If we take the hmit as d —>• oo, then this sum can be interpreted as a Riemann sum, 

i.e., 

oo oo 

mZxc(i,A)(/i;)A/c = Y, 
rf—^00 ^ ^ ' j—1 k j=l 

For the details concerning convergence issues, see [14], Another way to write that 

particular integral is 

X c { j , \ ) { k ) d k  = meas  { k  E K : k )  <  A} (2.28) 

Hence, according to (2.16), the integrated density of states function for the operator 

Lr is given by 

OO 

mr{X) = meas {k G K : iJ,j{T,k) < A}. (2.29) 
j=i 

When we look at mr{\) as a function of A, it provides us with an idea of where "most" 

of the spectrum lies. More precisely, m,-(A) measures the mass of the spectrum of Lr 

below A. Formula (4.1) of [9] tells us that for large enough r and Aj_i < A < \j, we 

can rewrite the integrated density of states as 

mr{X) = j — 1 + vol {k £ K : k) < X} .  (2.30) 

Basically, if Aj_i < A < Aj, we can find a large r so that for p < j, the p*'^ summand 

in (2.29) is 1, and for p > j, the measure of the corresponding set in (2.29) is 0. This 

leaves the case when p = j, which corresponds to the last term in (2.30). The proof 

of Theorem 2 in [9] boils down to estimating this volume. 

L X c { j , \ ) { k ) d k .  (2.27) 

L 
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2.3. The Dirichlet-to-Neumann Operators 

The technique employed here to study mT{\) in more detail involves Dirichlet-to-

Neumann operators. This setup will follow that given by Friedlander in [9]. Recall 

that Let n± denote the outward-pointing normal vectors on V as defined 

in the previous section. Let be a smooth function defined on F. We will define two 

different DtN operators. For the first one, let F+(A) be the Poisson operator which 

assigns to (f) the function where 

Let denote the operator which takes the normal derivative on F with respect to 

n+, i.e., = d/dn+. Then our first DtN operator is 

This operator is not well-defined if the Poisson operator is multi-valued, i.e., if A 

belongs to the spectrum of the Dirichlet Laplacian in 1)+. To see this, suppose that 

there exists a nonzero u such that Au -|- Au = 0 on and tx = 0 on F. Now suppose 

that = P+(A)0. Clearly, the function u + v+ will also be a solution to (2.31), 

but the normal derivatives of and u + v+ will not be the same unless j+u — 0. 

Since this would imply that u is also a Neumann eigenfunction, it cannot happen. So 

N+{X) is defined only for A not in the Dirichlet spectrum of the Laplacian in ri+. 

Now let P_(A, k) be the Poisson operator which assigns to (j)  the function where 

( Af_ -h Xv^ =0, X E 
< v^{x) = a; G F (2.33) 
[ V- satisfies (2.5). 

Let j- denote the operator which takes the normal derivative on F with respect to 

n_, i.e., = d/dri-. Our second DtN operator is 

(2.31) 

N^{X)ct> = uP^{X)ci>=-^^. (2.32) 

N_{X,k)<i) = j_P_{\k)(t>=^_. (2.34) 
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This operator is well-defined so long as A is not in the spectrum of the Laplacian in 

with Dirichlet boundary conditions on F and the quasi-periodic boundary conditions 

on dQ. Let us take a moment to handle this issue. For each fc, the smallest eigenvalue 

a{k) of the Laplacian in with Dirichlet boundary conditions on F and the quasi-

periodic boundary conditions on dQ corresponding to k is positive. This follows from 

the fact that constants cannot satisfy the boundary conditions. If we think of k as 

lying on a torus, it is easy to see that a(k) is a continuous function on a compact set. 

It therefore has a uniform, positive lower bound. As long as A is less than this lower 

bound, N-{X,k) will be well-defined. 

The properties of these DtN operators are of great importance in what follows, 

so let us spend some time talking about them. Again, the following is covered in 

[9] and is included here for the convenience of the reader. First of all, A^+(A) and 

A^_(A, k) are elliptic pseudodifferential operators of order 1. Their principal symbols 

are the same and equal to |^'|, where is a point in the cotangent bundle on 

F. One of the key facts about these operators is their differentiability with respect to 

A. By this, it is meant that the difference quotient has a limit in the operator norm 

t o p o l o g y .  T o  s e e  t h i s ,  w e  w i l l  d o  t h e  c o m p u t a t i o n s  f o r  T h e  o p e r a t o r  N _ { X ,  k )  

can be handled almost in exactly the same way. Using the definition of we can 

write the difference quotient as 

where R+{X) = (A -H A) ^ is the resolvent for the Laplacian on 0+ with Dirichlet 

^i+(F+(,/)-P+(A)) 
FJJ — A 

-^7;+ - \)RMP+W) 
fl — A 

-UR+{fj,)P+{X), (2.35) 
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boundary conditions on F and we have made use of the fact that 

(A  +  ̂ ) (P+(m)-P+(A) )  =  -{A +  M)P+(A)  

=  - (m -  A)P+{A)  -  (A +  A)P+(A)  

= -(^-A)P+(A). (2.36) 

If we denote the Umit of the derivative of N+ with respect to A by iV+(A), it follows 

that 

N+{X) = -uR+{\)P+{X) (2.37) 

If we take 0 7^ 0, then 

(JV+(A),#.,0) = - f(j+fl+(A)P+(A)^)0<iS 

=  -  f  ( A  +  A ) ( i ? + ( A ) P + ( A ) ^ . ) f V W r f S  

^n+ 

= -  /" \P+{\)(t) f  dS < 0. (2.38) 
J 

So N+{X) is a negative operator. None of the above computations depend in a crucial 

way on our choice of A' '+(A) over iV_(A, k) and one can easily calculate that  iV_(A, k) = 

—j_i?_(A)P_(A) is also a negative operator. 

Also important for our cause is the dependence of iV_(A,A;) upon the quasimo-

menta variable k. In particular, we will be interested in the case when A = 0, i.e., 

A^_(0,A:). In its current form, the fc-dependence for this operator appears in the 

boundary conditions. As in [5, 9], we can use a simple transformation to alleviate 

this problem. Suppose that u{x) is a function on r2_ which satisfies the quasi-periodic 

boundary conditions (2.5). Define 

v{x) = (2.39) 

It is easy to see that this transformation takes u{x) to a function which satisfies 

periodic boundary conditions on dC. Therefore, we can think of v{x) as a function 
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on the n-dimensional torus, T", minus ri+. Since we will be dealing with Poisson 

operators, we will want to know what happens to a harmonic function. To that end, 

suppose that Au{x) — 0 for some u{x) on Q_. Then 

Au{x) = 

= (^—\k\ '^v{x) + Av{x)+ 2ik • 'Vv{x)) .  (2.40) 

Since this must be equal to 0, we get the partial differential equation for f(x), 

Av{x) + 2ik • Vv{x) — \k\ '^v{x) = 0 (2-41) 

Using the same trick, 

j_u{x) = j_ 

= (ik • n-(x)v{x) + j^v{x)) , (2.42) 

where n_(a:) is the normal vector to F at a; G F. We are now in a position to transform 

N_{0,k).  Let (j)  he a function on F.  Let u{x) = F_(0, A;)(/)(x) and v{x) = e~'^^^u{x).  

Using (2.42), it follows that 

N-{0,k)(p{x) = j-u{x) 

= e^'^^ik • n-{x)v{x) + j^v{x) 

= ik • n_{x)^{x) + e''=^j_P(A:)e-^'=^0(a;), (2.43) 

where P{k) is the Poisson operator associated to (2.41). It clearly follows that 

N^{0,k) = e^^^7V(A;)e-^'='' + zfc • n^x),  (2.44) 

where N{k) = j-P{k) is the DtN operator corresponding to (2.41). The last term 

in (2.44) is as nice a function of k as one could hope for. As a result, we are left to 
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examine the first term. The exponentials are analytic with respect to k,  so only the 

Poisson operator P{k) needs to be studied further. Consider the difference P{ki) — 

P{k2) for some complex ki and k2. Consider the operator 

L{k) = A + 2ik-V -  \k\ '^ 

along with Dirichlet boundary conditions on F. Then 

L { K 2 )  [ P { H )  -  P { K 2 ) )  =  L { K 2 ) P { H )  

= AP(fci) + 2ik2 • VP{ki) - \k2\'^P{ki) 

= {ki -  k2) (-2iVP{ki)  + (fci  + k2)P{ki))  

It follows that 

P(FCI) -  P{k2) = (fci -  k2)L{k2)- '  {-2iVP{ki)  + {h + A;2)F(/CI)) . (2.45) 

This formula gives us a couple of nice results. First, if we consider only real values of 

k, then (2.45) implies that N{k) has a derivative in k in the sense that the difference 

quotient 

Njki)  -  N{k2) 

H  -  K 2  

converges to the n-tuple of bounded operators 

DkN{k) = 2j_L{k)-^ (-zV + k) P{k) (2.46) 

in the norm operator topology as ki —>• k2. Coupled with (2.44), this imphes that 

N-{0,k) is differentiable with respect to k (in the same sense as N{k)). To find an 

expUcit formula for the derivative of A^_(0, k), we will have to do a little more work. 

Using (2.44), we can write 

D K N _ { 0 , K )  =  (^e'^^iV(A:)e-^'=^ + iA:'n_(x)) 

= Dk (^e^'=^iV(A:)e-'^^) +m_(rr) 

-ie '^ ' 'N(k)xe- '^ ' '  + in_{x).  (2.47) 
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We can use (2.46) to write 

(2j_L(A:)-^ (-zV + A:) P(fc)) e-'^^ (2.48) 

Notice that e®'^®L(A;)~^e~''°® = L_(A:)"^ where L_{k) is the Dirichlet Laplacian on 

with quasi-periodic boundary conditions, and = P_(0,A;). In addition, 

^ikx Q-ikx _ y Qq rewrite the above as 

e'^''DkN{k)e-'^'' = (2i_e-''=^L_(A:)-^ VF_(0, A:)) 

= -ik-n4x)L_{k)-^VP-{0,k) 

- 2 I J _ L 4 K ) - ^ V P 4 0 , K )  

= -2ij_L_(A;)-iVP_(0,fc). (2.49) 

Bringing all of this back to bear on DhN-{0, k) ,  we get 

DkN_{0,k) = i{xN40,k)-N40,k)x) 

—2ij_L_{k)^^VP-{0, k)  +in-{x).  (2.50) 

This expression for the derivative of N-.{0,k) will prove very useful later on. In 

addition, it is not hard to see that the expression for DkN_{0, k) is a smooth operator-

valued function of k, which allows us to conclude that N^{0,k) is also a smooth 

operator-valued function of k.  

The equation (2.45) can be used again to gain even more insight into the depen­

dence of N^{Q,k) upon k. Consider the variable k as & complex parameter. The 

domain of the Poisson operator P{k) is independent of the parameter k. Let 0 be 

a function on F. Fix a complex ko and choose some index a such that 1 < o; < n. 

We will now vary only ka, which reduces the situation to that of a single complex 

variable. We can use (2.45) to conclude that 

lim ^ L(k,,)-' (-2iVP(k,,)<P+ (2ka,)P(kaM) , (2.51) 
k a  * k o ; Q  / Cq.  
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which shows that P{k)(j)  is analytic as a function of the single complex variable ka-

As a result, for any fee, P{k) is an analytic family of type A with respect to ka (see 

[11]). Using (2.44), we conclude that N-{0,k) is also an analytic family of type A 

with respect to any ka- This is a very strong condition which will provide us with 

some crucial proofs in the proceeding. 

2.4. Reformulating with the DtN Operators 

We have spent some time describing the Bloch-Floquet decomposition of Lr and 

introducing the DtN operators, but now we must make the connection between these 

two ideas. To do so, we follow Friedlander [9] in defining the following operator. Let 

N { T ,  A, k) = N + { \ )  + k).  (2.52) 

Here we have incorporated both of the DtN operators along with r into a single 

operator which will have a very important connection with Lr- To see this, recall the 

following observation made in [9]. 

Claim 1. A G a{Lr{k)) i f  and only i f  N{ T ,X,k) has a nontrivial  null  space.  

Suppose that A G a{Lr{k)),  i.e., there is a function u satisfying (2.5),(2.8), and 

(2.9). When we apply N{T, A, k) to the restriction of u to F, we get 

N ( T ,  A, k)u = { \ ) U  +  T N ^  (T"^A, k)u 

= j+P+(A)u + Tj_P_(r"^A, A;)u. (2.53) 

We see from (2.8) that P J ^{X )U  = u and k)u = u. It follows that 

N { T ,  X,k)u = j+u + T J - U  — 0,  (2-54) 

by (2.9) and so N { T ,  A, k) has a nontrivial null space. Conversely, suppose that 

N{T, A, k) has a nontrivial null space, i.e., there exists a function (/> on F such that 

N { r ,  A, k ) ( l )  =  N +{X ) ( I )  + T N 4 T -^X, k ) ^  = 0. (2.55) 
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We can define a function u on Q by setting u = P+{X)4> for a: G $1+ and u = 

P^{T~'^\,k)(j) for X e f2_. We need to show that u satisfies (2.5),(2.8), and (2.9). By 

virtue of P_(r~^A, k), u will satisfy the quasi-periodic boundary conditions (2.5) and 

the two equations in (2.8). If we write down (2.9), we get 

F ) Q I  F ) Q I  
^(a^)+T^(2:) = j+P+(A)M + rj_P_(r~^A,fc)u 

= N + { \ ) ( F )  +  T N 4 T - ^ X , K ) ^  

= 0, (2.56) 

by (2.54). So the claim is true. Consequently, we have a new way of looking at the 

spectral problem for Lr, i.e., examining the conditions surrounding a 0-eigenvalue of 

N{r,X,k).  

2.5. Preparing the DtN operators 

In this section, we will manipulate N { T ,  A, k) so as to make it more amenable for 

our purposes. To do this, we will consider N{T, A, k) as it is defined and estabhsh 

certain facts about the operators. Secondly, we will rescale N{r, A, k), which will put 

us into a position to capture the asymptotic behavior near Xj as r —> oo. 

2.5.1. Some General Facts About N { T ,  A, k) 

Recall that {Aj}^^ denotes the set of Dirichlet eigenvalues for the Laplacian in 

We can choose corresponding Dirichlet eigenfunctions ipj such that they span 

LP'{Q+). Prom now on, we will consider the case when A G (Aj_i,Aj). Let 0 be a 

smooth function on P. Since we want to be able to compute exphcitly with A''+(A), 

we will write down a particular Poisson operator. Let v satisfy Az^ = 0 on and 

/y|p = (f). In other words, u is the harmonic extension of (j) to Then our Poisson 

operator F+(A) is 

P+{X)(j){x) = uix) + w(x),  (2.57) 
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where 

M ^ )  =  X - A  -  (2-58) 
j ^ 

It is clear from this formula that P+(A)0 restricts to (j) on P. To see that AP^(X)(I) + 

AP+(A)0 = 0, we need only do a simple computation. 

—AP^{X)(j)  = —A{i'  + w) 

J  ^  

We can rewrite as 1 — So 

-AP+(A)0 = fl -
y \ 3  /  

=  ^  ^ J )  V' j+X 

= X{u + w) (2.60) 

where we have made use of the completeness of the Dirichlet eigenfunctions. It follows 

from the definition of A^+(A) (2.32) that we can write 

N + { X ) ( i ) { x )  =  N + { Q ) ( j ) { x )  -  X ^ Y ^ { v { x ) , i l ) k { x ) )  |^(^)- (2-61) 

For the given value of j ,  it is clear from this formula that the coefficient in front of 

the function blows up as A gets close to Xj. However, that is the only part of the 

formula which has a singularity at Xj. All of the other terms in (2.61) are regular at 

Ai-

Now we turn our attention to T N -{T ^^X ,  k) ,  which contains all of the r-dependence 

present in the operator N{T, X, k). We are interested in the large couphng limit, i.e., 
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r —> oo. As in [9], we will use the differentiabihty of N ^ { \ , k )  with respect to A to 

expand k) in a Taylor series about 0. We have the expansion 

N_{T-^X,k) = N40,k)+T-^XN_{0,k) + 0{T-^), roo, (2.62) 

uniformly i n  k  E  [—|, |)". Multiplying this expansion by r, we get 

T N ^ { T ' ' ^ X , k )  =  T N - . { 0 , k )  +  X N _ { 0 , k )  +  T O O .  (2.63) 

It follows that we can write 

N { T , X , k )  =  N + { X )  +  T N 4 0 , k )  +  X N 4 0 , k )  +  0 { T ' ^ ) ,  r ^ oo. (2.64) 

This is the form we will use in what follows. 

2.5.2. Rescaling N { T ,  A, k )  

Theorem 2 tells us that the spectrum of Lr is accumulating near Xj as r —> oo and 

that any rescaling which moves with speed less than toward Xj will not be able 

to capture any nontrivial asymptotic behavior. Fix a; > 0 and consider the rescaling 

N { T ,  X J  —  X T ~ ^ ,  k )  = N + { X J  —  X T ~ ^ )  + T N _ { 0 ,  k )  

+{Xj — xT~^)N{Q,k) + (2.65) 

as T goes to oo, where we have used (2.64). From equation (2.61), we know that 

N^{Xj — XT~^) when applied to a function cj) is given by 

It is clear from the above that only one term in the sum has order r. All other 

terms will be bounded in r. Hence, in the large r limit, it is enough to think of 

N+{Xj — XT~^) as a rank one operator given by (—r/x) {d4>j/dn+, •) di{jj/dn+. The 
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other term of order r in (2.65) is A^_(0, k ) .  These two terms will dominate the behavior 

of N{T, \J — XT~^, k) as T ^ oo. As a result, let 

-1 f dipj \ dipj 

and let B{x,  r, k )  = N{ r ,  Xj —  X T ~ ^ , k )  — A{x,  k ) .  Then we can rewrite 

N { T , X j  —  X T ~ ^ , k )  =  T A { x , k )  +  B { x , T , k ) ,  r —> oo, (2.68) 

where B{x , T , k )  is an operator which is uniformly bounded in r and k  [8, 9]. It 

is important to point out that A is independent of r. Recall that (0, k) is a 

holomorphic family of operators with respect to each ki for i = 1,... ,n, and so the 

s a m e  c a n  b e  s a i d  a b o u t  A { x ,  k )  s i n c e  t h e  r a n k  1  p e r t u r b a t i o n  i s  i n d e p e n d e n t  o f  k .  

Before we state the key existence theorem, it will be convenient to deal with the 

set of k such that the bottom of the spectrum of A{x, k) is 0. Define 

Z{x) = I k e  1 R" 
2 ' 2  

^ : A{x,k) has a nontrivial null-space| . (2.69) 

Clearly, the set Z = Z{x) includes the set of k where 0 is the bottom of the spectrum. 

We have the following lemma. 

Lemma 1. For x > 0, meas{Z) = 0. 

Proof: Let k E Z.  Then there exists a (f){k) ^  0 such that A(x, k)4>{k) = 0. If we 

expand this last equaUty using the definition of A{x, k), we get 

We can assume that k  0  since single points will not affect the measure of Z .  Then 

iV_(0, k) is invertible and we can rewrite (2.70) as 

i V _ ( 0 , t ) - #  =  — ( 2 . 7 1 )  
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Taking the inner product of both sides of (2.71) with d ' i p j /dn+ gives 

(2.72) 

So if A; G Z, then we have (2.72). Now suppose that k is such that (2.72) is satisfied. 

Let 

where we have used (2.72) to cancel the x.  As a result, k £ Z.  So if we ignore k = 0, 

we have another characterization of Z using (2.72), in which the only k dependence 

appears in the operator A''_(0, A;)"^ Recall that N^{0,k) is a holomorphic family of 

type A and that  A^-(0,  k) is  a  posit ive operator for A: ^  0. I t  follows that  N_{0, k)~^ 

is also a holomorphic family of type A for A; 7^ 0 (see [11]). This imphes that 

is a holomorphic function for A: 7^ 0 in a complex neighborhood of K. The zero set of 

F{k) restricted to K is  the set  Z. Since 0) has 0 as an eigenvalue and dijj j /dn+ 

is not orthogonal to constants, F{k) blows up as |A;| gets close to 0. This implies that 

F(k) cannot be identically zero for all k G K. Recall that the zero set of any nonzero 

analytic function of a single variable is countable and hence has 1-dimensional measure 

equal to 0. We proceed with induction on the dimension n. Suppose now that if we 

restrict an analytic function to a given (n — l)-dimensional hyperplane on which the 

function is not identically zero, then the (n — l)-dimensional measure of the zero set of 

this function is equal to 0. Observe that the analytic function F(A:i, 0,..., 0) can only 

have a countable number of zeros on the set (—1/2,0) U (0, —1/2], We can use this set 

to parameterize K as (—1/2, —1/2] x (—1/2, l/2]"~^. Except for a countable number 

of instances, the function F{k) will have a nonzero value on each (n — l)-dimensional 

(pik) := N_{0,k) 

A simple computation shows that 

(2.73) 
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hyperplane. The inductive hypothesis along with Fubini's theorem imply that the 

measure of Z is 0. Q.E.D. 
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3. PROOF OF THEOREM 3 

Lemma 1 allows us to forget about any k for which 0 is an eigenvalue of A{x, k) .  

In particular,  we can ignore those k for which the bottom of the spectrum of A{x, k)  

is 0. Now we are ready to prove Theorem 3. 

Proof of  Theorem 3: Recall formula (2.30) which was taken from [9] and gave us 

a nice expression for the integrated density of states function, i.e., 

mr(A) = j — 1 + vol {k E K : A;) < A} . 

Claim 1 allows us to connect the last term of the above expression with the DtN 

operators in the following way. Let E{T, XJ — XT~^) denote the set of all k E K such 

that there exists a non-zero function (J) for which {N{T, XJ — XT~^, k)(J), <J)) < 0. Then 

we can write the integrated density of states as 

M R { X J  — X R ~ ^ )  = j — 1 + V O I { E { T ,  X J  —  X T ~ ^ ) ) .  (3.1) 

It is clear from (3.1) that to establish the existence of (1.5) it will suffice to show that 

lim vol(B( T , X j  —  X T " ^ ) )  (3.2) 
T — ^ O O  

exists. To do this, we will provide the value of the limit and show that (3.2) is equal 

to it. Recall formula (2.68) which rewrites N(T, Xj — XT~\ k) using A and B. Define 

E'^' ix)  = {keK :3(f)  s.t. {A{x,  k)(p,  0) < 0} . 

A quick word of explanation should aid in the understanding of the choice of E°-' '{x).  

It is clear from the structure of N(T,Xj — XT~^,k) that A(x,k) will play the most 

important part in the large r hmit since it is of the highest order in r. Lemma 1 tells 

us that if we are concerned with volumes, it will be sufficient to concern ourselves 
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with the negativity of the order r part only. This is precisely what motivates the 

definition of We claim that 

lim vol (E { T ,  X J  — XT~^)) = vol { E "'^{x)).  (3.3) 
T—*00 

To see this, let k  e E^^{x).  By definition there exists (p such that 

{A{x,  k)4),  (p) < 0. 

Since B{x , T , k )  is bounded in r, it follows that there exists a T > 0 such that for 

T > T ,  

{ N { T ,  X J  — XT~^,k)4>, (F) = T {A{x,  k)(j) ,  ( P )  + {B{x, T ,  k)(j) ,  ( P )  < 0. 

This in turn implies that k G E { T ,  X J  —  X T ~ ^ )  for T  > T. So every point of E " - ^ { X )  

belongs to E{T,XJ — XT~^) as r —> OO. Conversely, suppose that k ^ E"'^{x). Then 

for all (p it must be true that 

{A{x,  k)4),  (p) > 0. 

Since we are really interested in volumes. Lemma 1 implies that we can ignore the 

equality and consider only the case when for all (p, 

{A{x,  k)p,  (p) > 0. 

Choose any (p.  Then {A{x,k)p,(f))  > e{k) for some positive value e which depends 

upon k. Since B is uniformly bounded in r and k, there exists a T > 0 such that for 

r > T ,  

{ N { T ,  X J  —  xr~ \  k)(f) ,  <p) = T  {A{x,  k)(p,  0) + (S(x, r, k)(p,  cp) > 0. 

So A: ^ E { T , X J  — X T ~ ^ )  for T  >  T .  In this way, we see that any k ^ E °'^{x) either 

belongs to a set with measure 0 or does not belong to E{T, XJ — XT~^) as r oo. Now 

let Xrik) denote the characteristic function on E{T, XJ — and Xas{x) denote the 

characteristic function on E^^{k). The above shows that Xr^k) converges pointwise 

to Xas{k) as r —)• oo. The Lebesgue Dominated Convergence Theorem implies (3.3). 

Q.E.D. 
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4. PROPERTIES AND ASYMPTOTICS OF THE f j{x) 

4.1. Some properties of the f j{x) 

Theorem 3 ensures the existence of 

f j(x) — hm niriXj - X T ~^) ,  (4 .1 )  
r—>00 

but the method of proof provides us with even more information. We can better our 

situation by combining (3.1) with (3.3) to write 

f ^ { x ) ^ j - l  +  v o l { E ' ' ' { x ) ) .  (4.2) 

We will use (4.2) to examine f j{x),  but first we need the following lemma. 

Lemma 2. There exist  M > 0 and m>0 such that 

Proof: Let r}{k) = Section 2.3, we showed that N-.{0,k) 

is dilferentiable, and hence continuous, as a function of k.  This implies that ri{k) is 

continuous as a function of k. Let p G T", where T" is the n-fold torus. The operator 

N-{0,p) is defined in the obvious fashion, i.e., with the quasi-periodic boundary 

conditions corresponding to p. Now define 

This is a function on a manifold and therefore local coordinates can be used to verify 

that it is continuous. We can make use of the continuity of N_(0, k) with respect to 

k again to conclude that ry is continuous in any local coordinate chart. As a result, 
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f j  is bounded above and below. Since r]{k) is continuous on K = [—1/2,1/2)" and 

when restricted to k E K \ (—1/2,.... — 1/2) is equal to fj, r]{k) must be bounded on 

K. So there exist m, M e R such that 

m < r]{k) < M, 

for all k e  K. Q.E.D. 

Note that if d'il)j/dn+ is constant, then m — Q. Otherwise, m will be strictly 

g r e a t e r  t h a n  0 .  N o w  w e  a r e  p r e p a r e d  t o  s t a t e  t h e  f i r s t  r e s u l t  a b o u t  f j { x ) .  

Lemma 3. There exists k j  > 0 such that for x  < H j ,  

f j i x )  = j -

Proof: First of all, let 

K J  =  

D I P J  
9n+ 

M 

where M is the maximum from Lemma 2. Suppose that x < K J .  Pick any k.  Then 

X  <  

D I P I  
dn+ 

M 
< 

D I P J  
9n+ 

(iV-(0,A:) 
d i p j  d i p j  

D N +  '  D N +  

(4.3) 

A Uttle algebraic manipulation leads us from (4.3) to 

D ^ J  
D N 4  

+ ( iV_(0,A:) ^-^-^ 
D I P J  D I P J  

<0, 
D N + ' D N - ^ .  _ 

which upon inspection is seen to be exactly the requirement for membership to that 

very ehte set  known as E°'^{x).  Since this was independent of the choice for k,  

E^'ix) = K. 
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So vol{E'^^{x)) = 1. Making use of (4.2), we immediately see that 

f j { x )  = j - l  +  l = j ,  

for X  <  K j .  Q.E.D. 

Lemma 3 implies that there is a gap in the spectrum from Xj — to A^. This 

gap can really only be seen in the rescaling that was done above, yet its presence 

seems interesting nonetheless. 

Lemma 4. The function f j{x) is  non-increasing when x > K J .  

Proof: It suffices to show that E°-^{x2) C E°' '^{xi)  when xi < X2. Let k S E°-^{x2).  

Then there exists (p such that {A{x2, (f) < 0. Expanding this, we have 

+ (4.4) 

Since — — < — —, it follows that 
X l  X 2  '  

( A ( x i , A ; ) < ^ , 0 )  = +  ( i V _ ( 0 ,  A : ) < / : ) , 0 )  <  0 .  ( 4 . 5 )  

S o  k  E  E ° - ^ { x i ) .  Q.E.D. 

Lemma 5. For any j ,  

lim f j { x )  = j - l .  
X—•00 

Proof: Lemma 4 combined with (4.2) imply that the limit as x goes to infinity 

exists and is greater than or equal to j — 1. Let's consider A[x, k) only, as it will be 

sufficient for our purposes. Let 5 > 0. For |A;| > 5, the operators N-{0,k) have a 
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uniform lower bound d = d{5) > 0, we have that 

{A{x,k)(j),(t)) = — + (A^-(0, A:)0,0) 
X \dn+ 

> 
-1 

X  
D ^ P J  
dn + 

-1 

X  
D I J J  

D N ^  
+ d j ||</)|| 

It is clear from (4.6) that {A{x,  k)(j) ,  (f))  > 0 when 

94>.I ^ 
dn+ 

X  >  

(4.6) 

d 

But if this is the case, then any k for which 1A;| > <5 cannot possibly be in E°'^{x).  

Since 5 is arbitrary, the characteristic function of E°'^{x), Xas{k), converges pointwise 

almost everywhere to 0 as a; ^ oo. It follows that 

lim f j { x )  = j — 1 + lim vol{E°'^{x)) = j — 1 (4.7) 

Q.E.D. 

4.2. Asymptotics for f j { x )  as x —>• oo 

The preceding results give a clearer picture of the density of states function in 

this setting at the upper end of the spectral band in the large coupling limit. Lemma 

5 begins the next step of examining the behavior of the fj{x) as x oo. A better 

understanding of this behavior will make up the remainder of this dissertation. 

Lemma 5 implies that 

vol{E"'^{x)) —> 0 as X  ^ oo. (4.8) 
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We would like to know more about the behavior of these volumes as a: —>• oo. Recall 

that one of the key players in the definition of the fj was the non-negative Dirichlet-

to-Neumann operator N-(0,k). For k such that \k\ > r] > 0, these operators are 

uniformly bounded from below. We can see how this fact is crucial when a; —> oo if 

we use (4.2) to write down the fj{x), i.e., 

f j { x )  = j -  l  +  v o l i E ^ ^ x ) ) ,  

where 

E ^ ' i x )  =  ! ^ k e K =  : 3 ^ s . t .  { A { x , k ) ( j ) , ( j ) )  <  0 ^ ,  (4.9) 

{A{x,k ) ^ , ( f ) )  = - - ( + (A^-(O,A:)(/),0). (4.10) 

and 

X \dn+ 

It is clear from (4.10) and the preceding discussion about N ^ { 0 , k )  that the quantity 

{ N - { 0 ,  k ) < p ,  ( j ) )  must  go  to  0  as  a ;  ^  oo in  order  for  any  par t icu lar  k  to  be  in  E " - ^ { x )  

for large a;. As a result, we expect the contributions to the volume of E"'^{x) for large 

X to come from small  k (in the norm sense).  The only value of k for which A^_(0, k) 

has 0 as an eigenvalue is /c = 0. In this case, the eigenspace is one-dimensional and 

consists of the constant functions. Recall that N_{0,k) depends smoothly on k. So 

for small k, we can expand N^{0, k) in a Taylor series about k = 0. We get 

N _ { 0 , k )  -  N _ { 0 , 0 )  +  Y , D a N - { 0 , 0 ) k ^  
a=l 

+ E D^,pN^{0,0)k^k^ + o{\k\^), (4.11) 
A < / 3  ^  ^  

where = d/dka and Da,i3 = DaDp. We are interested in the constant function 1, 

and so we write down 

(iV_(0, A;)l, 1) = (l - (I)a,/3iV-(0,0)1,1) k^kp + o{\k\^),  (4.12) 
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where we have made use of two facts. First, A''_ (0,0)1 = 0. Second, the vector 

DaN^{0,0)l hes in the subspace orthogonal to constants. A proof of this last fact 

can be found in [9], but we will include it here for the convenience of the reader. We 

will need to introduce the normahzed eigenfunction i{k) for A''_(0,A;), where 

iV_(0, k ) £ { k )  =  u j { k ) i { k ) ,  i { 0 )  =  1. (4.13) 

Recall that N - . { 0 , 0 )  has 0 as its lowest eigenvalue and that it has multiplicity equal 

to 1, i.e., it is simple. As a result, for |A:| sufficiently small, the eigenvalue u){k) will 

be simple and hence differentiable with respect to any ka. When we differentiate the 

above expression with respect to ka, we get 

L>„iV_(0, k ) e { k )  +  N 4 Q ,  k ) D J { k )  =  { D a ^ { k ) )  l { k )  +  u j { k ) D J { k ) .  (4.14) 

Since N _ { 0 , k )  is positive for k ^  0, the value fc = 0 is a minimum for u!{k) with 

respect to k. This implies that DaUj{0) = 0 for all a. Setting A; = 0 in (4.14), we 

conclude that 

£)«iV_(0,0)l = - N _ { 0 , 0 ) D J { 0 ) .  (4.15) 

And since the image of A''_(0,0) is orthogonal to constants, the same can be said 

about the vector Dq,A^_(0, 0)1. So {DaN-{0,k)l, 1) = 0 for each a. Let 

S { k )  =  { D a , / s N _ { 0 , 0 ) l ,  l ) k a k f s ,  (4.16) 
A<0 ^ ^ 

where this is nothing more than a homogeneous polynomial of order 2 in n variables. 

It is important to show that S{k) is a positive definite quadratic form. This can be 

done using formula (4.17) in [9], i.e., 

{Da,/3^-{0, 0)1,1) = 2 (A^_(0, 0)xa,Xi3) + 4(5a,/3|^+| + 2(5Q^^|f^_|, (4-17) 

where Xj is the coordinate function. We can rewrite S { k )  as 

Sik) = ELi ((^-(0' 0)x«,xj + 2|Q+| + |1^_|) k^kc. 

+2j^^^^{N^{O,O)xa,X0)kckp. (4.18) 
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The terms involving the volumes of ri± can be dropped since they are clearly positive. 

The result can be written as 
n 

^ (A^-(0, 0){kaXa), {kaXa)) + 2 J]] (^-(0, Q){KXa), {kpX/s)) . (4.19) 
o;=l oi<f) 

Noting that A''_(0,0) is self-adjoint and strictly positive when acting on functions 

other than constants, we can quickly conclude that (4.19) is a positive quantity since 

it is equal to 

^A/'_(0,0) 

As a result, S{k) > 0 and hence is a positive definite quadratic form. Let ^ = 

( 1 ^  a n d  d e f i n e  

S  =  { k e W :  S { k )  <  . (4.21) 

The fact that S(k) is positive definite ensures that vol{S) < oo. 

With all of this said, we are now in a position to state the asymptotics of f j{x) as 

X —> oo. 

Lemma 6. f j{x) ~ j — 1 + x~^vol{S) as x ^  oo. 

Proof: Due to the form of the f j{x) as given in (4.2), we are only interested in 

vol{E°'^{x)) as. X ^ oo. This quantity goes to 0 in the limit, so we can rescale. We 

will replace khy k = k^. We have 

voliE'^'ix)) = / XE'^^ix){k)dk, (4.22) 
J K  

where XE'"{x){k) is the characteristic function for the set E"'^{x).  With our rescaUng 

in mind, we compute that 

X ^ / ' ^ V O L { E ° ' ^ { X ) )  = / X ' ^ ^ ' ^ X E ' ' ' > ( X ) { K ) D K  
J K  

'  k '  
X E '^''(X ) I j dk. (4.23) 
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We can reinterpret the final expression on the right as defining the volume of the set 

E ^ ' I X )  =  I K E  <ol. (4.24) 

To see this, suppose that k e ^/xK is such that k/^/x = k E E°'^{x).  Then the 

definition of E°'^{x) implies that there exists a 0 such that {A{x^ k)(f)^ 0) < 0. Suppose 

we can show that 

vol{E"'^{x)) ~ vol(S) as x —> oo, (4-25) 

where S  is defined in (4.21). Then the lemma would follow from (4.2), (4.23) and 

(4.25). So we have only to show the validity of (4.25). 

Let k  E  S .  Then S { k )  <  For sufficiently large values of x ,  we can make use of 

(4.12) and (4.16) to expand 

as a; —> 00. Since 5 is a homogeneous polynomial of order 2, we know that 

S = IS(^. (4,27) 

As a result, there exists a sufficiently large X such that for x  > X, k E \ /xK and 

(^A 1, ij <0. This implies that k e E"'̂ {x) ss x oo. 

Suppose now that k  ^  S .  Then S { k )  >  Since S" is a polynomial and we are 

concerned with volumes, we can ignore the cases when S{k) = Consider 

( A  L = -i (̂ . ̂)% ('iV̂  ('o. (4,28) 
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We need to establish that the above will be greater than 0 for sufficiently large x no 

matter what ^ is. For this, we will begin by considering the case when (P = 1. We 

make use of (4.26) and the assumption that S{K) > to conclude that 

1 

X  

> 0, 

- ^  +  

X  

(4.29) 

as a; —> oo. Therefore the constant function results in 

{ A  ̂ x, K / ^ / ^  1,1) > 0 for X  >  X ,  where X  is some sufficiently large positive number. 

The next collection of (p that we will consider have the form (j) = 1 + 0n- Suppose 

that \\(l>n\\ < e, where the value of e > 0 will be determined in a moment. We have 

^ I J + 4>n)j — 

+2 (^A (x,  

+ {A{x ,^ )<PnAn) ,  (4 .30 )  

where we have made use of the fact that A  is self-adjoint. The second term on the 

right-hand side can be bounded below in the following way. By definition, 

1 ( dipj 
,1  

X \ an+  J  \an+ 

D I P J  
+ f iV _ f o , ^ j l , 0 j . (4 .31 )  

Using the Cauchy-Schwarz inequality, we know that 

dn. 

and 

+ 

^ .10 , -^  1 ,  

< 
D R I A  

\\4>rr (4.32) 

> - (4.33) 
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Since A''_(0,0)1 = 0 and N ^ { 0 , k )  is continuous with respect to k ,  there exists an 

M > 0 such that 

< M, (4.34) 

for all a: > X. Using these facts along with the assumption that ||(?!)n|| < e, we can 

bound (4.31) from below, i.e., 

A L± ] I , a>-'-(P^ 
\ y / x  /  a :  \ d n +  

,1 
D ^ J  
DRI-I 

In a similar way, we will deal with the third term, i.e.. 

1 / dtp 

e — Me. 

k 

(4,35) 

' + I A'- I 0, I 
X  

(4.36) 
X  \  

Since A'"_(0, k) is a nonnegative operator, we can forget about the last term in (4.36) 

as we are looking for lower bounds. For the first term in (4.36), we can again make 

use of the Cauchy-Schwarz inequality. The result is that 

2 

X  ^ni 4^71 1 ^ X  
9^3 
D U A  

(4.37) 

It follows from (4.35) and (4.37) that 

^ (2:, j (1 + 0n), (1 + 0n) j > [ A  L X , - ^ J  1,1 

1 f  d t p j  

x V dn 
,1 

+ 

d^i)j  
e -  M e  - -

di^j 
dn^ x 5n+ 

(4.38) 

The selection of the value of e should be such that it makes the right-hand side 

of the above expression greater than 0.  Such an e can be found since for x > X, 

1,1^ > 0. It follows that for x > X, the quantity 

•A (a;, ;^ ) (1 + 4>n), (1 + 0n) (4.39) 

will be positive for any (j)n which is orthogonal to constants and has norm less than e. 
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We will now consider functions 0 = 1 + where is orthogonal to constants 

and 11 (/'nil > e. We will again be considering the quantity-

Recall that N-{0,0) has a simple eigenvalue at 0 which corresponds to an eigenspace 

spanned by the constant function 1. Therefore, the variational characterization of the 

eigenvalues of A'^_(0,0) tells us that 

where C > 0 and (/>„ is any function which is orthogonal to constants. Let us note 

that C is independent of Continuity of this variational characterization implies 

that  for a  sufficiently large x,  

^ j (1 + (1 + j > C'\\(f>n\\\ (4.42) 

where C" > 0 is possibly different from C but is also independent of 4>n- This implies 

that 

where we have used the Cauchy-Schwarz inequality and our assumption that 110n 11 > 

e.  It is clear from this expression that there exists a sufficiently large value of x that 

will make this positive for any (/>„ which is orthogonal to constants and has norm 

greater than or equal to e. It should be noted that any function (j) which is not itself 

orthogonal to constants can be normalized in such a way so as to be written as 1 + ̂ „. 

As a result, any such (j) has been dealt with in the above arguments. 

(4.40) 

(iV_(O,O)(l + 0„),(l + <^„)) > (iV_(O,O)(/.„,0„) > C||</>nlP, (4.41) 
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The only functions 0 which are not handled with the above arguments are those 

such that (j) = (pn, i-G., (p is orthogonal to constants. For this, we note that 

which will be positive for a sufficiently large value of x.  To find a sufficiently large 

value of X that will work for any (P, we simply take the maximum of the three values 

determined by the three types of (p, i.e., cp = 1, cp = 1 + (pn, where (pn is orthogonal 

to constants and have norm greater than e, and cp = (pn- Therefore, we have dealt 

with all possible 0 in a uniform manner. It follows that lik^S then k ^ E"'^{x) as 

a: —> oo. So vol{S) ~ vol{E"'^{x) as x oo and the proof of the lemma is complete. 

(4.44) 

Q.E.D. 
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