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ABSTRACT 

Orbital datasets can be combined and manipulated to learn about the three-

dimensional structure of planetary surfaces, and the processes that have acted on 

them. 

The Mars Orbital Camera (MOC) is providing high-resolution images. These 

images allow qualitative inspection of features, and contain quantitative information 

about the shape of the surface. Using a photoclinometry technique derived from a 

lunar-Lambert photometric function, I am able to obtain estimates of the down-sun 

slope of each pixel in an image. This technique was calibrated against synthetic 

topography, compared to an area photoclinometry technique, and applied to the 

Viking and Pathfinder landing sites. It is a robust technique for obtaining the 

roughness and slope characteristics of large areas. It was applied to the potential 

landing sites for the Mars Exploration Rovers to evaluate site safety. The slopes 

from this point photoclinometry technique can be used to obtain a rough estimate 

of topography, which I used in a number of studies where topographic information 

was crucial. 

MOC images have shown that layering is pervasive on the martian surface. Mars 

Orbital Laser Altimeter (MOLA) data can be registered to MOC images to provide 

elevation constraints on layer outcrops. Such layers are observed in eastern Coprates 

Chasma both in the chasma rim and in a flat-topped massif. Observations indicate 

that the chasma stratigraphy consists of thin sequences of resistant layers and inter­

vening thicker sequences of relatively less resistant layers. More resistant units cap 

the massif against erosion and result in steeper slopes than the weaker units would 

otherwise allow. These resistant layers can be used as stratigraphic markers which 

have allowed me to measure the subsidence and tilting of the massif relative to the 

chasma wails, providing evidence for tectonic motion in this portion of the Valles 
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Marineris. These outcrops indicate that some of these layers may be analogus to 

terristrial flood basalts in both composition and extent. 

I have constrained the dip angle of finely layered sequences in Ganges and Hebes 

Mensae. These layers are either flat lying or dip shallowly, but do not dip steeply, 

which places some constraints on the origin of these mensae. 
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CHAPTER 1 

Introduction 

The surfaces of other worlds have always fascinated me. They represent lands where 

no person has yet walked (with one nearby exception). They are a distant and yet 

attainable goal, a frontier to explore and understand. Much of my work has involved 

using orbital remote sensing data in an attempt to gain an understanding of the 

surface of Mars at the scale of meters, a length scale comparable to the human 

scale. I always wondered what might it be like if you were able to stand on that 

world and explore, and how what you might find would fit into the overall context 

of what we know. 

In the past decade, robotic spacecraft have returned vast amounts of data from 

Mars, data of myriad varieties. These data contain individual key facts about that 

planet, and it has been my privilege to gather, understand, and interpret them in 

an attempt to gain a better understanding both of the current state of the surface 

of that planet, and some insight into how it got that way. 

I was involved with the site selection process for the Mars Exploration Rovers, 

and it was a direct result of this involvement that I developed the photoclinometry 

algorithm I describe in chapter 2. This technique is not the most precise shape-

from-shading algorithm, but it does have the advantage of being quick and robust. 

Therefore it can be applied to a large number of images in a short amount of time, 

ideal for the early stages of landing site selection. It ended up being useful to the 

work of the site selection committee for the Mars Exploration Rovers, and I look 

forward to participating in future site selection efforts. 

This algorithm for det ermining the slopes of individual pixels can be extended 

to find a rough topographic profile. I detail that work in chapter 3, and it has led 

to some fabulous collaborations. It has allowed me to get involved with a greater 

number of scientific investigations than I would have managed to accomplish on my 
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own. The kind of rough topographic profile that this technique produces has often 

been a key element in these investigations, and it has been exciting to provide meter-

scale slope and rough topographic data of Mars and Europa to these investigators. 

I have become very interested in the stratigraphic layering below the surface of 

Mars, and how the geologic history of that planet is laid out in that stack. In my 

desire to pursue a greater understanding of the stratigraphy of Mars, I have focused 

on the Valles Marineris canyon system where many layered sequences are exposed. 

1 used a combination of high-resolution visual imagery, thermal imagery, and ac­

curate topography from laser altimetry to study the layering in Coprates Chasma, 

as discussed in chapter 4. This study afforded an improved picture of the stratigra­

phy of this section of Valles Marineris. It shows the diversity of layering, and how 

tectonic forces acted after those layers had been emplaced. 

My success of measuring layers within the slopes of the Valles Marineris led me to 

investigate the finely layered sequences present in some interior mensae. In chapter 

5, I examine the details and implications of this very fine layering in the Ganges 

and Hebes Mensae, to the best abilities of the present data sets. 

All of this work together has been an excellent and enjoyable exploration of 

the surface of Mars and its geologic history. The process of carrying out these 

investigations has taught me a great deal, and has raised many new questions that 

I hope to pursue. 

The Shoulders of Giants 

In a 1675 letter to Robert Hooke, Isaac Newton wrote, "If I have seen further, it is 

by standing on the shoulders of giants." Some historians seem to believe that this 

statement was a veiled insult to Hooke"s height (he was short). However, it may 

have been a variation of a quote from John of Salisbury in 1159, which may itself 

be from an even older source. John of Salisbury wrote 
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We are like dwarfs sitting on the shoulders of giants. We see more, and 
things that are more distant, than they did, not because our sight is 
superior or because we are taller than they, but because they raise us 
up, and by their great stature add to ours. 

The essence of these quotations has always resonated with me. All of our ac­

complishments are made possible by those who have gone before us and found the 

answers and methods that our own work is based on. When I work, I am quite 

happy not to have had to invent calculus or come up with my own theories for how 

light interacts with a surface. 

In an individual sense, I have thanked those people in the Acknowledgments, 

and attributed the scientific works of others in the References for this Dissertation. 

However, there is a body of work that does not quite fit into either of those categories 

that I am as dependent on and grateful for as either of the others. 

That is the realm of computers and information systems, without them this 

dissertation would not have been possible. Prom the systems that operate and run 

the spacecraft whose data I have analyzed, right down to the systems on which I 

type out these words. Modern planetary science, indeed all modern technological 

pursuits, depend as much on computers and data systems as they do on fundamental 

physics. 

The FreeBSD operating system has been my operating system of choice for many 

years. Together with the KDE desktop environment and the VIM editor, these tools 

have been the computing framework for most of my graduate career. The I^TjrX 

documentation preparation system typeset the document that you are reading, and 

programs like The Gimp, GnuPlot, Xfig, OpenDX, the Generic Mapping Tools Soft­

ware (Wessel and Smith, 1991, 1998), and POV-Ray helped me produce the figures. 

The United States Geological Survey's Integrated Software for Imagers and Spec­

trometers (ISIS) was used to process and view much of the spacecraft data. When 

existing programs weren't up to producing the information or performing the analy­

sis that I needed, I wrote software myself in the Perl, Java, and C++ programming 

languages. 
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CHAPTER 2 

Meter-scale slopes of candidate MER landing sites from point 

photoclinometry 

2.1 Overview 

This chapter is based on the paper "Meter-scale slopes of candidate MER land­

ing sites from point photoclinometry", by Ross A. Beyer, Alfred S. McEwen, and 

Randolph L. Kirk, published in the Journal of Geophysical Research (Beyer et al., 

2003). Randolph Kirk aided with calibration of this technique, he provided the 

synthetic fractal topography and used his area photoclinometry technique (Kirk 

et al., 2003) to provide comparison values. Alfred McEwen aided with the image 

processing concepts for this technique, he help to resolve haze compensation, albedo 

variation, and slope azimuth issues. Both co-authors contributed to the overall style 

and presentation of the manuscript. 

Photoclinometry was used to analyze the small-scale roughness of areas that fall 

within the proposed Mars Exploration Rover (MER) 2003 landing eUipses. The 

landing ellipses presented in this study were those in Athabasca Valles, Elysium 

Planitia, Eos Chasma, Gusev Crater, Isidis Planitia, Melas Chasma, and Meridiani 

Planum. We were able to constrain surface slopes on length scales comparable to 

the image resolution (1.5 to 12 meters/pixel). The MER 2003 mission had vari­

ous engineering constraints that each candidate landing ellipse must satisfy. These 

constraints indicate that the statistical value of the slopes at 5 m baselines are an 

important criterion. We used our technique to constrain maximum surface slopes 

across large swaths of each image, and built up slope statistics for the images in 

each landing ellipse. We are confident that all MER 2003 landing site ellipses in 

this study, with the exception of the Melas Chasma ellipse, are within the small-

scale roughness constraints. Our results have provided input into the landing haz­
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ard assessment process. In addition to evaluating the safety of the landing sites, 

our mapping of small-scale roughnesses can also be used to better define and map 

morphologic units. The morphology of a surface is characterized by the slope dis­

tribution and magnitude of slopes. In looking at how slopes are distributed, we can 

better define landforms and determine the boundaries of morphologic units. 

2.2 Introduction 

The Mars Exploration Rover (MER) mission (Crisp et al., 2003) sent two rovers to 

the surface of Mars in early 2004. In order to reduce the risks of damage during 

landing, the MER project determined a set of engineering constraints (Golombek 

et al., 2003) that potential landing ellipses must satisfy. Among these constraints 

are those which indicate that the percentage of slopes greater than 15 degrees should 

be minimized. The MER 2003 project had a short list of seven landing ellipses that 

they had identified for further study, and two of those sites were selected as landing 

sites for the MER rovers: the Gusev Crater site and the Meridiani Planum site. 

The engineering constraints identify slopes on two length scales that are relevant 

to the mission (Golombek et al., 2003). On length scales of hundreds of meters, 

a shallow slope would cause increased rolling velocity once the air-bag-enveloped 

lander touches down and would cause increased bouncing across the surface. Steeper 

slopes may also contribute to fooling the landing altimeter, causing either early or 

late rocket firing, dubbed the "mesa" failure scenario. On length scales of several 

meters, the size of the spacecraft, steep slopes may affect rover deployment and 

mobility, but also may cause added or increased bouncing. 

The Mars Orbital Laser Altimeter (MOLA) (Smith et al, 2001) data are ideal 

for determining slopes on length scales greater than the instrument's shot-to-shot 

distance, which is about 300 m along track and ~ 1 km between tracks at the 

equator, and have been used to constrain landing site selection (Haldemann and 

Anderson, 2002; Golombek et al, 2003). Each MOLA shot also contains information 

about the roughness within the instrument's footprint via the measured width of 
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the returned pulse. However, this roughness information has a length scale of about 

75 m (Neumann et al, 2003; Garvin et ah, 1999). 

The best dataset available to evaluate surface slopes on the scale of meters is 

that of the Mars Orbital Camera (MOC) (Malin and Edgett, 2001). We use a point 

photoclinometry technique to analyze calibrated narrow angle MOC images, compli­

menting and extending the area photochnometry and stereogrammetry work by Kirk 

et al. (2003). Our point photoclinometry method allows us to obtain many slope 

measurements on all available MOC images and to build up statistics for the images 

that are in a given landing ellipse. This technique is a significant advance over qual­

itative evaluation of surface roughness. Our method normalizes the photometry for 

emission and incidence angles. Our results avoid misleading qualitative evaluations 

when the pixels of an image are scaled to increase contrast, or "stretched". 

The MOC images used in this study were mostly taken at a local solar time of 

2 P.M., but incidence angles vary from 20 to 70 degrees. Additionally most MOC 

images are nadir-looking and despite off-nadir pointing for some of the images in 

our study, the emission angles are mostly near zero degrees. 

Early in the site selection process this study began with twenty-six candidate 

landing ellipses, but we will only present information on the seven landing ellipses 

that made it to the latter stages of the site selection process as well as calibration 

measurements of the Viking and Pathfinder landing sites. Any of these sites may 

be reconsidered for future landers. 

2.3 Method 

Photoclinometry, or shape-from-shading, is the general technique of obtaining slopes 

or topography from the brightness values in an image. It can be applied in a number 

of different ways, depending on how the individual brightness values of the pixels 

are integrated together (or not) and how ambiguity in slope azimuth is resolved, to 

produce final slope values for those pixels. 

The photoclinometry method that we primarily use in this study is that of 
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"point" photoclinometry. We are measuring the brightness of a single pixel to 

yield a slope measurement, and we in turn take these point measurements of slope 

and perform statistical analyses directly on them thereby achieving high spatial 

resolution. 

The term "n-dimensional photoclinometry" is used where n refers to the dimen­

sionality of the region over which information is built up. When slope information 

from individual points along a line is modeled, and the result is a height profile, 

this is known as "profiling" photoclinometry, or one-dimensional photoclinometry. 

Similarly, when slope information from many points in a grid (or a square region 

on an image) are modeled, and the result is a topographic surface, this is known 

as "area" photoclinometry, or two-dimensional photoclinometry. This terminology 

can be confusing since two-dimensional photoclinometry yields three-dimensional 

topographic information. 

2.3.1 Image Processing 

All MOC images that we used have been calibrated with the United States Geo­

logical Survey's Integrated Software for Imagers and Spectrometers {ISIS version 

010515) (e.g. Eliason et al., 2001; Gaddis et al., 1997). Initial processing of the 

images involved ingestion of the raw Planetary Data System (PDS) format images, 

elimination of obviously bad or corrupted pixels, and radiometric calibration. Many 

images have coarser down-track resolution than cross-track resolution, i.e. pixels do 

not represent a "square" area on the surface of Mars. In order to compensate for 

this and to preserve as much original pixel information as possible, we enlarged the 

image in the down-track direction such that the resolutions in the down-track and 

cross-track directions were the same. Most of the photometric information that we 

require for our technique, such as image resolution, incidence angle, and emission 

angle, was extracted from the labels of the calibrated images, which were derived 

from the SPICE data (e.g. Acton, 1996, 1999). 

- Slope statistics vary strongly with spatial scale (Shepard et al., 2001), so we 

needed to normalize slope statistics measured from images with different resolu­
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tions. In order to facilitate this, we found that most of the images near the landing 

site ellipses had resolutions better than 6 meters per pixel, and so all images were 

degraded to that resolution. Doing this averages pixel information together, which 

potentially mixes slope information from many surfaces together, but it also in­

creases the effective baseline over which slopes are measured. These two things 

together don't significantly contribute to errors in the slopes at these length scales 

We explore the variation of slope information with baseline in Section 2.3.3, below. 

Our technique measures the slope of each pixel directly. We do not produce 

a profile of heights in the down-Sun direction, and therefore we completely avoid 

the cumulative elevation errors involved in profiling photoclinometry. Similarly we 

are not solving for a smoothed topographic surface like area photoclinometry does. 

Despite these differences, our technique does share the three major sources of error 

for photoclinometry that other techniques suffer from: haze, albedo variations, and 

determination of slope azimuth. 

Haze Compensation. 

The martian atmosphere scatters incident sunlight towards the camera and onto the 

surface, where it acts as a diffuse illumination source that brightens the image while 

contributing minimally to topographic shading. Additionally, there must be some 

scattered light within the MOC camera itself and an offset calibration residual within 

each image. We think of these factors together as a uniform brightness contribution 

to the image, or "haze" in the scene. This has an effect on the observed topography 

which causes both the human eye and our photoclinometry algorithm to misinterpret 

the value of the slopes. Therefore, we must find an estimate of the haze for each 

image, and subtract it from the brightness values so that our algorithm does not 

report gentle slopes where the true slopes are steeper. 

Ideally, there would be some independent measure of the haze. For example, if 

the amplitude of the topography is known from another method such as stereogram-

metry, then the haze value can be adjusted until the slopes reported by photoclinom­

etry match those of the topography from stereogrammetry or altimetry (e.g. Kirk 
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et al, 2003; Soderblom et al, 2002). This approach is not feasible for the present 

work because our goal is to make photoclinometric slope estimates over much larger 

areas than can be mapped in stereo. Another way to measure the haze would be to 

directly estimate it from infrared data. We have found that Viking IRTM opacity 

estimates provide a consistent lower bound on atmospheric opacities derived from 

shadows in Viking Orbiter images, but frequently underestimate the visible opacity, 

so the IR data are not useful for calibrating photoclinometry directly (Kirk et al, 

2001). 

Another way to gain an estimate of the haze in an image would be to search for 

true shadows in average-albedo regions in the image and use the DN (data number) 

value within those areas as the haze value. Using shadows as haze estimators in 

this way introduces some error since shadows do not have a fixed brightness. The 

directionality of skylight means that shadow brightnesses vary with how much of 

the sky the surface sees, but this effect is only on the order of tens of percent (Kirk 

et al., 2001). A more significant problem for our work is that the 2 P.M. mean 

local time of the images means that only very steep slopes (greater than ~ 60°) 

would cast true shadows. In addition, manual searching for believable shadows is 

quite time-consuming. In order to speed the process for the more than one hundred 

images in this study, we decided to use the minimum pixel value in each scene as 

the haze value to subtract. If there are no shadows in the image, this darkest pixel 

may simply be a low-albedo region of the surface, in which case using its brightness 

overestimates the true haze value of the scene. This provides a good upper hmit to 

the slopes, because overestimating the haze results in measured slopes that will be 

steeper than the actual slopes. 

An advantage of performing our technique on a number of images in the same 

area is that occasionally an image had anomalously steep model slopes when com­

pared to images of similar or identical terrain. When this happened, we could tell 

that the automatic haze estimate was quite large, and it could be scaled back to 

bring the slope statistics of the image into better agreement with other images in the 

area. Consistency between images doesn't necessarily mean that an accurate haze 
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estimate has been found, merely that the darkest pixel in each image is comparable. 

Compensation for Albedo Variations 

Photoclinometry interprets light and dark shading in the scene as slopes on a surface 

of uniform albedo. If there are patches of significantly darker or lighter material 

than the majority of the scene, then the photoclinometry algorithm will misinterpret 

those variations as resulting from topography. Unfortunately, this is quite difficult to 

compensate for. Albedo variations commonly persist over large areas whereas there 

is a limit to the extents of dark or bright slopes, therefore changes in brightness over 

longer distances are more likely to be albedo and it is helpful to filter such broad 

changes. 

In order to minimize the effect of albedo variations and large-scale topography 

on our measurements, we applied a divide boxcar filter on the image such that the 

resultant pixels are D{i, j) = P{i, j)j{S{i, j)/N{i, j)) where P{i, j) is the the original 

value of the pixel at the i,j location, S{i,j) is the sum of valid points over the box 

centered at i, j, and N{i, j) is the number of valid points in that box. The size of the 

boxcar filter was 600 m on a side, which is roughly equivalent to twice the MOLA 

shot spacing at the surface near the equator. This filtering effectively removes any 

topographic shading and albedo effects at scales greater than 600 m. MOLA data for 

the terrain in the landing ellipses indicated that the regional slopes for these areas 

were flat, and we therefore didn't feel the need to re-insert the MOLA regional 

slopes for our results. However, this boxcar filtering of the image only normalizes 

large scale albedo vaxiations, and small scale albedo variations cannot be completely 

eliminated. An example of an image with initial calibration, automatic haze removal, 

and boxcar filtering can be found in Figures 2.1a and b. 

One way to eliminate small scale albedo differences would be to take advantage of 

the fact that they are often correlated with color. However, the narrow-angle MOC 

camera is monochromatic, color differences between dark and bright materials on 

Mars are subtle, and the martian skylight is colored, so shadows are differently 

colored as well. For this study, the best way to minimize the problem is to utilize 
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Figure 2.1: These figures contain an example of the processing done in this study. 
This image is Mll/02414, the Pathfinder landing site is on this image, a. This 
image has undergone initial calibration and aspect ratio correction {ISIS Level 1). 
b. Haze removal and divide boxcar filtering result in this image, c. Absolute value 
of the slope image, d. RMS slope image at 100 m/pixel. 
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the complex image processing apparatus of the human eye/brain system to identify 

and avoid images, or regions of images, where severe albedo variations are visually 

evident. 

Small-scale albedo variations that remain within images will cause the slope 

models to be steeper than they truly are. However, we still derive robust upper 

limits to slope angles. 

Slope Azimuth 

The azimuth, or dip direction, of slopes in real terrain will be oriented in various 

directions. The difficulty is in determining what that azimuth is. If the azimuth of a 

given slope is not specified, then there isn't a unique brightness for that slope. The 

work of Kirk et al. (2003) and other area photoclinometry techniques numerically 

model the azimuth of the slope and the value of the slope itself. 

Our technique assumes a very simple geometry in which the azimuths of the 

model slopes we measure are constrained to be in the direction of solar illumination. 

Therefore the Sun, the spacecraft, and the portion of the surface imaged define 

a plane. It is within this plane that we obtain our model slopes. This constraint 

allows us to have a unique relationship between a given slope and a given brightness. 

However, since true slopes have a variety of azimuths, we are only measuring the true 

slope if its azimuth is in the down-Sun direction. For the most part, the azimuths of 

true slopes will not be in the down-Sun direction, and this assumption of azimuth 

will cause this technique to report a slope shallower than the true slope. 

This is the only key assumption in our technique that underestimates the value 

of the true slopes. We have evaluated this error for fractal topography, as discussed 

below in Section 2.4.1, and found it to be only about 2% when compared to bidi­

rectional slopes measured from the fractal topography. It is less than 1% for the 

smooth surfaces typical of the MER landing sites. This error would be larger if the 

slope azimuths had a systematic orientation orthogonal to the down-Sun direction. 

The measurements from our technique result in bidirectional slopes in the down-

Sun direction. In order to obtain an approximation of the adirectional slopes, one 
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could assume that the slope distribution is isotropic and Gaussian, in which case the 

adiractional slope distribution would be a factor of \/2 greater than the bidirectional 

value (Shepard et al., 2001). Kirk et al. (2003) explicitly calculate the ratio of the 

adirectional root mean square (RMS) and bidirectional RMS slopes based on their 

data, and find empirically that this ratio is constant and nearly equal to \/'2. This is 

a statistical relation over an area that is large compared to the topographic features 

that contribute to the slopes. 

However, in this study we report the bidirectional slope statistics that our tech­

nique produces. 

2.3.2 Photometry 

We start with a lunar-Lambert photometric function after McEwen (1991, 1986) of 

the form 
2i:(a)/io 

/(/i, jj,o, a) — Bo{a) + (1 — Z/(a))/io (2.1) 
/i + /io 

Where /(^, fiQ, a) is the reflectance function, /i is the cosine of the emission angle e, 

Ho is the cosine of the incidence angle t, a is the phase angle, Bo{a) is the intrinsic 

albedo or the value of 1(1,1, a), and L(a) is equal to Af{a)/[Af{a)-]-2B], as defined 

by McEwen (1991). The above equation can be simplified if we create a ratio of 

the brightness value, J*, of some topography with slope 6 to the brightness of flat 

topography, I: 

/• 

^ + (1 ~ L{a))Ho 

This leaves us with two unknowns (the values of ji* and HQ for the tilted terrain) 

to be solved for given the value of the ratio I*/1. These two unknowns can be 

reduced to one under the assumption, discussed above, that local surface slopes 

are always in the up- or down-Sun direction. For each pixel in the image, we wish 

to know the angle, 9, at which the surface is tilted with respect to a flat surface 

(positive if tilted towards the light source). Since /io = cos(i) and /i = cos(e), we 

seek /iQ = cos(i — 0) and ii*. With the further simplifying assumption that not only 

the surface slope direction but also the spacecraft lies in the same plane as the Sun, 
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we have ji* = cos(e±0). Imagine a hne that is the projection of the normal vector of 

the surface being imaged onto this plane. The negative sign then applies when the 

spacecraft is on the same side of this vertical as the Sun, and the positive sign when it 

is on the opposite side of the vertical. It is important to note that this expression for 

ji* is strictly valid when the emission direction is in the plane defined by the Sun, but 

will be approximately valid when the emission direction is not far from that plane, 

in particular, when the emission angle itself is small. Most of the MOC images 

used in this study have emission angles of less than 1°. Many others are ROTO 

(Roll-Only Targeted Observations) images where the spacecraft rolled towards the 

east or west to take off-nadir images and the emission vector was thus close to the 

roughly east-west Sun direction. Images from mid-phase E07 and onwards, however, 

were taken from the "Relay- 16" position in which the Mars Global Surveyor (MGS) 

spacecraft was rotated sixteen degrees off of nadir in a north-south direction. The 

approximations made in our calculation of the photometric angles will therefore be 

poorest for these Relay-16 images, but the errors in the brightness calculated for a 

given slope are still small in a fractional sense. 

We use the incidence and emission angles for the image and rotate a hypothetical 

surface through a range of surface slopes, 0, to generate a suite of known /i* and 

/ig values for which the I*/I ratio is then obtained. From these values, we create a 

lookup table that allows us to read off a value of 0, quantized to the quarter degree, 

for any value of /*//. 

From McEwen (1991) the value of L { a )  for most of the images in this study 

should vary from 0.45 to about 0.65. However, the simulations conducted with frac­

tal topography, discussed below, show that the error resulting from the assumption 

of fixed L is minor, on the order of ten percent. We therefore estimate the value of 

L{a) for this study as 0.55. 

For some images the emission angle was large, around 20°, which also contributed 

to a large phase angle, yielding a small value for L. These two effects can cause 

the I*/I as a function of 9 curve to become double-valued for high values of I* /1 

and 0. However, given that these images are of terrain that is flat at hundred-meter 
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baselines, we seek the solution with the lower slope when this curve is multi-valued. 

If (as is generally the case) there is little or no overall tilt to the image region 

chosen, then the average DN value of this region is a reasonable approximation to 

the DN of a level surface. We therefore use the ratio of each individual pixel's DN 

to the average DN as our estimate of J*/I, which can be compared with our lookup 

table to yield the value of 6 that matches that brightness ratio. 

2.3.3 Data Products 

Slope Image 

When we apply the above methods, we obtain a down-Sun slope value for every 

pixel in each image that we measure. We effectively have a "slope image" where the 

value of each pixel is the slope in degrees of the corresponding original image pixel. 

These slope values can be placed into a greyscale image format such that positive 

slopes are brighter than 50% grey and negative slopes are darker, so that this slope 

image effectively becomes a shaded relief image that is independent of viewing angle 

and illumination angle, but not illumination azimuth. It is also instructive to create 

an absolute value version of this slope image (Figure 2.1c). 

Slope Statistics 

We compute the average slope and the root-mean-square (RMS) deviation for each 

image, as well as creating a plot of what percentage of the image is steeper than a 

given slope. This gives us an idea of the slope distribution at 6 meters/pixel. 

RMS deviation with length scale 

We can also continue to reduce the resolution of the images and perform our pho-

toclinometry measurements on them again, as well as measure the slopes at the 

intrinsic resolution of the image. This allows us to build up information about how 

slopes change as a function of length scale. Following Shepard et al. (2001) we have 
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degraded the resolution of the images to 10 m/pixel and 100 m/pixel. These reso­

lution degradations (as well as the degradation to 6 m/pixel) are not achievable via 

integer summations of the original image pixels, instead a weighted average of the 

original pixel DN values is used to arrive at the desired degraded resolutions. We 

have found that the RMS slope deviations for an image at 6, 10, and 100 m/pixel fit 

the curve of RMS deviations versus length scale produced when we perform integer 

summing of the image. We use the 6 m/pixel values as a common resolution for the 

images in this study (there is no integer summable resolution to which all images 

in the study could be degraded), and we provide the 10 and 100 m/pixel values for 

comparison with other roughness studies. 

RMS Slope Image 

In addition to these statistical measures of slope, we also create an "RMS slope 

image" (Figure 2.Id) that is useful for landing site evaluations. We take the slope 

image and perform a number of operations that yield an image whose pixels are 

values in degrees representing the RMS slope of meter-scale slopes within 100 m 

"footprints" on the image. We take the slope image and square the values. We then 

run a lowpass boxcar filter, 100 m on a side, through the squared image such that 

the resultant pixels L{i,j) — S{i,j)/N(i,j). We then take the square root of the 

pixels in the boxcar filtered image, and sum that image so that the resulting image 

has 100 m pixels. This is about the length scale that the air bag system will "see" 

from its firsi, bounce to coming to a halt. 

In the process of creating the various absolute value slope images, we found that 

the meter-scale slopes often changed when the underlying terrain changed morphol­

ogy. This allowed us to use these slope images to help identify morphologic units, 

which we found to be consistent with the morphologic units identified by others. 

It is important to note that due to our automatic maximum haze estimate and 

other assumption, the slopes that we report in this study are upper bounds to the 

down-Sun slope values, not the true slope values. 
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2.4 Calibration 

2.4.1 Synthetic Fractal Topography 

It is of interest to assess the accuracy of our point photochnometry method by 

applying it to cases in which the slope statistics are known or can be estimated 

independently. One way to do this is to simulate images from known digital elevation 

model (DEM) data, which allows us to control the illumination geometry and the 

presence or absence of albedo variations and haze. Random self-affine fractal surface 

models (Turcotte, 1997) are especially convenient in that they are easy to generate 

and contain roughness that varies with horizontal scale in a way that crudely mimics 

natural surfaces. A series of such fractal models, 1025 elevation posts on a side (in 

order to simulate images with 1024 pixels on a side), were generated and used 

both for this study and that of the behavior of two-dimensionai photochnometry 

by Kirk et al. (2003). The Fourier-domain algorithm of Turcotte (1997) was not 

used; instead we constructed the terrains by interpolating white noise components 

to scales increasing by successive factors of two, scaling their variances to produce 

the desired value of the Hurst exponent, H, and adding them. The Hurst exponent, 

H, or Hausdorff parameter, governs the variation of roughness with baseline (e.g. 

Shepard et al., 2001; Turcotte, 1997). We verified that the value of H that results 

was equal to the intended value to high accuracy by using the Fourier analysis 

techniques discussed for slope versus basehne analysis by Kirk et al. (2003). 

As shown in Table 2.1, these models differed in their RMS slope on a pixel-center-

to-pixel-center baseline and also in their value of H. Models with H = 0.8 are most 

similar to the candidate landing sites (Kirk et al., 2003); smaller H corresponds to 

a greater preponderance of short-baseline roughness. Models based on the H = 0.8 

fractal but highpass or lowpass filtered to exclude roughness at scales larger or 

smaller than 16 pixels were also examined. The majority of cases were scaled to 

have bidirectional RMS slopes (measured between pixel centers as discussed below) 

of 1° but cases with 10° slopes were also investigated. 

Images of the fractal surface models were simulated with incidence and emission 
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angles of 45° and 0° respectively (typical of the MOC images used in this study) and 

illumination azimuths both on the sample axis and 22.5° oblique to it. Images were 

generated both with the L = 0.55 lunar-Lambert model used in our point photocli-

nometry analyses, and with a Minnaert (1941) photometric function with k = 0.72, 

appropriate to the martian surface with a 45° phase angle (Kirk et al., 2000). The 

difference between the results when these two models are used to synthesize the im­

ages gives some idea of the errors caused by our choice of constant L = 0.55. Uniform 

photometric properties were implicit in the generation of the synthetic images (Kirk 

et al, 2003, Figure 7). To test the effects of spatial albedo variations, a separate 

bandpass-filtered fractal albedo map was generated and applied multiplicatively to 

a subset of images (Kirk et al., 2003, Figure 8). 

Table 2.1 shows the results for uniform albedo, comparing bidirectional RMS 

slopes measured directly from the synthetic DEMs to those recovered by point pho-

toclinometry. For each case, two direct measurements are shown, differing in how the 

fractal DEM data are interpolated in order to calculate slopes. Excellent agreement 

(~ 0.5 — 1% relative error in RMS slope for all but the roughest cases) is obtained 

between photoclinometry and direct measurements of the slope across the center of 

each pixel, from the midpoint of one edge to the midpoint of the opposite edge. Not 

surprisingly, this is equivalent to the average slope over the whole pixel, which enters 

into the pixel brightness and is then interpreted by photoclinometry. Slopes mea­

sured from the center of a pixel to the center of the adjacent pixel are smoother as 

a natural consequence of the roughness of the fractal surface model at small scales, 

including across individual pixels. The distinction matters for comparison of our 

results with those from area photoclinometry (e.g. Kirk et al., 2003). Although this 

technique produces height estimates at pixel corners, these are usually interpolated 

to pixel centers (in order to provide a DEM that has the same dimensions as the 

input image). Slope statistics calculated from these pixel-center heights will tend 

to be slightly smoother than statistics from point photoclinometry. The magnitude 

of the effect depends on the roughness of the surface at the single-pixel scale, e.g. 

on H. If the surface is smooth at this scale, as for our lowpass-filtered case and 


