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Exploitation of the imaging capabilities of the new generation of ground-based astronomical telescopes relies heavily on Adaptive Optics (AO). Current AO system designs call for sodium guide star lasers capable of producing at least eight Watts of power tuned to the peak of the sodium D$_2$ line, with a high duty cycle to avoid saturation, and with 0.5-1.0 GHz spectral broadening. This work comprises development and testing of six candidate laser systems and materials which may afford a path to achieving these goals.

An end-pumped CW dye laser producing 4.0 Watts of tuned output power was developed and used to obtain the first accurate measurement of sodium layer scattering efficiency. Methods of optimizing the laser output through improving pump overlap efficiency and reducing the number of intracavity scattering surfaces are covered.

The 1181 nm fluorescence peak of Mn$^{5+}$ ion in Ba$_5$(PO$_4$)$_3$Cl could be tuned and doubled to reach 589 nm. While efforts to grow this crystal were under way, the Mn$^{5+}$ ion in natural apatite (Ca$_5$(PO$_4$)$_3$F) was studied as a potential laser material. Fluorescence saturation measurements and transmission saturation are presented, as well as efforts to obtain CW lasing in natural apatite.

A Q-switched laser color-center laser in LiF : F$_2^-$ was developed and successfully tuned and doubled to the sodium D$_2$ line. Broad-band lasing of 80 mW and tuned narrow-band lasing of 35 mW at 1178 nm were obtained with 275 mW of input pump power at 1064 nm. The measured thermal properties of this material indicate its potential for scaling to much higher power.

A Q-switched intracavity Raman laser was developed in which CaWO$_4$ was used to shift a Nd:YAG laser, the frequency-doubled output of which was centered at 589.3 nm. To obtain light at 589.0 nm, a compositionally tuned pump laser of Nd : Y$_3$Ga$_{1.1}$Al$_{3.9}$O$_{12}$ was produced which generated the desired shift, but was in-
homogeneous broadened, limiting the tunable power of the material. Finally, temperature tuning of a Nd:YAG laser was demonstrated in which the laser emitted up to 8.6 Watts at a temperature of -21.5 C, bringing the wavelength into a regime favorable for efficient Raman shifting by CaWO₄.
Part I
Introduction and Summary
Chapter 1

INTRODUCTION - IN SEARCH OF GUIDANCE

Bright star! Would I were steadfast, as thou art.

- John Keats

Since the dawn of history, civilizations have looked to the stars for guidance, literally and figuratively. The ancient Phoenicians used the star Thuban as their 'pole star' in their navigation throughout the Mediterranean. The Magi of Christian tradition found the infant Jesus by following the Star of Bethlehem. The ability of the stars to provide an accurate, immutable reference for guidance has been exploited over the years with the development of the sextant and astrolabe aiding the seafarers of the last two centuries, much as modern star-trackers provide guidance to satellites and interplanetary spacecraft today.

The motions of the 'wandering stars', the planets and comets, have been thought to foretell events, and as such have served as a guide, however unreliable, to the ancients. The appearance of Halley's comet before the Norman invasion of England had a polarizing effect on the morale of both armies, and its appearance at the coming of Cortez is said to have plunged Montezuma into such a profound depression that the enormous and powerful Aztec empire virtually accepted defeat at the hands of a small ill-equipped party without a fight. Yet the discoveries of the great 'scientific' astronomers of old, Copernicus, Kepler and Galileo, began to show the planets for the physical objects that they are, and along with Newton's theories of gravitation, demonstrated that they are subject to the same laws of motion that we observe here on Earth. By connecting the motions of the heavenly bodies with terrestrial physical principles, astronomers began to slowly chip away at the fantasy that these extraterrestrial objects somehow control earthly destinies. So successful has astronomy been
at severing this link, that the majority of educated people look with a jaundiced eye upon those who continue to look to the stars for guidance.

How ironic that astronomers themselves are now feverishly seeking their own 'guide stars', celestial objects which they find essential to understand and interpret earthly phenomena! Without guide stars, the new generation of large telescopes springing up around the world cannot realize the resolution they might otherwise be capable of, being limited by the same 'tremors of atmosphere' that Newton recognized over 300 years ago. Far from assisting with occult, mystical augury, these guide stars are used as sources of light which probe the atmosphere above telescopes. With the information that can be gleaned from this light as it traverses the unruly currents of air, modern electronic soothsayers can divine the appropriate spells to cast over the light, and reveal images of the heavens that were once clouded.

Development of a suitable guide star has been the ultimate motivation for all of the research contained herein. The directionality and relative monochromaticity of lasers makes them useful for exciting small patches high-altitude atmospheric constituents to emit light, which then acts as an apparent guide star. While straightforward in principle, the devil is in the details; it is a problem that many have grappled with, with varying degrees of success. Those guide star lasers which can be considered a success are too cumbersome, too risky, and most importantly, too expensive for their use by any but the most well endowed of observatories, causing us to question just how 'successful' they really are.

The research that is described in this dissertation has been mostly experimental in nature, prototyping and testing various laser technologies that show some degree of promise for production of an effective, efficient guide star. It is hard to imagine a research project that could give a more broad, experimental overview of general laser physics than this. Throughout the course of this investigation, it has provided the opportunity to work with many categories of laser; gain materials of solid, liquid, gas and plasma; lasing transitions of two, three and four levels; homogeneously broad-
ened, inhomogeneously broadened and mixed; lasing transitions of organic dyes, rare earth ions, transition metal ions, and radiation-induced color centers; cavities which are planar, ring, standing-wave z-shaped, concentric and hemispherical; and continuous, flash-lamp pumped, Q-switched and mode-locked temporal profiles. Beyond that, understanding the experiments and effects has reinforced my education in much of optics, and indeed of physics in general. It has required the development and use of many interferometers (Fizeau, Mach-Zehnder, Twyman-Green, Smartt point diffraction interferometer and Fabry-Perot), the application of geometrical design and aberration minimization, the propagation and measurement of Gaussian beams, and detailed radiometric analyses. Solution to the various problems that arose in the course of these investigations has required many a refresher in my atrophied knowledge (circuit theory, thermomechanics, quantum mechanics, solid-state theory, and group theory) and development of new skills (Windows programming and laboratory plumbing).

In my work operating the dye laser at the Multiple Mirror Telescope (MMT), many hours were spent in optimizing and reworking the system, trying to eke out a little more power. The cavity was configured and reconfigured, seemingly ad infinitum in order to maintain the system at its peak operating efficiency. In retrospect, the long, lonely nights in the noisy, windy, cold pit of the MMT provided an excellent opportunity to learn the basics of lasers, and the limits of what can and can’t be done with them. The theory of the classroom is necessary, but does not provide the grounding in reality that actually working with a homemade research laser can give. It is in working with this system that I learned all of the little tricks of alignment, measurement, optimization, and understanding that serve so well in attempting to develop more advanced laser systems.

I have had help with much of the work here, whether through thoughtful discussions with those who understand the workings of solid state lasers, or through following on with the ideas and suggestions of other researchers. In many cases (such
as the development of the apatite laser material or the work with the neodymium-doped yttrium gallium aluminum garnet (Nd:YAG) laser) I was following through with work conceived and initiated by others. However, in all parts described here, I played the major role, unless otherwise noted.

Part I of this thesis is intended to preview the remainder of the dissertation, and to provide a succinct overview of my contributions to the field of guide star laser research and development. As such, it merely touches upon the highlights of each of the several projects, avoiding the minutiae of the data acquired, the analyses performed, and dead-ends abandoned. The remainder of the dissertation distills these details to provide the relevant results of the work performed over the past few years. Part II is an overview of the problem of atmospheric turbulence, and the methods by which adaptive optical systems address these problems. In these chapters, the stage is set for understanding the sodium guide star laser concept, and the stringent requirements than any such laser must meet. Finally, it provides a short review of some of the efforts applied to the development of sodium guide stars. Part III contains the bulk of the research, and the most important results that have resulted from it. These chapters detail work that was performed on a number of laser systems, all of them very different in design and specifics of operation, but all intended to push the technology toward a useful sodium guide star laser. The dissertation concludes with Part IV which contains ideas and concepts for future research and development. As such, it is lacking in much of the numerical detail required for direct implementation of the ideas. Nevertheless, I hope to be able to pursue some of these ideas in the near future. Having consumed several years of my life, the topic is of such interest to me that it is difficult to imagine myself not in pursuit of this goal.
Chapter 2

EXECUTIVE SUMMARY

2.1 Overview and Goals

Astronomical adaptive optical (AO) systems are effective for reducing the blurring of astronomical images induced by atmospheric turbulence, but require an artificial source of light, a *guide star*, above the turbulence to work when no bright natural star is present. A laser tuned to the sodium D\textsubscript{2} line at 588.995 nm can excite mesospheric sodium producing an effective guide star.

So far there are no good, working sodium guide star lasers. Ideally, one wants at least 8 W tuned exactly to the F=2 peak of the D\textsubscript{2} line with a spectral width of 1 GHz (0.001 nm). The laser must operate at a combination of spectral broadening and duty cycle to avoid saturation of the sodium layer.

This research has been a broad experimental investigation of lasers with the potential to achieve these goals. This chapter summarizes the results of these studies, leaving the details of the experiments and data analysis to the individual chapters in Part III. Six lasers have been investigated: a continuous-wave (CW) dye laser, an Nd:YAG/CaWO\textsubscript{4} Raman laser, an Nd:YGAG/CaWO\textsubscript{4} Raman laser, a temperature-tuned Nd:YAG laser, a LiF : F\textsuperscript{−} color center laser, and an Mn:apatite laser.

2.2 Dye Laser

The tunability, multi-Watt power level and commercial availability of dye lasers has made them useful as sodium guide star lasers, and so far the only ones that have been used to obtain scientific results. However, the available dye lasers are limited in power to 3 W, are unreliable and require constant maintenance and supervision.
At the MMT, we have developed a ring dye laser operating on a single 10 MHz-broad frequency within ± 300 MHz of the center of the F=2 peak of the Doppler-broadened sodium line 90% of the time. This laser can reliably produce 3.4 W of tuned power, and occasionally over 4 W has been achieved. It was used to make the first measurement of CW guide star return brightness as a function of sodium column density [36].

Several concepts for reducing the losses limiting the laser power were implemented. I developed an etalon which effected a Faraday rotation of the beam polarization, allowing a single intracavity element to perform the function of tuner and Faraday rotator. I developed the concept of using a TeO₂ etalon as the optical rotator, and installed a remote-tuning system allowing us to seal the dye laser against the hostile environment of the MMT laser room. Finally, I implemented a collinear pumping system which boosted the output power by 13%.

2.3 Raman Lasers

Frequency-doubled solid state lasers are relatively reliable, efficient, and powerful. However, the frequencies obtainable by the active ions in these lasers are far removed from either the 589 nm sodium D₂ line or its half-frequency of 1178 nm. Raman lasers using stimulated Raman scattering (SRS) can produce coherent output at many frequencies otherwise unattainable by solid state lasers. Raman materials generally exhibit very low gain, however, and require pulsed laser sources to pump them and high feedback ratios to maintain the stimulated scattering.

In investigating the potential of Raman lasers, a diode-pumped, Q-switched, intracavity Raman-shifted laser based on CaWO₄ shifting of Nd:YAG was developed. The doubled output of this laser was measured at 589.25 nm, between the D lines of sodium. The total power out of the laser was 0.49 W, with an input pump diode power of 5.11 W at 808 nm, for a conversion efficiency of almost 10%.
To center the doubled emission of the laser on the sodium D$_2$ line (589.0 nm) a unique laser crystal of Nd:YAG was grown, which moved the doubled Raman-shifted peak to 589.06 nm. However, the compositional tuning resulted in inhomogeneous broadening, reducing its usefulness as a pump laser for obtaining power at a specific frequency.

2.4 Temperature-Tuned Nd:YAG Laser

As a pump source for a CaWO$_4$ Raman laser which maintains the homogeneous broadening of the Nd$^{3+}$ ion in YAG I turned to temperature tuning. Two conductively-cooled Nd:YAG zig-zag slab lasers were made, one of which operated continuously over temperature ranges from +28.9 C to -21.5 C. This laser maintained power between 6.0 and 8.6 W, with the highest powers achieved at the lowest temperatures. A continuous, repeatable shift of lasing frequency was demonstrated at these powers with a slope of $5.78 \times 10^{-3}$ nm/K. Based on this trend, at a temperature of -54 C the lasing wavelength of the Nd:YAG laser would be shifted by CaWO$_4$ to 1177.99 nm.

The system experienced repeated daily thermal cycling to the -40 C limit of the cooling units with no thermal failure. Interferograms of the optical path length through the slab showed induced heating along the sides of the slab from differential absorption of the pump beam, resulting in a negative cylindrical lensing with a focal length of -158 mm.

2.5 Color Center Laser

A solid state analog to the dye laser is the color center laser, in which electrons trapped at the sites of displaced anions in ionic alkali-halide salts act as the gain medium. These materials exhibit high gain over a wide frequency band similar to dyes. In particular, LiF : F$_2$ color center material has a gain peak near 1.18 $\mu m$ which is ideal for doubling to 589 nm.
We used a LiF : F\textsuperscript{−} crystal to obtain lasing at 1178 nm. The lasing bandwidth was narrowed to fit within the 3 GHz sodium line, and the frequency-doubled output of this laser was tuned precisely to the D\textsubscript{2} line. With 275 mW of Q-switched Nd:YAG pump power at 1064 nm, the color-center laser emitted 80 mW broad-band, and 35 mW narrow-band at 1178 nm.

2.6 Mn:Apatite Laser

As an alternative to a single high-power laser, the concept of spatially or temporally combining many inexpensive lasers was considered. The Mn\textsuperscript{5+} ion doped into a compositional variant of apatite known as BCAP (Barium ChlorAPatite or Ba\textsubscript{5}(PO\textsubscript{4})\textsubscript{3}Cl) was observed to fluoresce at 1181 nm, raising the possibility of a laser which could be directly frequency-doubled to produce a sodium guide star.

As a surrogate material, several samples of natural apatite were studied, revealing a strong \(\pi\)-polarized fluorescence at 1161 nm, and a weaker line at 1152 nm. The fluorescence lifetime of both lines was measured to be 550 \(\mu\)sec at room temperature, increasing to about 700 \(\mu\)sec at 150 K. Weaker fluorescence peaks near 1215 nm and 1286 nm were also observed. The long lifetime and large emission cross section result in a low saturation intensity of about 2000 W/cm\(^2\). Measurements of the fluorescence yield clearly show saturation at high pump intensities in agreement with the calculated 2000 W/cm\(^2\), while the magnitude of the saturation intensity indicates a fluorescence efficiency of 75%.

Samples of BCAP were made, though only polycrystalline material was obtained. The fluorescence peak of these BCAP samples was observed at 1180 nm, with a fluorescence lifetime of less than 150 \(\mu\)sec.

For the fluorapatite crystal with the best combination of crystal quality and absorption a round-trip lasing gain of 8% was calculated, necessitating a high-Q cavity and antireflection coatings. A lasing cavity with a 60 \(\mu\)m mode diameter was pumped
### Table 2.1. List of Research Accomplishments

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Notable Achievements</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>First reported stable laser to calibrate sodium guide star return as a function of sodium column density</td>
</tr>
<tr>
<td>6</td>
<td>Collinear high-power pumping of a dye laser resulting in output power increase of 13%</td>
</tr>
<tr>
<td>6</td>
<td>First known attempt to combine etalon tuning and Faraday rotation in one element</td>
</tr>
<tr>
<td>7</td>
<td>First YGAG laser operated in CW with diode pumping</td>
</tr>
<tr>
<td>7</td>
<td>First development of Q-switched YGAG laser</td>
</tr>
<tr>
<td>7</td>
<td>First YGAG laser to operate as an intracavity Raman laser. Laser was frequency-doubled and compared with sodium reference demonstrating clear shift of lasing peak to within 1 Å of sodium D₂ peak</td>
</tr>
<tr>
<td>8</td>
<td>First known Nd:YAG laser designed for high-power operation substantially below room temperature</td>
</tr>
<tr>
<td>8</td>
<td>First known conductively cooled Nd:YAG laser to exploit temperature reduction for tuning lasing transition</td>
</tr>
<tr>
<td>8</td>
<td>First known conductively cooled Nd:YAG laser demonstrating continuous tuning over temperature range of 50 °C</td>
</tr>
<tr>
<td>9</td>
<td>First reported tuned and doubled color center laser to match wavelength and linewidth of sodium resonance</td>
</tr>
<tr>
<td>10</td>
<td>First known measurement of saturation intensity of Mn²⁺ ion in fluorapatite</td>
</tr>
</tbody>
</table>

with 60 mW of continuous power from \( \lambda = 685 \) nm laser diodes. Though lasing was never observed, the work resulted in information about the material that will further its development.
Part II

Background and Review
Chapter 3

ATMOSPHERIC TURBULENCE EFFECTS

3.1 Astronomical Systems

Astronomical telescopes are instruments for gathering and concentrating the light from, and magnifying the images of distant bodies. Ideally, the amount of light collected by a telescope (and thus the brightness of the image produced) is directly proportional to the area of the telescope's entrance pupil. The brightness of the image is, however, an inverse function of the magnifying power at which the telescope is used, so to attain bright, clear images of extremely distant or faint sources (which are key to understanding the early universe), large area telescopes are essential.

Modern telescopes have evolved over the past few decades to assist in the exploration of the universe at greater and greater distance scales. In the first half of this century, the limits of telescope size were dictated by the mechanical limitations of the times. Reflective telescopes were recognized as being less subject to index inhomogeneities and gravitationally induced warping of the optical surfaces than refractive telescopes. Recent advances in glass-working technology and lightweight structures have allowed larger and larger telescopes to be fabricated. Some of these, such as the new Multiple Mirror Telescope (MMT), Magellan telescopes and Large Binocular Telescope (LBT), use honeycomb structures for rigid but light large reflecting surfaces. Other large mirrors such as the Very Large Telescope (VLT) and Gemini telescopes use a single sheet of glass supported with an active structure. The support structure must therefore constantly measure and control the surface shape to maintain good optical performance. Finally, ushered in by the development of the old MMT and used by the Keck Ten Meter Telescopes, the concept of multiple, independently controlled apertures has found a place in the world of modern astronomy.
3.2 Atmospheric Turbulence

As telescopes grow to larger dimensions, the principal limitation in their ability to produce bright, sharp images of distant objects is the warping of light wavefronts induced by atmospheric turbulence. Light travels virtually undisturbed across the universe only to be distorted in the last few kilometers as it propagates through the denser portions of the earth’s atmosphere.

The aberrations to the wavefronts that are induced manifest themselves in three particular ways. The most well-known effect is the ‘twinkling’ of stars observed by the naked eye. This occurs when light along various optical paths is refracted alternately toward and away from the entrance pupil of the eye. Occasionally these portions of the wavefront add constructively or destructively to vary the intensity detected at the retina. This is a very localized phenomenon (on the order of $\approx 10$ cm), and tends to be averaged out as the collecting aperture becomes larger, so twinkling is not an issue for large telescopes. For telescopes, this same phenomenon gives rise to the other two effects: image wander, and image blurring. The former is produced by an overall gradient in integrated optical density along the paths that various portions of the wavefront take. If there is a higher density, whether induced by a thermal gradient or through observation at low elevation angles, an overall tilt will be imparted to the optical wavefront. Since angle in object space transforms to position in the image plane, this tilt manifests itself by moving the image on the CCD. In principle, by comparing images taken at very short intervals, this image wander could be corrected in post processing. However, very rapid measurements tend to introduce their own problems. The final effect, image blurring, arises from two separate sources. The first is related to image wander in that over long integration times, the wandering image will cause the energy to accumulate over a larger area of the CCD. The second cause is a higher order (i.e. smaller spatial scale) inhomogeneity in the integrated atmospheric density, which breaks up the wavefront into multiple independent wave-
fronts propagating separately. This gives rise to the 'speckle' phenomenon when these independent portions of the wavefront subsequently interfere at the focal plane.

3.2.1 The Structure Function

For the purposes of understanding and ultimately mitigating turbulent effects, atmospheric models based on statistical observations are used to determine the point-to-point correlation ('structure') of the atmosphere. The atmospheric index structure function $D_n(\rho)$ is a measure of the variance of the difference in refractive index between points separated by a distance $\rho$. Strictly speaking, the index structure function $D_n(r, \rho)$ is a scalar function (the variance in refractive index difference) from a position $r$ to all locations $\rho$ with respect to it, such that

$$D_n(r, \rho) = n(r) - n(r - \rho).$$  \hspace{1cm} (3.1)

For the purposes of adaptive optics, analysis of this function begins with two simplifying assumptions: (1) the structure function is dependent on the magnitude of the separation of the two points $\rho = |\rho|$, but not the actual direction (i.e. it is isotropic), and (2) it is the same for all points $r$ in the aperture (i.e. it is uniform). Under these assumptions it is possible to arrive at a functional dependence of $D_n$ on $\rho$,

$$D_n(\rho) = \langle |n(r) - n(r + \rho)|^2 \rangle = C_n^2 \rho^{2/3}$$  \hspace{1cm} (3.2)

where $C_n^2$ is the so-called index structure 'constant', a measure of the strength of the atmospheric turbulence [106].

To first order, the atmospheric dispersion is small, so the index structure function is independent of wavelength. This is fortunate because it implies that atmospheric monitoring at one wavelength is applicable to use for correction at another wavelength. However, the correction that must be applied corrects the phase of the light wavefronts, and since phase is inversely proportional to wavelength the correction is
waveband specific. Since the final phase at a two-dimensional point $x$ in the aperture is given by

$$\phi(x) = k \int_0^{l_{max}} n(r) dl$$  \hspace{1cm} (3.3)$$

where we have integrated along the light path $l$, we can rewrite the index structure function in the form of the integrated phase structure function $D_\phi(\xi)$ given by [92]

$$D_\phi(\xi) = (|\phi(x) - n(x + \xi)|^2).$$  \hspace{1cm} (3.4)$$

where the variables $x$ and $\xi$ are two dimensional vectors in the pupil of the telescope, the third dimension along the line of site having been integrated out. For the common calculation assuming Kolmogorov turbulence [92] we obtain the phase structure function as a function of $\xi$, separation between points in the pupil,

$$D_\phi(\xi) = 2.91k^2 \sec(\beta)\xi^{5/3} \int_0^\infty C_n^2(h)dh.$$  \hspace{1cm} (3.5)$$

This is often written in terms of the 'Fried parameter' $r_0$,

$$D_\phi(\xi) = 6.88 \left( \frac{\xi}{r_0} \right)^{5/3}.$$  \hspace{1cm} (3.6)$$

The Fried parameter in this case is

$$r_0 = \left[ 0.423k^2 \sec(\beta) \int_0^{h_{max}} C_n^2(h)dh \right]^{-3/5}$$  \hspace{1cm} (3.7)$$

in which $k$ is the angular wave number $2\pi/\lambda$, $\beta$ is the zenith angle, and the integration is performed as a function of height $h$ across the horizontally stratified turbulent atmospheric layers to the top of the atmosphere at $h_{max}$. The interpretation of $r_0$ is roughly the radius of a circle over which the RMS wavefront variance is approximately one radian, or perhaps more illustratively, the radius of a circular area over which an aperture of the same size would result in an instantaneous diffraction-limited image [22]. The Fried parameter generally determines the size of the subapertures over which the wavefront is measured on the wavefront sensor, and the size of the
individual pupil segments which must be independently corrected at the deformable
element. It is clear from the interpretations above that larger values of \( r_0 \) correspond
to better seeing conditions, with 10 - 20 cm being typical.
Chapter 4

WAVEFRONT CORRECTION SYSTEMS

The advent of cheap, fast computers and associated processing and control hardware has opened up the possibility of measuring and correcting for atmospherically induced aberrations for the first time in history. The process of wavefront correction requires three general steps:

1. The wavefront must be 'mapped' to determine the positions in the pupil of excessive phase tilt or retardation.

2. The amount of retardation at each point and subsequent amount of correction to be applied must be calculated.

3. The values obtained must be applied to a deformable element.

All of these processes must be performed within a period over which the atmospheric motion is essentially negligible over a subaperture. Ideally, the area of control of a single 'actuator' of the deformable element should map to an area in the pupil that is smaller than the area of the pupil defined by the Fried parameter.

4.1 Wavefront Sensor

Before any useful correction can be applied to the deformable element of the adaptive optic (AO) system, the type and magnitude of correction to be applied must be known. This is the job of the wavefront sensor.

The most common type of wavefront sensor is the Shack-Hartmann sensor which was proposed by Prof. R. V. Shack in 1971 as a modification of the static Hartmann test for measuring distortion. In this device, portions of the total wavefront are
sampled by a lenslet array which is capable of measuring only the tilt (in both $x$ and $y$) across each lenslet. If the wavefront is relatively planar across an individual lenslet, that portion of the wavefront will be focussed to a point on a detector array which is related to the angle of the incident wavefront with respect to the lenslet normal. In our wavefront sensor, a normally incident wavefront will create an image centered on the junction of four pixel corners. By comparing the ratios of counts detected in these four pixels, the centroid of the image can be determined. Once the centroid is located, the incident wavefront tilt for that portion of the wavefront is known. This information is determined for each portion of the wavefront, and thus a wavefront map can be reconstructed. From the wavefront map, calculation of the amount of retardation to be applied to various portions of the wavefront is a relatively simple matter.\footnote{Though calculation of the needed retardation is trivial, calculation of the amount of force to be applied at various positions is not. Changing the force on a particular actuator not only changes the height of the deformable mirror at that point, but also affects the height of the neighboring locations. A coupled approach is necessary to determine the forces applied to each of the actuators on a single-sheet deformable mirror.}

### 4.2 Deformable Element

To date, virtually all deformable elements have been nominally flat mirror surfaces at an intervening conjugate to the telescope pupil. They have generally consisted of either thin mirrors with piezoelectric or electromagnetic actuators providing a bending force to the mirror, or moving segmented mirrors. Such systems require reconstruction of the pupil, so they are generally reimaging systems relaying the prime focus of the telescope to a remote CCD. Liquid crystal phase modulators and spatial light modulators have also been under development as elements for reshaping the wavefront.
4.3 Guide Stars

In order for a wavefront sensor to work, we must observe a known wavefront which experiences the aberrations that light from the science object also encounters. Knowledge of the wavefront distortion is based upon the image observed by the wavefront sensor and *a priori* knowledge of the shape of the incident wavefront before atmospheric distortion. By comparison of the observed wavefront with the expected (unaberrated) wavefront, the atmospheric density variations inducing the differences can be deduced.

Planar wavefronts constitute the simplest incident wavefront shape to deal with; for planar wavefronts the image at the wavefront sensor CCD is the diffraction pattern induced by the sampling of the wavefront sensor lenslet. This type of wavefront is what we would expect from distant point sources such as individual stars in the absence of atmospheric distortion. The limited size of stars ($\leq 10^6$ km) and their extreme distances ($\geq 5 \times 10^{12}$ km) make them excellent point sources for all but the largest and closest red giants. The wavefront radius of curvature from a star is approximately the distance to the star, which makes it effectively planar.

However, astronomers do not usually find images of individual stars very interesting; rather they generally wish to have an image produced of all of the sources over a given solid angular field of view. Each point of light from that field of view contributes its own planar wavefronts propagating at an angle with respect to the planar wavefronts from each of the other luminous points, and these are very difficult to distinguish from one another at the wavefront sensor. Hence, wavefront sensing is difficult to perform using extended sources as guide stars.

To overcome this difficulty, most AO observations make use of a 'guide star'. This is a bright source close (in angle) to the object we wish to study (typically called the 'science object'). There are two types of guide stars used in adaptive optics: natural guide stars and artificial laser guide stars.
4.3.1 Natural Guide Stars

When a star exists close to the science object, it can be used as the source of light for the wavefront sensor. Light from this star traverses nearly the same path through the atmosphere as light from the science object, and thus experiences nearly the same atmospheric effects. By correcting the observed wavefront of the guide star, light from the science object is corrected as well. This technique works well, resulting in significant improvement in images of planets [90] [91], clusters [13] [101], and other extended sources [72] [19] [57]. However, because of the requirement for a bright star near the science object, natural guide star AO is limited in its application to observations of only a small fraction of the sky, as we will see below.

The standard method for determining the effectiveness of an AO system is to compare the Strehl ratio with and without adaptive optics. The Strehl ratio is the ratio of the peak intensity of an observed point source to the peak intensity of a perfectly imaged point source (an Airy pattern for most circularly symmetric systems). The common approximation of the Strehl ratio $S$, applicable for Strehl ratios of $S \geq 0.1$ [113] is

$$ S = e^{-\sigma^2} $$

(4.1)

where $\sigma$ is the mean induced phase error in radians. These values of $\sigma$, or more properly the wavefront phase variance $\sigma^2$ are standard figures of merit by which adaptive optics systems are measured and compared.

*Guide Star Brightness Effects* The radiant intensity of the guide star has a direct effect on the efficacy of the AO system. The ability of the wavefront sensor to measure the tilt of the wavefront across a subaperture depends on its ability to accurately ratio the energy falling on the pixels of the CCD. Thus, the error in the tilt estimation is a function of the noise in the signal (typically read noise, photon noise and shot noise). The read noise is usually a fixed amount per detector read event, and will
dominate the signal-to-noise ratio of the wavefront sensor at low fluxes. Both of the latter noise sources, being discrete events, are Poisson-distributed processes and thus are proportional to the square root of the incident flux. As a result, at higher fluxes where photon noise or shot noise dominate the noise spectrum, the signal-to-noise ratio improves as the square root of the incident flux. Thus, we can expect the total sensor noise expressed in wavefront variance to be the sum of the individual variances. The derived wavefront phase variance as a function of the number of photons detected $N$ is [92]

$$\sigma_{\text{noise}}^2 = \frac{\pi^2 \theta^2}{N} \left(1 + \frac{4n_e^2}{N}\right) \left(\frac{\lambda}{D}\right)^2$$  \hspace{1cm} (4.2)

where $\theta$ is the angular extent of the guide star image and $n_e$ is the number of noise electrons and/or noise from background photons per integration period.

**Isoplanatic Angle** As alluded to above, one of the criteria for a natural star to serve as a guide star is that it be close enough in angle to the science object that light from the guide star traverses largely the same path as light from the science object. As the angle between the guide star and the science object increases, the efficacy of the correction diminishes. The angle over which the correlation between the sampled wavefront from the guide star and the wavefront from the science object is high is called the 'isoplanatic angle'. The errors associated with the angular separation of these two sources have been derived:

$$\sigma_{\text{tilt}}^2 = \left(\frac{\theta}{\theta_0}\right)^{5/3}$$  \hspace{1cm} (4.3)

where the isoplanatic angle $\theta_0$ can be approximated as

$$\theta_0 \approx 0.6 \frac{r_0}{L}$$  \hspace{1cm} (4.4)

where $L$ is the height of the turbulence layer, and $r_0$ is the Fried length for the site at the time of observation. Clearly, as the angle begins to exceed the isoplanatic angle, the uncorrected wavefront errors increase rapidly and the Strehl ratio drops rapidly as seen in Figure 4.1.
FIGURE 4.1. The Strehl ratio resulting from angles exceeding the isoplanatic angle for a given site. Fairly good imaging is produced for angles less than $\theta_0$, but degradation is rapid for higher angles.

4.3.2 Temporal Correlation

The dynamic nature of the atmospheric distortion implies that any wavefront we measure and correction that we subsequently apply are appropriate for a short time at best. The longer the process of measuring, analyzing and correcting takes, the less correlation there is between the measured wavefront and the corrected wavefront, and hence, the less effective the applied corrections will be. We can analyze this as a temporal error which will adversely affect the wavefront. The wavefront variance is

$$\sigma_{temp}^2 = 0.031 \left( \frac{t}{t_0} \right)^{5/3}$$

(4.5)

where $t$ is time since the measurement and $t_0$ is the so-called Greenwood time delay [92]. This time delay is a function of the wind speed $\bar{v}$ and Fried length $r_0$, and is given by Roddier [92] as

$$t_0 = 0.314 \frac{r_0}{\bar{v}}.$$  

(4.6)
Thus, there is an optimum correction frequency for adaptive optics, which is dependent on the brightness of the guide star and the wind velocity at the telescope. Operating the AO system at a high rate reduces the temporal decorrelation, but allows less time to integrate light from the guide star such that photon noise drives up the measurement error. Integrating for longer periods reduces this noise, but with a concomitant increase in the temporal noise shown here.

4.4 Artificial Guide Stars

Full sky coverage with adaptive optics cannot be performed using natural guide stars. There are just not enough bright stars, nor are they evenly distributed as guide star sources [59] [60]. Another source of light must be found or created to measure the spatial structure function of the atmosphere. The source must be bright enough to overcome the wavefront sensor noise, and must be 'positionable' (i.e. we must be able to place it 'next to' the particular science object we are interested in) and must be smaller in angular extent than the seeing-degraded telescope resolution. The source must be above any turbulence in order to measure it, and in theory should be in a fixed position above the atmosphere to keep global tilt from affecting the apparent star positions. Furthermore, it must not interfere with our observations, and should not contribute significantly to the sky background. Finally, for aesthetic and political purposes, it is desirable to have a source which is not visible to the unaided eyes of the public at large.

The only reasonable, viable candidate for meeting these requirements is to direct a relatively well-collimated laser beam on the sky in the direction of the science object. Scattering of this intense, collimated beam can then be used as the probe light for measuring the atmospheric structure function. The laser can be focussed rather narrowly to produce sources with small apparent spots (though there must be a focus correction applied to the wavefront sensing camera in most cases). With a
sufficiently bright laser, or sufficiently strong scattering, most of the aforementioned requirements can be met with a laser guide star system. However, there are a few additional problems to be overcome with using such a guide star.

4.4.1 Focal Anisoplanatism: The Cone Effect

In the natural guide star case, the extreme distances of the guide stars is represented by planar wavefronts, or alternately, by columns of parallel rays incident on the telescope entrance pupil. Likewise, the rays from the science object are comprised of similar columns of rays. The extent to which these two columns overlap in the turbulent layers determines the extent to which the turbulence in the layer is correctable. With artificial guide stars, the finite distance of the guide star (≤ 100 km) causes the rays to form a cone with a length that corresponds to the height of the guide star, and a base that corresponds to the area of the telescope entrance pupil. For turbulent layers that are much lower than the guide star, the sampling of the atmosphere from the artificial guide star approximates the atmosphere through which the light from the science object travels. However, the approximation is less and less valid as the height of the turbulent layer increases, or as the height of the guide star decreases. This effect, known as 'focal anisoplanatism' or the 'cone effect' comprises a major limitation to the usefulness of particular types of guide stars.

To a great extent, the cone effect is expected to be effectively eliminated in the future by application of multiple guide stars which individually sample the atmosphere above different portions of the telescope entrance pupil. However, multiple guide stars and the 'stitching algorithms' needed to effectively analyze partially-overlapping turbulence samples are still a number of years off.
4.4.2 Global Tilt

The second error induced by transitioning from natural guide stars to artificial guide stars is the 'global tilt' error. As the laser is projected through the atmosphere, the beam is subject to refraction from the minor thermal and pressure gradients that we are actually trying to measure. As long as the beam diameter is smaller than the turbulent cell size (effectively $r_0$) the beam will not be broken into multiple spots on the sky. However, the single laser spot will appear to wander about the fixed background of the stars, as the atmospheric cells through which the beam propagates vary.

Correcting for this requires that we continue to track an external star, similar to observing a natural guide star. The location of the natural star is used to determine the direction and amount of 'wander' induced in the laser guide star beam. The requirements on the system for correcting the global tilt are much less stringent than those for performing higher order corrections, so a much fainter natural star can be used. Detailed analysis [59] [60] shows that using these faint natural 'tilt' stars and a laser guide star of a few Watts, Strehl ratios of greater than 0.25 should be achievable over more than half of the total sky, dramatically increasing the potential for adaptive optics.

4.4.3 Scattering Mechanisms

So far, we have considered a generic guide star laser, and have not discussed power requirements, spectral requirements or temporal pulse formats. These last three factors all play a major role in the choice of the laser, and types of adaptive optical systems which can be used.

The type of artificial guide star AO system to be implemented depends on the scattering mechanism which the wavefront sensor will observe. There are two relevant types of scattering to be considered, Rayleigh Scattering and Resonance Scattering.
Rayleigh Scattering In 1871 Lord Rayleigh devised a theory of the scattering of sunlight based on small molecular oscillators. Using dimensional arguments, he correctly deduced that the energy scattering probability had to be proportional to $1/\lambda^4^{[42]}$. Though the derivation of the details of the scattering coefficients would require the Quantum Theory of Planck, Rayleigh's theory accurately (if qualitatively) explained the commonplace observations of blue skies and red sunsets.

For the mostly-diatomic atmospheric gas constituents ($N_2$ and $O_2$) the molecular oscillation resonances are in the ultraviolet region of the spectrum. In the visible portion of the spectrum, the nearer to the UV resonance, the higher the scattering probability. Hence, blue is scattered much more strongly than green, which is scattered more than yellow, etc. A simple model of Rayleigh scattering is developed in Appendix B.

To be useful as guide star lasers, Rayleigh beacons generally must be pulsed, and the returned light must be gated to generate effective point sources. Furthermore, Rayleigh scattering drops off rapidly with altitude, providing bright scattering sources mainly for low altitude portions of the beacon. As a result, the cone effect is a major problem that must be overcome when using Rayleigh beacons.

Rayleigh beacons have some significant advantages, principally related to the easing of restrictions on guide star laser development. High energy, pulsed laser systems with good beam quality are commercially available, generally at reasonable prices. There is no requirement to maintain a specific wavelength, or spectral distribution. Finally, the nature of Rayleigh scattering drives the system toward the ultraviolet, where the beacons produced are not visible to the public, and do not contribute to the background in the bands of interest to ground-based astronomers.

Resonance Scattering Lidar measurements of the upper atmosphere have identified a region of the mesosphere in which atomic sodium (Na) is relatively abundant. This region is typically about 5 km in thickness (FWHM), and usually centered at about 90-
95 km altitude. Sodium happens to have a very high oscillator strength, which means that it can readily absorb and re-emit light of the right wavelength. This absorption-emission process is known as resonance scattering. While the absorption profile of a single atom is very narrow (about 10 MHz) the thermal velocity distribution of the sodium atoms shifts the resonance frequency for individual atoms in the rest frame of the observer, resulting in a much broader (about 3 GHz) continuous spectral resonance profile. We deal with the process of resonance scattering in much more detail in the chapter on guide star laser requirements, Chapter 5.

Guide star lasers based on the resonance scattering of sodium are much more difficult to develop, because such lasers have to maintain a particular frequency, and at high power, ideally should cover the entire Doppler-broadened distribution. However, there are some significant advantages to the use of these lasers over Rayleigh beacons. First and foremost, the height of the sodium spot significantly reduces the focal anisoplanatism from that of Rayleigh beacons. Furthermore, the height of the beacon also means there is much less focal correction to be applied in observing the science object. Finally, the spot produced is localized in the mesosphere, removing the requirement that the laser be pulsed and the return be gated. In other words, the guide star can operate continuously.
Chapter 5

GUIDE STAR LASER REQUIREMENTS

For the sodium layer to blaze
With a guide star which shines where we gaze,
We need feedback and gain,
And with legerdemain
We can cause our contraption to lase!

-WTR

To wring as much brightness as possible from the available atoms in the mesospheric sodium layer, it is necessary to understand the sodium atom, especially in the environment in which it exists. We will therefore concentrate on the physics of the sodium atom, followed by its characteristics in the rather cold, rarified conditions of the mesosphere. Next, we will consider the interactions of sodium atoms with the electric field of an optical wave using a semiclassical approach. The chapter concludes with the implications of various optical pumping schemes which help us understand the returns we can expect from different types of lasers.

5.1 The Sodium Atom

Sodium (Na) is a naturally occurring element with atomic number 11, consisting almost entirely of one isotope with a mass of 23 atomic mass units (amu). In its lowest energy state, its electronic structure has fully filled 1s\(^2\) (2 electrons), 2s\(^2\) (2 electrons) and 2p\(^6\) (6 electrons) shells, complemented by a single 3s valence electron. Thus, sodium sits at the far left side of the periodic table, among the group 1 alkali metals.
With filled inner shells, the non-valence electrons have very little opportunity to interact with other atoms; however, the lone valence electron is capable of strong interactions, resulting in a volatile hydrogen-like atom. This electron, being least strongly bound to the atom by the Coulomb force, is the prime candidate for optical excitation.

Interaction of low-intensity light and matter is generally an electronic interaction in which an atom absorbs energy from, and emits energy to the electromagnetic field. This process occurs in discrete quanta of the electromagnetic field known as 'photons' and at discrete units of energy associated with each photon. In this quantum description of light-matter interaction, the atom stores the absorbed energy by elevating one of its electrons to a more energetic allowed state. The reverse process also occurs, in which the atom with an energized electron emits this energy to the electromagnetic field.

The most important value associated with the calculation of the energy of an atomic transition is the principal quantum number \( n \), which serves to differentiate among the different eigenvalues and eigenstates that are solutions to the time-independent Schrödinger equation, \( \hat{H}\Psi_n = E_n\Psi_n \). In the case of sodium, the valence electron is in the ground state for \( n = 3 \), so the lowest transition involving the principal quantum number \( n \) would be to the \( n = 4 \) state. This does not, however, represent the lowest energy transition available. Within a single shell (given by a particular principal quantum number \( n \)) there are subshells involving different magnitudes of orbital angular momentum. These subshells are designated according to the orbital angular momentum quantum number \( l \) which can take on discrete integer values from \( l \in 0 \ldots n \). Likewise, the orientation of the orbital angular momentum is quantized such that its projection on a particular axis takes on discrete values \( m_l \hbar \) which have nominally identical (degenerate) energy eigenvalues. There are \( 2l + 1 \) such orientations, running in integer values from \( m_l \in -l \ldots + l \). Because of the splitting of this degeneracy when atoms are placed in a magnetic field, the \( m_l \) are often referred to
as the magnetic angular momentum quantum numbers. Each electron also has an intrinsic spin $s$ of magnitude $\frac{1}{2} \hbar$. The orientation of this spin, similar to the orientation of the $m_i$, is quantized according to discrete half-integer values $m_s$, and can take on values of $\pm \frac{1}{2} \hbar$. Finally, the orbital angular momentum and spin angular momentum of an electron interact resulting in different energy values when these angular momenta are aligned parallel or antiparallel. We designate this spin-orbit coupling (or L-S coupling) and identify its value according to the quantized value $j = l + s$, where $j$ runs from $|l - s|$ to $|l + s|$. The different states of electrons are designated according to 'terms' which follow the convention $n^{2l+\frac{1}{2}}$. Thus, for the valence electron of a sodium atom in its ground state, with $l$ antiparallel to $s$, we designate it as $3^{2}S_{\frac{1}{2}}$.

Transitions of the optically-active electron among the various available states are governed by the transition rules: $\Delta l = \pm 1$ and $\Delta m_l \in 0, \pm 1$ [58]. The first of these rules is a quantum statement of conservation of angular momentum. Since photons have an angular momentum quantum number of $l = 1$, then for the system to conserve angular momentum the atomic transition must enforce a change in the angular momentum of the atom by an equal and opposite amount, $-1$. Thus under the stated selection rule, in moving up from the $3s$ ground state ($l = 0$), a single transition must take the system to a $p$ state ($l = 1$) such as $3p$ or $4p$. From a $p$ state, the atom can then transition to either an $s$ state or a $d$ state ($l = 2$), but not to another $p$ state for which $\Delta l = 0$, nor an $f$ state for which $\Delta l = 2$. Thus, we see that from the $3^{2}S_{\frac{1}{2}}$ ground state, the atom is limited to the $3^{2}P_{1/2}$ and $3^{2}P_{3/2}$ transitions in the visible. The next transition to the $4^{2}P$ levels occurs at about 2853 Å in the ultraviolet [3]. This accounts for the fact that few visible lines other than the D$_2$ lines are seen in the spectrum of sodium, and they are very faint when observed. All other visible lines must result from transitions to and from states other than the ground state, and these are not well populated.

The second quantum selection rule, $\Delta m_l \in 0, \pm 1$, limits the number of available transitions to degenerate states. Without external influences (and for the moment
neglecting spin-orbit interactions), the energies of the optically active electron within a subshell are identical; the \( m_l \) values simply serve to identify different spatial orientations of the electron wavefunction that all belong to the same energy eigenvalue. However, the optically-active electron also has an intrinsic spin quantum number with a value of \( \frac{1}{2} \), and magnetic spin quantum number of \( m_s \in \pm \frac{1}{2} \). The angular momenta of the orbital and spin properties of the atomic system interact, and in such circumstances it is necessary to consider the combined total angular momentum \( j = l + s \) and total magnetic quantum number \( m_j \) which ranges from \(-j\) to \(+j\) in integral steps. One would anticipate that the energies associated with states in which the magnetic quantum numbers are aligned would be higher than those with states that are opposed, and this is indeed the case. This spin-orbit interaction (or L-S coupling, or Russel-Saunders coupling) accounts for the dominant feature of the \( 3S \rightarrow 3P \) transition, the separation of the line into the familiar \( D_1 \) and \( D_2 \) lines of the sodium spectrum. The \( D_1 \) line results from the transition \( 3S_{\frac{1}{2}} \rightarrow 3P_{\frac{1}{2}} \) at 589.593 nm, whereas the \( D_2 \) line at 588.995 nm is the result of the \( 3S_{\frac{1}{2}} \rightarrow 3P_{\frac{3}{2}} \) transition.

A more exact accounting of the energy levels of the sodium atom reveals the so-called hyperfine structure, which results from the electron-nucleus spin-orbit interaction. This in general is the result of aligned and anti-aligned configurations of the electrons' total angular momentum \( J \) and the nucleus' total angular momentum \( I \). The resultant total angular momentum for the atomic system is usually designated \( F \), where \( F = J + I \). With a nuclear angular momentum of \( I = \frac{3}{2} \), and a ground state angular momentum of \( J = j = \frac{1}{2} \), the ground states available to the sodium atom correspond to \( F = 1 \) and \( F = 2 \) in which the angular momentum vectors are opposed and aligned, respectively. The energy separation of these two states is 1.77 GHz [3], which accounts for the double-humped distribution of energy in the sodium \( D \) lines. A similar type of splitting of energy levels into \( F = 1 \) and \( F = 2 \) levels occurs for the first excited state with \( j = \frac{1}{2} \), the \( 3P_{\frac{1}{2}} \) state. However the magnitude of the splitting is only 188.6 MHz, nearly an order of magnitude smaller. For the excited
The lifetime of the sodium atom in the excited $3^2p$ state is reported to be $\tau_0 = 16$ nsec [70], and it has two very significant consequences for guide star laser development. First, the lifetime determines the rate at which decay from the excited state occurs,
FIGURE 5.2. The effective cross-section of an individual atom is reduced as the stimulating radiation is shifted from the resonant frequency. The result is a Lorentz absorption profile. Here we see the effective cross-section of a single Na atom to stimulating radiation offset from the resonance frequency (Hz).

and thus, along with the absorption cross-section, determines the saturation intensity of the sodium layer. Second, the lifetime broadening dictates the spectral width of a 'velocity class', which determines the number of atoms which can be excited within a given narrow spectral band. It thus determines the brightness of the resulting guide star.

The spectral cross-section of a given sodium atom in the two-level atom model can be derived from the small-signal spectral absorption coefficient $\alpha_0(\nu)$ [98]

$$\sigma_0(\nu) = \frac{\alpha_0(\nu)}{N}$$

$$= \frac{\hbar \nu \varphi^2}{nc_0 \hbar^2 (\nu_0 - \nu)^2 + \gamma^2}$$

a Lorentz function, where $\gamma$ is the upper level spontaneous decay rate, $\varphi$ is the dipole transition matrix element for our two-level atom, and $\nu$ and $\nu_0$ are the exciting and resonance frequencies, respectively. The results, normalized to the observed absorption cross section is shown in Figure 5.2.
Derivation of the lifetime broadening of the transition [100] based on this lifetime results in a FWHM line width of

\[ \Delta \nu = \frac{1}{2\pi \tau_0} \]
\[ = 10 \text{ MHz} \]

which is represented in Figure 5.2. We can interpret this as an absorption probability function, where the probability that a single sodium atom in a 1 m² area will absorb a single photon incident at some point within that same area will be \(1.7 \times 10^{-13}\) if the photon energy is on resonance. Off resonance, the probability drops quickly.

5.2 Thermospheric Sodium

5.2.1 Height and Abundance

Within the earth's thermosphere there is a region of concentrated sodium atoms, with concentrations that usually peak at heights between 90 and 95 km\(^9\)\(^5\)\(^1\). This layer of sodium is thought to be deposited by meteors captured in the earth's gravitational field. This is the region in the atmosphere where considerable aerodynamic heating of falling bodies takes place, providing the opportunity for materials near the surfaces of meteors to be vaporized.

The density of the atmosphere at this altitude is approximately \(7 \times 10^{19} \text{ m}^{-1} \)\(^2\). Through atmospheric LIDAR measurements, Papen et al. [95] has reported integrated column densities of approximately \(4.3 \times 10^9 \text{ cm}^{-2}\), with layer thicknesses (RMS) of 4-5 km. Our own measurements in the region [36] resulted in an annual mean of \(3.7 \times 10^9\) atoms \(\text{ cm}^{-2}\) at Kitt peak and with ranges from \(2 \times 10^9\) to \(6 \times 10^9\) atoms \(\text{ cm}^{-2}\) at Mt. Hopkins.

It is important to note that the column density is quite variable [38] [80] [36]. Average season-to-season variability appears to be a factor of about three, similar
to the nightly variability. The abundance is reported to be higher during the winter months, though the data reported by Ge [36] do not necessarily bear this out.

5.2.2 Sodium Temperature and Doppler Broadening

The mesospheric sodium has been observed to be in local thermal equilibrium at a temperature of approximately 200K [70] [95]. At the low pressures of the atmosphere here, collision broadening and natural broadening of the sodium lines are negligible compared with the Doppler broadening of the thermal population.

Doppler broadening is the result of the motion of atoms in the direction of the laser radiation. An atom moving toward the laser source will have its resonance energy blue-shifted somewhat, while an atom moving away will experience a red-shift. The Doppler-shifted spectrum of a single perfectly narrow resonant line is given by

$$ D(\nu - \nu_0) = \frac{1}{\sqrt{2\pi(\delta\nu)^2}} \exp \left( -\frac{(\nu - \nu_0)^2}{2(\delta\nu)^2} \right) $$  \hspace{1cm} (5.5)

where $\delta\nu$ is the FWHM of the distribution, given by

$$ \delta\nu = \nu \sqrt{2 \ln 2} \sqrt{\frac{kT}{Mc^2}}. $$  \hspace{1cm} (5.6)

In this last equation, k is Boltzmann's constant, T is the temperature of the sodium atoms, M is the sodium mass and c is the speed of light.

At the thermal velocity of sodium atoms in a gas, this shift can be appreciable. The broadened line of a 200 K distribution of sodium atoms about the F=2 ground state peak of sodium is shown in Figure 5.2.2. Here we show the number of atoms that are available per unit frequency of the stimulating radiation, normalized to the total column density of atoms of $4.3 \times 10^9 \text{cm}^{-2}$.

Because the width of the inhomogeneous Doppler broadening exceeds that of the natural broadening by over two orders of magnitude, dominates the profile and
5.3 Sodium Saturation

Without any radiation, all of the mesospheric sodium atoms may be assumed to be in the ground state, so the so-called 'small-signal' absorption coefficient $\alpha_0(\nu)$ to a single photon of frequency $\nu$ is

$$\alpha_0(\nu) = \sigma(\nu)NI$$  \hspace{1cm} (5.7)

where $N$ is the number density of absorbers and $l$ is the length of the interaction distance. For this number density, one must consider that the effect of Doppler broadening drastically reduces the total number of atoms available to be excited at
any given frequency $\nu$. The total number of atoms within spectral excitation range, integrated through the length of the sodium layer was presented in Figure 5.2.2. For a laser with an infinitely narrow spectrum operating at the peak of the Doppler-broadened distribution, this integrated number density is about 18000 available atoms per Hz of frequency. Since the broadening $\Delta \nu$ of a single atom is $10^7$ Hz, and its absorption cross-section at line center is $\sigma(\nu) = 1.7 \times 10^{-13}$ m$^2$, the small-signal absorption probability that results is only 3.0%. Without considering polarization effects, this is the highest efficiency that we can hope for from the guide star laser.

As the incident power increases, there is no longer an infinitesimal number of atoms in the excited state, so the effects of saturation begin to manifest themselves. In this case, we must consider the reduced number of atoms in the ground state which can absorb the incident light, and the increased number of atoms in the upper state which can be stimulated to emit, effectively a process of anti-absorption. If the ground and excited states are labeled $a$ and $b$ with number densities $N_a$ and $N_b$, respectively, then the general absorption coefficient is given by

$$\alpha(\nu) = \sigma(\nu)(N_a - N_b)l. \quad (5.8)$$

We can establish a saturation intensity $I_{\text{sat}}$ which is the intensity at which the absorption coefficient has dropped to half of the initial (small signal) absorption. Using this value, the absorption function can be written

$$\alpha(I) = \frac{\alpha_0}{1 + I/I_{\text{sat}}}. \quad (5.9)$$

At low laser intensities the absorption coefficient is essentially the small-signal absorption coefficient, and absorption of the guide star laser is at a maximum (for steady state excitation). As the guide star laser intensity is increased, the absorption of the sodium layer is 'bleached', resulting in less efficient absorption. This elucidates one of the difficulties of artificial guide star generation: the brightness of the guide star is linearly dependent on the number of atoms in the upper state $N_b$, but to increase
the number of atoms in this state requires more and more power, most of which is wasted through induced transparency of the sodium layer.

From information already introduced, we can easily derive the saturation intensity for specific circumstances. Since the absorption function is half of the small-signal absorption coefficient at the saturation intensity, this then implies that $N_a - N_b$ must be half of $N$. With $N = N_a + N_b$, then

$$N_b = N - N_a$$  \hspace{1cm} (5.10)  

$$= N - (N_b + N/2)$$  \hspace{1cm} (5.11)  

$$= N/4.$$  \hspace{1cm} (5.12)  

At saturation intensity $I_{sat}$, the decay rate from the excited state must be

$$\frac{dN_b}{dt} = -\frac{N_b}{\tau_0} - I_{sat}N_b\sigma + I_{sat}N_a\sigma$$ \hspace{1cm} (5.13)  

in which the first term on the right of the equal sign is the spontaneous emission from the excited state, the second term is the stimulated emission, and the final term is the excitation from the ground state to the excited state. In steady state, $\frac{dN_b}{dt} = 0$, so the resulting solution is

$$I_{sat} = \frac{1}{2\sigma(\nu)\tau_0}.$$ \hspace{1cm} (5.14)  

With the stated lifetime of 16 nsec and the line-center absorption cross section of $1.7 \times 10^{-13} \text{m}^2$, the line-center saturation intensity is roughly 62 W/m^2/sec. At this intensity, the absorption coefficient of the sodium layer is half that of the small signal absorption coefficient, or 1.5%.

### 5.4 Implications for Guide star Lasers

In general we want the brightest possible guide star we can attain in a given spot of the sodium layer, and that implies avoiding the inefficiency of sodium saturation as
much as possible. Avoiding this saturation can be done in two ways: by increasing the duty cycle of the laser, and optimizing the spectral output of the laser. We deal with each individually here, though in the end, they are often related by Fourier transform; i.e. the minimum spectral width is related to the temporal extent of the pulse.

5.4.1 Temporal Considerations

To first order, saturation of the sodium layer is directly dependent on the intensity of the stimulating radiation, not the average power. However, we ultimately care about the power absorbed by the sodium layer. Thus it is in our interest to increase the 'duty cycle' (the ratio of time during which the laser is radiating to the cycle time) as much as possible. In this case, a CW laser with a duty cycle of unity will result in the least amount of saturation, and the greatest efficiency for guide star brightness. This is one of the reasons that the most successful guide star lasers to date have been CW dye lasers.

Unfortunately, this does not bode well for development of solid state lasers based on nonlinear optical frequency conversion techniques. These techniques by definition rely on the nonlinear properties of certain materials that are observable only at very high intensity levels. The preferred way of achieving these high intensities is to concentrate all of the power into short pulses. This is exactly what we wish to avoid in the final output laser. The only other practical method of achieving high intensity in the nonlinear laser elements is to recirculate the lasing power many times in a high finesse cavity, but this is much less common and much more sensitive to minor losses.

There are a few temporal methods of increasing the peak intensity for nonlinear conversion: Q-switching, mode-locking and cavity-dumping. Of these, the most common is Q-switching which uses the lifetime of the gain material to store large amounts of energy. For Nd:YAG, by far the most common high-power solid state
laser, Q-switched pulses are typically around 10 nsec long, and rep rates of 10-50 kHz are possible. From this we can estimate an upper limit to the effectiveness of the laser. Assuming we obtain 10 W of average power at 50 kHz, then each 10 nsec pulse has a peak power of 20 kW. If this power is focused into a diffraction limited spot of area 0.3 m², then the intensity is roughly 1000 times the saturation intensity. We would thus expect roughly half of the atoms in the velocity class (10⁴ atoms/m²/Hz \times 10⁷ Hz \times 0.3 m²) or 3 \times 10^{10} atoms each to absorb a photon, for a total absorbed energy per pulse of 10⁻⁸ J. The average absorbed power would thus be 0.5 mW, about a factor of 200 less than that obtained with a 3 W CW dye laser. This is clearly not a viable guide star laser.

Though the duty cycle of Q-switched lasers puts them at a significant disadvantage, they are not necessarily beyond consideration. Short pulses at comparatively low repetition rates offers the opportunity for using multiple temporally interleaved lasers. Such lasers could be fired sequentially, and mechanical systems of rotating mirrors or electro-optical systems of polarization combining by using Pockel cells could be used to align the beams. The sequencing electronics and beam combining optics make the system more complex and, as is often the case, with complexity comes risk. Also, the individual lasers would have to be inexpensive enough to make up for the low duty cycle.

Nevertheless, this concept has a number of advantages which may make it attractive enough to attempt. First, since the individual pulses have already been shown to be well above the saturation level, each of the individual lasers can be operated at a relatively low power, altogether avoiding the problems of thermal lensing, thermal damage, and heat dissipation inherent in high power laser systems. Second, at low power each of the individual lasers can be made much less expensive by using standard laser rods, end pumped by single-stripe diode lasers. The simplicity and redundancy of the design allows for limited supplies of all laser parts to be kept on hand for repair and replacement at low cost. Finally, the redundancy of the system
provides robustness in which failure of one or two of the independent lasers does not significantly hinder the ability of the laser to produce a guide star. The conceptual design of a simple, yet elegant system based on Q-switched intracavity Raman lasers is presented in the concluding chapters.

Mode locking is another way of increasing the intensity of the beam for non-linear conversion, but maintains a rep rate that is many orders of magnitude higher than Q-switching. The pulses obtained from mode locking have a width that is determined by the transform-broadening of the gain width of the laser, and a rep rate determined by the round-trip cavity length. With mode locking, pulses of about 20 psec are common, while pulse repetition frequencies of about 100 MHz are normal[53]. These values indicate duty cycles in the range of 0.1 to 1.0%, significantly higher than the duty cycle associated with Q-switching. The drawback to this is that this greatly reduces the intensity required for efficient nonlinear conversion. While this can be overcome by recirculating most of the power through sync-pumping until there is sufficient intracavity intensity to maintain high efficiency, it requires temporal and spatial overlapping of the pump and recirculating pulses over many orders, and is subject to frustration by even slight cavity losses. Another major drawback to the use of mode-locked lasers for guide star generation is that the transform broadening of the 20 psec mode-locked pulse is on the order of 20 GHz, over an order of magnitude larger than the desired 500 MHz-wide pulse. Without some kind of compensation, the vast majority of the laser energy would be wasted.

Generation of guide star pulses at 100 MHz frequencies opens up some interesting possibilities for guide star studies. At this rate the pulses would be generated faster than the excited sodium atoms can decay, resulting in effects which are expected to be similar to the combination of a CW laser and pulsed lasers [69] [71].

The final method of creating short, intense laser pulses is cavity dumping, in which the lasing energy is stored in the electromagnetic field of a high-Q cavity, and periodically released. Typical pulse widths of about 1 nsec can be created this way,
at repetition rates of up to several MHz [53]. This method of pulse generation may be the best compromise for guide star lasers, though it is the least common of the various pulse generation techniques. The duty cycle is high enough (0.1-1.0%) to generate reasonably bright stars, while the pulse width is properly transform-broadened (500 MHz) to match the width of the peak of the mesospheric sodium line.

The problem associated with using cavity dumping is that the field intensity attains high levels within the cavity for pulses of any appreciable power and all elements within the cavity must be capable of withstanding these intensities virtually continuously. Furthermore, the intensity buildup will be limited at some point by cavity losses such as diffraction, surface scattering or mirror leakage which constrains the power to relatively low levels [63].

In conclusion, the saturation characteristics of the sodium layer complicate the problem for the application of solid-state laser systems. Commonly used nonlinear methods of frequency conversion cannot be blindly applied with respect to creating an effective guide star laser. However difficult these problems are, they are not insurmountable. Cavity-dumped and interleaved Q-switched systems are particularly interesting in their application to the problem, both showing potential for reasonably efficient, bright guide star returns.

5.4.2 Spectral Considerations

Another way of avoiding saturation of the sodium layer is to spread the laser energy into a spectrum significantly broader than the 10 MHz natural linewidth of sodium. At low power, concentration of the energy into a single velocity class tuned to the sodium D2 peak is advantageous because it allows for the concentration of the power at the peak of the sodium absorption. However, when the absorption begins to bleach, the neighboring velocity classes are still strongly absorbing, so spreading the energy into those velocity classes will continue to brighten the guide star. If the 63% of
the sodium atoms normally in the $F = 2$ state (in all velocity classes) could be made to absorb and emit continuously, they would absorb (and thus emit) a total of $1.7 \times 10^{21}$ photons per second, or almost 600 W of power over a square meter of sky. Compared with the absorption saturation of 62 W/m$^2$ for narrow-line excitation, this demonstrates the potential of spectral broadening.

Broadening the spectrum too much, however, results in more inefficiency. With fewer atoms in the tail of the velocity distribution, there is little incentive to put significant amounts of power into these regions. With a total width of about 1 GHz, it is most advantageous for us to concentrate the energy into the central 500 MHz, avoiding the inefficient wings of the distribution. The potential also exists to excite the atoms in the $F = 1$ peak of the $D_2$ line, possibly with a second laser, but this is only advantageous after the center of the $F = 2$ peak has been saturated.

Fortunately, the nonlinear methods of frequency conversion we are considering add some spectral broadening to the laser output, as already discussed. This broadening can be controlled by controlling the finesse of the laser cavity and internal tuning elements.

The saturation value of 62 W/m$^2$ derived above was for a single velocity class of the Doppler-distributed sodium response. A Q-switched laser producing peak powers of $6 \times 10^4$ W/m$^2$, would only have about 0.5 mW absorbed, as derived above. However, spreading this energy evenly into a band of 500 MHz (about 50 10 MHz velocity classes) would boost the absorbed power by a factor of about 25. Thus we can expect a bit more than 10 mW to be absorbed, which is still nearly an order of magnitude below our ideal dye laser. The low duty cycle of Q-switching continues to plague us. The combination of the interleaved Q-switched laser and spectral broadening begins to approach conditions in which the sodium guide star brightness can exceed the brightness of our ideal dye laser. By using 25 interleaved Q-switched lasers operating

\footnote{The efficiency off-resonance drops because there are fewer atoms in the off-resonance velocity classes}
at 10 kHz, each broadened to a spectral width of 500 MHz, we can access a total of $25 \times 10^7 \times 10^4$ atoms 250000 times each second for a total absorption of $6 \times 10^{17}$ photons/sec/m$^2$, or 0.2 W. This is more than twice the power our absorbed from our hypothetical dye laser, and thus in the realm of interesting possibilities.

5.5 Review of Sodium Guide Star Lasers

Work in development of laser guide stars for military purposes has been ongoing for almost two decades, though most of that time the work was performed in secret [33]. The initial idea for a guide star came in 1981 from Julius Feinleib as he watched a LIDAR system probing the sky above the telescopes rimming the Haleakala crater in Maui. It wasn't long before the idea of resonant backscatter from the sodium layer occurred to Happer [41]. The early 80's saw experimentation by the military with both Rayleigh beacons and resonant sodium stars, confirming the rapidly developing theory of laser guide star adaptive optics and validating the approaches. Then, in 1985, Foy and Labeyrie [28] suggested Rayleigh and sodium beacons in the open literature, and the astronomy community began to get involved in laser guide star development.

During these last two decades, several sodium guide star lasers$^2$ have been developed and tested at telescopes. A summary of some of the most important work in the area is provided in Table 5.1. Specific findings of these research systems is mentioned in the following paragraphs.

There was significant effort at Lawrence Livermore National Laboratory in the early 1990's directed toward adaptation of their AVLIS laser technology to sodium guide star demonstration and production [4][5]. Their initial efforts projected a pump-pulsed dye laser of remarkable power (1100 W) into the skies above the Laboratory.

$^2$Since almost all of my work has been directed toward development of a sodium guide star laser, we choose to focus on those types of lasers here to the exclusion of the work done in development of Rayleigh beacons.
<table>
<thead>
<tr>
<th>System</th>
<th>Power (W)</th>
<th>GS Mag</th>
<th>$\Delta \nu (GHz)$</th>
<th>Duty Cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLNL</td>
<td>1300</td>
<td>5.1</td>
<td>3</td>
<td>0.00083</td>
</tr>
<tr>
<td>Lick</td>
<td>20</td>
<td>7.0</td>
<td>1.5</td>
<td>0.0017</td>
</tr>
<tr>
<td>ChAOS</td>
<td>5</td>
<td>9.3</td>
<td>1</td>
<td>0.07</td>
</tr>
<tr>
<td>UA(Coherent)</td>
<td>2.7</td>
<td>9.85</td>
<td>NA</td>
<td>1</td>
</tr>
<tr>
<td>UA(LLNL)</td>
<td>1.7</td>
<td>10.4</td>
<td>3 $\times$ 0.01</td>
<td>1</td>
</tr>
<tr>
<td>UA(Spectra)</td>
<td>1.2</td>
<td>12.5</td>
<td>NA</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 5.1. Summary of Sodium Guide Star Lasers**

The laser is a chain of copper-vapor lasers pumping a dye laser chain in a master-oscillator power-amplifier (MOPA) system. The laser emits pulses of 32 nsec duration at a repetition rate of 26,000/sec, resulting in a duty cycle of 0.083%. To extend the duty cycle of the system, a pulse stretcher was developed which each large pulse into a time-sequenced group of 16 pulses, but the system was never implemented. The output of the system has a spectral broadening of 3 GHz to cover the entire Doppler spectrum. In operation, this system produced a guide star with a magnitude of 5.2, bright enough to be visible to the naked eye. The high power of this laser easily saturated the sodium layer, and the high intensity led to bright excitation of the edges of the spot, generating a sodium guide star of 7 arc sec FWHM.

Soon thereafter, a project to place a 20 W dye laser on the 3 meter Shane telescope at the Lick Observatory began to produce results [79][62][34][30]. This was also a dye laser, pumped by fiber-coupled, frequency-doubled, flashlamp-pumped Nd:YAG lasers. It operates with 150 nsec pulses at 11 kHz, and is electro-optically phase modulated to broaden the lasing spectrum to 1.5 GHz. Though capable of operating above 18 W, normal operation is at 7 W because of the high-power degradation of the beam and associated poor quality of the generated sodium guide star. This reduction in power is reported to cause an improvement in the spot size from 2.97 arc sec to 1.74 arc sec [34]. Under different conditions, they claim to have generated laser spots of $\approx 2$ arc sec with astronomical magnitude in the visible band of $m_V = 7.0$ [62].
The only solid-state lasers to be used in generating sodium guide stars are the sum-frequency lasers developed by Jeys at Lincoln Labs [46][96]. These lasers make use of the fortuitous combination of energy in the 1064 nm and 1319 nm lines of Nd:YAG, which when summed generate the 589 nm sodium wavelength. They use QCW laser diodes to pump Nd:YAG slabs which are synchronously mode-locked. The resulting pulses are of the 'macro-pulse-micro-pulse' format which ultimately generate power at a duty cycle of almost 7%. The macro-pulses are approximately 170 μsec long, and are pulsed at 400 Hz. Because the mode-locking period of 10 nsec is shorter than the sodium relaxation time of 16 nsec, the laser is essentially CW within a single macro-pulse[71]. The most experience with these lasers has been obtained by the AO group at the University of Chicago. Though they claim output power of 8 W in the lab, the best they were able to obtain at the Dunn Solar Telescope was 5 W. Of this, only 1.1 W was projected on the sky, which resulted in guide stars of magnitude \( m_V = 9.3 - 10.5 \) using circular polarization. One advantage to this system is that the spot size was small, typically 1.3-1.5 arc sec, with a profile that was more sharply peaked than the profile of an actual star[96].

Researchers at the University of Arizona evaluated three CW dye laser systems at the Multiple Mirror Telescope (MMT) in southern Arizona in 1993-1994, and generated sodium guide stars with magnitudes from \( m_V = 9.85 - 12.5 \) over a period of nine months. Two of the lasers were commercial ring cavities, while the third was a standing-wave z-cavity from Lawrence Livermore National Laboratory. The output power, tuning stability and operational characteristics of the three lasers were significantly different, leading to the choice of a laser based on the design of a Coherent 899 ring dye laser for the MMT operations. These results demonstrated that much lower laser power could be used effectively to produce guide stars comparable to those of much higher power lasers by judicious and efficient use of tuning and duty cycle.

In addition, laboratory lasers have been developed for testing and demonstrating other concepts which hold promise to production of guide star lasers. In 1996, TRW
demonstrated the first Raman laser tuned to the sodium D\textsubscript{2} line. This laser used a 5 Hz long-pulse, 134 MHz mode-locked Nd:YAG laser to synchronously pump an intracavity-doubled Raman laser, based on the 912 cm\textsuperscript{-1} Raman shift of CaWO\textsubscript{4}. Their report claims a Raman conversion efficiency of 14.5%, but the average power output was not reported.

In 1998 Murray et al. [74] reported development of an intracavity Raman laser tuned to 1.178 \textmu m and doubled to 589 nm. Their laser made use of a Q-switched Nd:YAG with an intracavity CaWO\textsubscript{4} Raman crystal which generated up to 480 mW in 6 nsec pulses when Q-switched at 10 kHz.

Since then, development has been limited. The Gemini project office put out a request for quotation for a guide star laser, but their requirements were so elaborate that the cost associated with the responses deemed technically qualified were well beyond their budget. Since then, they have awarded small development contracts to demonstrate the feasibility of some concepts, but an actual, new guide star laser has not been developed. Meanwhile, development of a large, complicated dye laser system for the Keck observatory similar to the Lick observatory laser is progressing. These lasers are very expensive though, both in development costs, equipment costs and operational costs. Off the cuff estimates for these systems are reported to be in the range of millions of dollars [29] but even this probably ignores the high development overhead costs associated with the program. Nevertheless, the Keck telescope is progressing with development of this system, demonstrating that the need for a powerful guide star laser has not diminished, and that the well-endowed AO systems are willing to pay dearly to have them.
Chapter 6

DYE LASER DEVELOPMENT

6.1 Background

Because of its ability to produce some small amount of power at any desired wavelength within a broad continuous band, the dye laser has been a common source for producing a sodium guide star[45][39][32]. It can be tuned to the 589 nm $D_2$ transition of sodium, and can produce enough power (3 W) to excite a star of roughly 9th magnitude for use as a probe source in AO correction[45].

At the Multiple Mirror Telescope (MMT) we have been using a locally developed dye laser [88]. The gain medium in our dye laser is an organic dye, Rhodamine 6 G, which absorbs strongly in a broad band about 500 nm, and emits in a broad band centered at 590 nm. The dye molecules are carried in a liquid medium of 3 parts ammonyx (soap solution) and 1 part ethylene glycol. The mixture is cooled to near 0 C to minimize the thermal expansion of the dye which limits the pump intensity and also to reduce the tendency of the dye to foam. The cooled mixture is forced through a laminar-flow nozzle by a centrifugal dye pump which operates at pressures up to about 80 psi. The nozzle produces a 140 $\mu$m thick dye jet held at Brewster's angle near the concentric focus of the laser cavity. The original Z-cavity laser was developed based on a design from Lawrence Livermore National Labs [45], and was capable of generating 3 W of tuned power at the sodium $D_2$ resonance. However, cavities making use of a standing-wave resonator suffer from spatial hole burning, limiting the single longitudinal mode output power and causing the laser frequency to run multi-mode, which is less efficient for guide star generation.
6.2 Ring Laser Development

To counter the problems associated with the standing-wave cavity, we converted our laser cavity to a ring-cavity design, based on the 'bow tie' resonator in Figure 6.1. Ty Martinez did the initial design of this laser by developing a merit function in Zemax which would, among other things, recreate the same wavefront position and curvature on repeated transits of the cavity. The mirror angles were chosen to eliminate the system astigmatism (when the astigmatic compensator is inserted), and the distances were chosen to reproduce the initial Gaussian beam parameters using stock 50 mm laser mirrors. Finally, the dye jet and astigmatic compensator were constrained to be at Brewster's angle to minimize losses of the p-polarized cavity beam. This causes the output beam to be linearly polarized in the horizontal axis.

The laser is pumped with a continuous-wave 30 W argon ion laser. Pumping was initially performed using a side pumping mirror, bringing the pump beam in at an angle of 12 degrees with respect to the cavity beam.

Constraining the ring cavity to oscillate in one direction around the ring is necessary to concentrate the output power into a single direction. Otherwise, two output beams will result at the tilted output coupler. To achieve one-way oscillation we
made use of a Faraday rotator and optical derotator. The Faraday rotator has Brewster surfaces oriented to pass the P polarization losslessly. The glass comprising the rotator has a high Verdet constant, and a 4000 Gauss magnetic field is applied in the glass parallel to the beam propagation direction. This imparts a rotation of about 4 degrees to the polarization about the propagation axis. An equal amount of rotation results from the intrinsic optical activity of the thin quartz optical derotator element. For the quartz element, the direction of rotation is determined by the direction of propagation of the beam, whereas for the Faraday rotator, the direction of rotation is determined by the magnetic field. In this way, the wave propagating clockwise around the cavity first encounters the optical derotator which rotates the polarization by 4 degrees, and then encounters the Faraday rotator which counterrotates the polarization angle for a net zero rotation. A beam propagating counterclockwise encounters the Faraday rotator which rotates the polarization angle 4 degrees, and then encounters the optical derotator which rotates the polarization another 4 degrees in the same direction for a net rotation of 8 degrees. With the many Brewster surfaces in the cavity, the losses for the beam with a net rotation are much higher than the losses for the beam with no net rotation. The counterclockwise wave is therefore quickly quenched, making all of the power available to the clockwise rotating wave.

Tuning the ring laser to the sodium $D_2$ line is generally performed with the same tuning elements used in a typical standing-wave dye laser cavity; three birefringent filters situated at Brewster's angle successively narrow the lasing line. Rotation of the birefringent filters results in a wavelength dependent variable phase delay between the ordinary and extraordinary waves. At the far end of the crystal, the wavelengths for which these waves add constructively pass unattenuated, and thus are preferentially selected in the cavity. A succession of thicker birefringent filters is used to narrow the laser band to about 1.0 GHz. After that, uncoated fused silica etalons of thicknesses 2 mm and 5 mm are used to select a single collision-broadened lasing mode of about 10 MHz width. Spectral monitoring of the output beam is performed by directing
some of the light leaking through one of the cavity mirrors to an optical fiber which feeds an R=700,000 echelle spectrograph. For fine frequency resolution, some of this light can be directed into a Fabry-Perot interferometer with a finesse of 30.

The output beam quality of this laser, while adequate, suffered somewhat at high power. The following images were taken at an output power of 3.4 W (tuned to 589 nm) operating the laser near our maximum dye pressure of 80 psi. The pupil and image on the sky are shown in Figure 6.2. The illumination of the beam projector pupil is clearly less than optimum. Some of the light is clipped on the right edge and at the top and bottom of the pupil. However, the far field image was generally good, regardless of the beam projector pupil illumination. The sky image is the result of 6 images from the 6 apertures of the old MMT, superimposed at the image plane. We suspect that the elongation is the result of imperfect overlap of the images. In general, we expect an elongation of about 0.6 arc seconds for a mirror displaced by 2 m from the beam projector, and a sodium layer extending from 80 to 90 km above the telescope. However each mirror would generate an image with an elongation in a different direction, such that when overlapped, the contributions of elongations would be roughly symmetric.

6.3 Power Optimization

Dye lasers are generally designed to work over very wide wavelength ranges, and thus are not necessarily ideal for maximizing the gain and reducing the losses at the specific wavelength required for a sodium guide star. Our efforts were directed toward reducing the most significant losses in the pump beam to maximize the power output for our desired wavelength of 589 nm.

Except for certain high-power pulsed dye lasers funded by classified Department of Defense and Department of Energy programs, there has been little progress in pushing the power of the laser beyond the 3 Watt limit obtainable in situ. The upper
Figure 6.2. Pupil illumination pattern (left) and far field image (right) of the dye laser at maximum power. One arc second on the sky corresponds to 60 pixels.

Limit to power in a dye laser using Rhodamine 6G was recognized by Jonston[48] as the result of thermal blooming in the dye stream when excited by the Argon ion laser. Quantum losses in the dye result in heat which causes a rapid expansion of the dye solvent (ammonyx-ethylene glycol mixture), spoiling the uniformity of light propagation through it. The expansion of the liquid is greatest in the center, and results in a negative lensing effect which defocuses both the pump beam and the dye beam.

6.3.1 End Pumping

One significant source of loss in the original ring-cavity design results from an inefficient pumping geometry. As was seen in Figure 6.1, the argon ion laser pumps the dye jet at a different angle from the beam angle in the resonator cavity. The minimum angular difference for our configuration is 12 degrees, being limited by the
f-numbers of the mirrors used to focus the pump beam and the cavity beam. This has two deleterious effects. First, since the dye jet is oriented at Brewster's angle in the cavity beam, it thus cannot be at Brewster's angle in the pump beam. This results in a reflection loss of the pump off the front surface of the dye of 0.59%.

Much more serious is the overlap loss which occurs when portions of the argon-ion laser beam pump volume elements in the dye which do not lie within the volume of the cavity beam, as shown in Figure 6.3. This represents the two beams crossing at an angle in the middle of the dye jet. The area of overlap is the only portion of the area in which the pump beam excites the dye, and the volume of excited dye resides within the cavity beam and can thus be stimulated to emit coherently. The resulting loss was estimated by modeling both beams as narrow cylinders with Gaussian beam intensity profiles. The output beam intensity amplification for any particular volume element within the dye jet is linearly proportional to both the pump beam intensity (assuming we are well below dye saturation) and the cavity beam intensity. Thus, the proportional overlap loss can be calculated as

\[
\frac{I(\theta)}{I(0)} = \frac{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-2\left(\frac{\sqrt{x^2+y^2}}{r_c} + \frac{\sqrt{(x-[\pi/2]\sin\theta)^2+y^2}}{r_p}\right)} \, dx \, dy}{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-2\left(\frac{\sqrt{x^2+y^2}}{r_c} + \frac{\sqrt{x^2+y^2}}{r_p}\right)} \, dx \, dy}
\]

(6.1)

where \(I(\theta)\) is the intensity at overlap angle \(\theta\), \(r_c = 20\mu m\) and \(r_p = 20\mu m\) are the
$1/e^2$ radii of the cavity and pump beams, $\theta$ is the angle of the pump beam with respect to the cavity beam, $\alpha = 0.01 \mu m^{-1}$ is the attenuation coefficient of the pump beam through the dye, and $t = 200 \mu m$ is the thickness of the dye jet along the cavity beam which propagates in the $z$ direction. The result of this integration is seen in Figure 6.4 where we see that for our nominal input angle of 12 degrees ($\theta = 0.21$) the overlap efficiency has dropped to nearly 75% of its co-aligned value. Thus, there is the potential of 1/3 more power out of the system if a method can be found of aligning the pump and cavity beams.

This was achieved by fabricating a high-quality dichroic mirror for use in the dye laser. The mirror is a high reflector (> 99.5%) at the 589 nm sodium wavelength, but has a transmission of > 95% at the wavelengths of the argon-ion pump laser (488 nm - 514.5 nm). The mirror is made of fused silica, and because of the concavity of the mirror surface, acts as a slightly negative lens element for the pump beam. The pump beam is focussed through the dichroic mirror by a 100 mm achromat mounted in a 5-axis mount. Because of the fine degree of motion of the output pump beam that is attained with the positioning of this lens, it is used as our primary control over the focus and translation of the pump beam in the dye jet. The tip and tilt axis of the lens are controlled to match the astigmatism of the pump beam to the residual astigmatism (after the astigmatic compensator) of the cavity beam.
The result of this end-pumping arrangement appears to be an approximate power boost of almost 15%. Control of the location and focus of the pump beam is significantly simpler with this arrangement, and allows for a wider range and more convenient adjustment than the pump mirror did. One minor drawback of this arrangement is that there is still a residual 5% reflection of the 514.5 nm argon ion pump beam from the mirror surface of the dichroic mirror. This reflection is then refocused through the pump lens to a narrow beam which requires caution.

6.3.2 Faraday Etalon

In any laser system, the cavity power density (and consequently, the output power) varies exponentially with the negative of the losses [99], so minor reductions in the intra-cavity losses can yield substantial gains in the output power. This is especially true for lasers with relatively high degrees of feedback (> 90%). Efficient power extraction requires that the losses of all of the many elements of the laser be driven as low as possible. All mirror surfaces are dielectric high reflectors with the exception of the output coupler. Most surfaces within the cavity, including even the dye jet, are situated at Brewster's angle which effectively minimizes loss for the p-polarization oscillating through the cavity.

In minimizing the losses of the optical surfaces in the laser cavity, it is essential to keep the optics as clean as possible. This necessitated frequent removal and careful cleaning of the optical elements, and maintaining the laser cavity and elements in a sealed box for as much of the time as possible. To maintain a thermally stable, dust free environment for the laser optics as much as possible, picomotor drivers were placed on the tuning elements and the pump lens, allowing us to optimize the cavity while keeping it sealed. Even then, there were scattering losses from many of the

\[^1\text{The actual power increase is difficult to ascertain because of the adjustment of the cavity that results from changing the pumping configuration. Nevertheless, the peak sustainable power readings before and after using end-pumping are 3.0 W and 3.4 W, respectively.}\]
surfaces which reduced power in the cavity, and ultimately the output beam. The
next step was to reduce the number of scattering surfaces.

In all, the cavity consists of four mirrors, a plane-parallel astigmatic compensator,
three birefringent filters, two etalons, a Faraday rotator and an optical derotator, as
shown in Figure 6.1. Including the two surfaces of the dye jet makes 22 surfaces in
all. The number of mirrors can conceivably be reduced to three (or even two in a
standing-wave cavity) but the ensuing astigmatism from highly off-axis mirrors and
the difficulty of establishing a workable cavity makes it hardly worth the half-percent
loss that the mirror at worst produces.

One method of reducing the number of surfaces was to combine the function of
the fine-tuning etalon with that of the Faraday rotator. To achieve this, we needed to
make a custom etalon using a glass with a high Verdet constant, as well as excellent
internal transmission at $\lambda = 589$ nm. The glass that best fits these two criteria is
SF57 from Schott [94]. Its internal transmission is 0.996 over 25mm, with a Verdet
constant of 26.2 rad/(T m). The Faraday polarization rotation of the beam in a
material with a Verdet constant of $V(\lambda)$ of thickness $t$ is given by

$$\alpha_0 = BV(\lambda)t$$

where $B$ is the magnetic field. To generate the magnetic field, we used a NdFeB
ceramic magnet which we measured to have a longitudinal B-field strength of 0.38 T.

We desired a thickness for the Faraday etalon that would complement our existing
0.5 mm fused silica coarse-tuning etalon and match the polarization rotation of the
quartz optical derotator. This etalon was bare fused silica ($n = 1.46$) working in
near-normal incidence, with a single-surface field amplitude reflection coefficient of
0.187. The thickness of the quartz optical rotator was interferometrically measured
to be 0.134 mm. With a rotatory power of 21.7 degrees/mm, the rotation of the
quartz plate was calculated to be 2.91 degrees. Then, using a yellow HeNe laser and
the rotation controller for the birefringent filters, I made three measurements of the
polarization rotation, which averaged to 2.93 degrees (±5%).

The 2.93 degree polarization rotation of the quartz plate dictated that we needed an equal amount of counter-rotation from the Faraday etalon. However, with the magnetic field available this would require an etalon of SF57 of thickness a little less than 5 mm². This thickness in such a high-index material \( n_{SF57} = 1.846 \) would not have separated the modes of the etalon sufficiently, so we compromised: less optical rotation and more mode separation. We decided on a 3.5 mm etalon of SF57 glass.

From equation 6.2, this thickness introduces a polarization rotation of 2.0 degrees for single pass of the beam through the material. However, since the etalon works through multiple passes of the beam, and the polarization rotation is relative to the direction of the B-field rather than relative to the direction of propagation, successive passes will increase the rotation. Adding the field amplitudes of successively rotated beams results in a final beam polarization rotation of

\[
\alpha_{tot} = \tan^{-1} \left( \frac{\sum_{j=0}^{\infty} \left( \frac{n-1}{n+1} \right)^{2j+1} \sin((2j + 1)\alpha)}{\sum_{j=0}^{\infty} \left( \frac{n-1}{n+1} \right)^{2j+1} \cos((2j + 1)\alpha)} \right)
\]  

(6.3)

which results in a rotation angle of 2.4 degrees. This amount of rotation will substantially cancel the 2.93 degree rotation introduced by the quartz derotator.

One final factor had to be considered before committing resources to this approach: the rotation of successive reflections in the etalon causes a bit of inefficiency in the coherent addition of the E-fields. A little algebra shows that the resultant intensity, assuming E-field amplitude reflectance of \( r \) and single pass rotation of \( \rho \), is

\[
|E|^2 = E_0^2 (1 + r^2)^2 \left( \frac{1}{1 - r^4} + 2 \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} r^{2n+4m} \cos(2n\rho) \right)
\]

(6.4)

which converges to 0.999 \( E_0^2 \). Thus, the loss resulting from the imperfect rotation

\(^3\)The actual value must take into account the addition of multiply reflected fields, as shown shortly. For the rough design, the first-order calculation is sufficient.
match between successive reflections is much lower than the loss to be expected from surface scattering, and will be considered negligible here.

After locating a small block of SF57, we contracted with Tucson Optical Research Corporation (TORC) in Tucson to make the etalon. Fabrication of the etalon proved to be quite difficult. SF57 is a very soft glass (Knoop hardness of 350, compared to 610 for BK7 [94]), and difficult to polish to a laser-quality finish. The difficulty was compounded by the requirement that the etalon fit in the small opening of the magnet, and that the surfaces be maintained within an arc second of coplanarity. The two etalons that were delivered are shown in Figure 6.5. Unfortunately, they were thinner than we had requested (3.05 mm) reducing the Faraday rotation angle even more. Using this thickness a total rotation of 2.1 degrees is calculated. Measurements of the polarization rotation of the etalon in the magnet resulted in 2.6 degrees, slightly more than expected, and very close to the 2.9 degrees needed to cancel the optical derotator.

The tuning curves for the pair of etalons is shown in Figure 6.6. The thickness and high refractive index of the Faraday etalon reduce its free spectral range, such that it is difficult to get the laser to operate in a single mode. For the previous etalon set,
FIGURE 6.6. The results of tuning the cavity using the original configuration of two fused silica etalons (solid line) and using the thin fused silica and thick Faraday etalons (dashed line). The high refractive index of SF57 used in the Faraday etalon narrows and deepens the transmission curve considerably.

The transmission of the first side orders peaked at .93, while for the new combination, transmission in the neighboring orders peaks at .98. The separation of orders is a mere 0.05 nm (43 GHz). The spectral width of each order is much narrower, in part because of the high refractive index of SF57.

Upon placing the Faraday etalon in the dye laser cavity, it was clear from observation that it scattered more than the fused silica etalon. The excessive scattering can even be seen in the scattered light recorded in Figure 6.5. This severely limited the etalon’s effectiveness in reducing the intracavity losses, and may have even exacerbated the scattering.

Tuning the laser with the new Faraday etalon was only partially successful. Some work was required to align the cavity before the SF57 and quartz derotator successfully acted as a one-way limiter forcing unidirectional laser oscillation. After that, the coupling of the unidirectional oscillation with the tuning action of the etalon made it very difficult to tune. Finally, and most significantly, the laser power dropped upon insertion from 2.5 W (tuned, but bi-directional oscillation) to a stable 1.4 W of tuned, unidirectional power. Eventually we obtained a total of 2.5 W out of the laser using
FIGURE 6.7. Scattering of HeNe laser light from the surfaces of the SF57 Faraday etalon (left) and a comparable sapphire window (right). The exposure of both photos is the same. The scattering of the Faraday etalon is clearly greater.

the new Faraday etalon, but never approached our previous power records of over 4 Watts with the fused silica etalon set. We replaced the original Faraday rotator, and used the Faraday etalon without the magnet as a simple tuning etalon, but the output power results did not improve.

We have identified three possible explanations for the disappointing results from the Faraday etalon: (1) the etalon surfaces are too rough, resulting in excessive scattering loss, (2) the thickness of the etalon and the requirement to operate it in the cavity in non-normal incidence results in excessive beam walkoff, and (3) the surfaces are not sufficiently co-planar, resulting in excessive beam walkoff.

Excessive scatter from the polished surfaces of the Faraday etalon was observed to be the case. As shown in Figure 6.7, qualitative comparison of scattered laser light from the Faraday etalon surface is much higher than that from a normal sapphire window. This is expected to be a significant contributor to the disappointing power results. A silicon detector placed 25 cm from the surface at an angle of 45 degrees with respect to the normal recorded 1.83 times as much scattered red HeNe light from the Faraday etalon (after background subtraction) as from a comparable sapphire window. This effectively spoils any advantage to reducing the surface count, though it does not fully account for the reduction in system power.
Excessive non-normal beam walkoff seems unlikely because the reduction in power occurred for all angles of the etalon, even when not properly tuned to the sodium D$_2$ line. During the course of experimenting with the etalon, at some point the surfaces would have had a proper near-normal path length such that one of the preferred 10 MHz lines would have resonated. At that time, though not properly tuned to the D$_2$ line, the power would have increased significantly as the feedback forced all of the power into this non-resonant line. Since this was never observed, it is considered a minor contributor to the losses.

To measure the angle between the two surfaces of the Faraday etalon, a helium neon laser was directed onto it at normal incidence, and the front and back surface reflections were observed. After propagating 2.64 m they were separated by 13 mm giving a total divergence angle of 0.28 degrees (17 arc minutes). A reflected angle of $\theta$ will be induced by a wedge angle $\alpha_0$ of

$$\alpha_0 = \frac{1}{2} \sin^{-1} \left( \frac{\sin \theta}{n_{SF57}} \right).$$

(6.5)

With $n_{SF57} = 1.846$ and $\theta = 0.28$ deg the surface angle is 0.076 deg or 273 arc seconds.

This is more than two orders of magnitude beyond the specification of < 1 arc second. With a refractive index of 1.846 at near normal incidence, the Fresnel reflection per surface will be about 8.84%. We can make an estimate of how much walkoff occurs from this wedge angle. If the beam is normally incident at the front surface, it will encounter the second surface at the angle $\alpha_0$, and propagate back such that the displacement $\Delta y$ of the reflected beam at the front surface is

$$\Delta y_1 = t \sin 2\alpha_0$$

(6.6)

or 14.7 $\mu$m. This is only for the first reflection. Each subsequent reflection encounters the surface at a steeper angle, such that for the $n_{th}$ reflection the angle of incidence
(with respect to the surface normal) is

\[ \alpha_n = \alpha_0 + \alpha_{n-1} \]  
\[ = n\alpha_0. \]  

We are concerned with how the beams add up at the second surface, so looking at even numbers of reflections we get total walk-off amounts of

\[ \Delta y_m \approx 2t \sin(2m\alpha_m) + \Delta y_{m-1} \]  
\[ \approx 4t\alpha_0 \sum_{i=1}^{m} m \]

where the iterator \( m \) is now over each pair of reflections and we have neglected the lengthening of the path of \( 1/\sin\alpha_0 \) between successive reflections. The walkoff amounts for the first five pairs of reflections are 29.3 \( \mu \)m, 88.0 \( \mu \)m, 176.0 \( \mu \)m, 293.4 \( \mu \)m, 440.1 \( \mu \)m. The high index of the etalon guarantees that the amplitude reflected for several orders will be significant, and with this much walk-off the beam constructive interference (and consequently the transmission) is spoiled. This has the potential for explaining the loss of power with the insertion of the etalon. The poor quality of the surface and the poor parallelism combine to result in an overall loss of power in the cavity.

### 6.3.3 Optical Rotator Etalon

During the development of the Faraday etalon, we began to consider the possibility of finding a material which might also act as an optical derotator as well as the coarse-tuning (thin) etalon. The requirement for this material is that it be roughly the same optical thickness as the fused silica etalon it was to replace (2 mm in thickness or about 2.9 mm of optical thickness), that it have very high transmission at \( \lambda = 589 \) nm, and that it have sufficient optical activity to counter the Faraday rotation of the other etalon. After considering several crystalline materials, we discovered that TeO_2
FIGURE 6.8. Fit of rotatory power of TeO$_2$ to the data points given in Yariv and Yeh [115]. The fit is a linear fit to inverse powers of $\lambda$. Based on this, the rotatory power at 589 nm is 105 deg/mm.

appeared to be a promising candidate [115]. The rotatory power of the material is proportional to the refractive index difference between left and right circularly polarized waves, and inversely proportional to the wavelength undergoing the rotation. The values of five data points for TeO$_2$ found in [115] were fit with a function of inverse powers of $\lambda$, similar to refractive index fitting functions. The result of the fit is shown in Figure 6.8. Based on this function, the rotatory power at 589 nm is estimated to be 105 deg/mm.

An optical rotator based on TeO$_2$ would require that to effect a rotation of 2.6 degrees the thickness of the material be just 25 \( \mu \)m. However, the rotator would also work properly if it produced rotations of \( n \times 180 + 2.6 \) degrees, where \( n \) is an integer. Using the first half-rotation order \( (n = 1) \) requires an etalon 1.74 mm thick. Given the high optical activity of this material, very accurate polishing and interferometric (or polarization) measurements would be required to get exactly the right thickness. Furthermore, the refractive index of this material is very high \( (n_{\text{TeO}_2} = 2.35 \) [115]) so that the optical thickness is almost 4.1 mm. At first glance, this thickness does not work well with the optical thickness of the Faraday etalon (5.63 mm). However,
since the refractive index is high, both etalons will have much higher finesse and the transmission stays well below that of the fused silica etalon pair for almost 2 Åon each side of the peak, as shown in Figure 6.9.

A 10 mm thick sample of TeO$_2$ was obtained from Commercial Crystal Laboratories, and its transmission was found to be good at 589 nm. However, the crystal sample was deemed too expensive, and the potential power boost too small to continue with fabrication.

### 6.4 Measurement of Mode Structure

The relationship between the sodium column density and sodium guide star brightness can be firmly established if the conditions of the laser are known very well. Laser tuning, spectral width, spectral (longitudinal) mode, output power and beam quality will all have an effect on the sodium response. If the laser is operating in the small-signal gain region, i.e. well below saturation, and if all of the resonant power can be collected on a small group of detectors, then beam quality can be eliminated as a factor, since the total amount of light produced only varies if saturation occurs. Laser tuning is easily confirmed by using a resonant sodium cell, and the total output
power is easily determined with a power meter. This leaves the total spectral width of the laser, and its spectral mode structure as the only remaining parameters.

During 1997-8, we firmly established the correlation between sodium column density, as measured by high-resolution spectral absorption of a telluric star, and sodium beacon return [36]. To monitor the spectral purity of the output of the guide star laser during these experiments, I developed a Fabry-Perot interferometer, the output of which is seen in Figure 6.10. The mirror spacing was 10 cm, resulting in an order number of approximately $3.4 \times 10^5$, and a free spectral range of 1.5 GHz.

The input to the interferometer was a small stray reflection off of one of the cavity tuning elements, diffused through some lens tissue paper at the input mirror. The Fabry-Perot output was focussed onto the CCD to reveal a mode spacing of 276.
MHz. This output was recorded on a video tape recording at 30 frames per second throughout the duration of the data acquisition. The data revealed the laser to be hopping principally among four longitudinal modes, spending almost 30 percent of the time in each of the central three modes, and the majority of the remainder in a mode separated from the peak by 550 MHz [36]. These data were combined with the continuous monitoring of the laser frequency peak on the high-resolution echelle spectrograph confirmed by the sodium resonance cell and the power measurements made before and after the integration, to establish that we were operating with an efficiency of 82%.

The sodium guide star return was measured during photometric conditions in sequential sets of frames with integration periods lasting from 3-5 seconds. Typically 10 frames of data were taken during each set, lasting about 3 minutes. During this period, the laser mode was recorded on the Fabry-Perot etalon. Simultaneously, the sodium column density was measured at the same region of the sky by the R=50,000 Advanced Fiber Optic Echelle spectrograph at the 60-inch Center For Astrophysics (CFA) telescope, about 1 km away from the MMT. Column density was obtained by observing the depth of the sodium D<sub>1</sub> absorption line from a bright \((m_V > 3)\), early-type star (\(\alpha\) Leo, \(\alpha\) Aql, \(\beta\) Tau and \(\alpha\) And).

These measurements fixed the sodium guide star astronomical brightness at \(m_V = 10.1\) for 1 Watt of projected circularly-polarized laser light with the spectral and temporal characteristics of the dye laser, at the mean sodium layer column density of \(3.7 \times 10^9\) cm\(^{-2}\) at our latitude [35]. These measurements were crucial to the correlation of sodium return with sodium column density, and for establishing the optimum operating requirements for future guide star lasers.

\[^3\text{This is the product of the amount of time spent in each mode and the Doppler-broadened sodium response per mode.}\]
6.5 Conclusions

We have used a dye laser with Rhodamine 6g to produce a sodium guide star at the MMT. By using unconventional end-pumping methods we have increased the pumping efficiency in the lasing mode, resulting in a power increase of over 10%. We developed methods of having the tuning elements in the cavity act simultaneously as the optical diode, limiting the ring cavity oscillation to one direction, thus reducing the number of scattering surfaces in the laser. While the Faraday etalon concept was demonstrated in practice, it did not result in an increase in output power. This was most likely because of the high surface scatter from the poor polish of the etalon surface, and the residual walk-off of the beam within the etalon.

By making careful measurements of the power and longitudinal mode of the laser measured with a Fabry-Perot etalon, we used the dye laser to make the first simultaneous measurements of mesospheric guide star brightness and sodium column density. These measurements were essential to understanding guide star production, and play a role in the development of future laser guide star systems.
Chapter 7

RAMAN LASER DEVELOPMENT

7.1 Introduction

7.1.1 Nonlinear Optics

Raman lasers make use of Stimulated Raman Scattering (SRS), one of the many varied nonlinear optical processes involving the nonlinear response of a material's polarization $P$ to an applied electric field $E$. These two fields are related to one another through the electric susceptibility $\chi$, in most cases allowing $P$ to be expanded as a power series in electric field strength such that

$$P = \varepsilon_0 \chi^{(1)} E + \varepsilon_0 \chi^{(2)} E^2 + \varepsilon_0 \chi^{(3)} E^3 + \cdots$$  \hspace{1cm} (7.1)

The terms $\chi^{(1)}, \chi^{(2)}, \text{and} \chi^{(3)}$ are the first order, second order, and third order dipole susceptibilities, respectively, and are in general tensors of rank $n + 1$ where $n$ is the aforementioned order. For small amplitude electric fields a linear description of the polarization generally suffices, giving rise to the refractive index $n$ and the absorption coefficient $\alpha$ for the real and imaginary parts of $P$, respectively. For more intense electric fields, the higher order terms in eqn. 7.1 become important. The second order susceptibility $\chi^{(2)}$ gives rise to parametric processes such as second harmonic generation, sum- and difference-frequency generation, and optical parametric oscillation. These are processes in which the material acts as a medium to facilitate the transfer of energy among optical waves. In such processes there is no transfer of energy to or from the medium. Symmetry considerations demand that the even order dielectric dipole susceptibilities vanish in materials with inversion symmetry, so second-order effects are predominantly observed in materials lacking such symmetry\(^1\).

\(^1\)When these effects are seen in materials with inversion symmetry, it is a result of the quadrupole expansion terms, which are generally much smaller than the dipole expansion elements.
FIGURE 7.1. Energy diagrams depicting various Raman processes: (a) single Stokes shift, (b) anti-Stokes shift, and (c) second Stokes shift.

7.1.2 Spontaneous Raman Scattering

In materials with inversion symmetry, an intense electric field then gives rise to a polarization of the type

\[ P_{\text{assym}} \approx \varepsilon_0 \chi^{(1)} E + \varepsilon_0 \chi^{(3)} E^3. \]  

The nonlinear process is governed by the magnitude of the fourth-rank \( \chi^{(3)} \) susceptibility tensor. In general, materials in which \( \chi^{(3)} \) is negative and purely imaginary have high Raman scattering coefficients.

In the process, an incident pump beam photon of energy \( \hbar \omega_p \) and momentum \( \hbar k_p \) inelastically scatter from the medium, generating a Stokes photon \( \omega_s \) and \( k_s \) and a phonon \( \Omega \) and \( K \) such that energy and momentum are conserved

\[ \omega_p = \omega_s + \Omega \]  

\[ k_p = k_s + K. \]
The overall effect is demonstrated in the energy diagram of Figure 7.1(a). The material begins in its ground state |1⟩ and is excited to an intermediate state |i⟩ by the pump photon of energy \( \omega_p \). The intermediate state may be either a real state, or a virtual state of the material. From there, it decays to another vibrational state of the system, |2⟩, through emission of a photon of energy \( \omega_s \). The resulting Stokes wavelength, \( \lambda_s \), is lower in energy by the vibrational energy difference between states |1⟩ and |2⟩ of the system. This is the process of spontaneous Raman scattering, and its probability is usually very low, resulting in very small fractions of scattered light for most materials. The reverse process of anti-Stokes scattering, in which the molecule begins in state |2⟩ and ends in state |1⟩ is generally even lower in probability because of the reduced number of molecules beginning in state |2⟩.

It is common for Raman shifts and bandwidths to be expressed in units of cm\(^{-1}\). For a pump laser of wavelength \( \lambda_p \) and a Raman shift of \( \nu_R \), the wavelength of the resulting radiation is

\[
\frac{1}{\lambda_p} - m\nu_R = \frac{1}{\lambda_s}
\]

(7.5)

where \( m \) is the Stokes order. For a single-Stokes process, \( m = 1 \), while for second Stokes \( m = 2 \), etc. For an anti-Stokes process \( m = -1 \).

Normally, the values comprising the third-order susceptibility \( \chi^{(3)} \) are not directly measured; instead the scatter of a material is measured at various angles from the incident beam, and from that the differential molecular cross-section is computed. The value commonly reported for Raman-active materials is \( \frac{d\sigma}{d\Omega} \) a measure of the scattering cross-section per molecule into a differential solid angle \( d\Omega \). It should be noted that this value is not constant with pump beam wavelength; rather the quantity \( \frac{1}{\nu_s^2} \frac{d\sigma}{d\Omega} \) is. If we substitute for \( \nu_s \) using eqn. 7.5 and take the logarithm, we find that

\[
\ln \left( \frac{d\sigma}{d\Omega} \right) = -4 \ln \lambda_p + C + 4 \ln(1 + \lambda_p\nu_R).
\]

(7.6)
Because $\lambda_p$ is so small, it dominates the other terms, so a crude approximation has $\frac{d\sigma}{d\Omega}$ varying as $1/\lambda_p^4$.

From data provided in [114], the general dependence of $d\sigma/d\Omega$ on $\lambda_p$ can be checked. The scattering coefficient per molecule for a few materials at a few laser wavelengths is plotted in Figure 7.2. By using a logarithmic fit to these data, a general trend of cross-section as a function of wavelength can be established. The data points, and the logarithmic functions that fit them best are shown in Figure 7.3. With so few data points, the trends are only general, but nevertheless appear to be reasonably consistent from molecule to molecule and follows a trend of

$$\ln \left( \frac{d\sigma}{d\Omega}(\lambda_p) \right) = -s \ln(\lambda_p)$$

(7.7)

where $s$ is a fitting constant that eqn. 7.6 predicts should be close to a value of -4.

The values for these fit lines actually vary from -4.9 to -7.7, but are sufficient for the purposes of predicting the general trends.

Note that the scattering cross section is quite low, on the order of $10^{-29}$cm$^2$. This is many orders of magnitude lower than the stimulated emission cross section for most laser ions which are on the order of $10^{-17} - 10^{-20}$cm$^2$. 

**Figure 7.2.** Variation in molecular Raman scattering coefficient $d\sigma/d\Omega$ for excitation at various pump wavelengths, $\lambda_p$. 
7.1.3 Stimulated Raman Scattering

When the pump beam has sufficient intensity to drive molecules to the intermediate state $|i\rangle$ faster than they can spontaneously decay, then a population inversion will exist in which $|i\rangle > |2\rangle$, and gain is possible. In this event, the amplitude of the scattered wave $E_s$, the so-called Stokes wave, grows along the propagation axis $z$ according to the differential equation

$$\frac{dE_s}{dz} = \frac{6\pi \nu_s}{4n_sc} \chi'' |E_p|^2 E_s,$$

(7.8)

where $n_s$ is the refractive index of the scattering material at the Stokes frequency $\nu_s$. This leads to exponential growth of the wave in the initial stages where pump depletion is negligible, and get a concomitant exponential growth in the intensity of the Stokes beam, $I_s$, according to

$$I_s(z) = I_s(0)e^{g_R I_p z}.$$

(7.9)

The factor $g_R$ in the exponent above is the Raman running gain, and has the value

$$g_R = \frac{6\pi \nu_s}{n_s n_p c^2 \varepsilon_0} \chi''.$$

(7.10)
As in the previous section, we prefer to express these values in the more experimentally-grounded Raman scattering coefficient

\[ g_R = \frac{4c^2N}{\hbar \nu_s^2 \Gamma} \frac{d\sigma}{d\Omega}. \]  

(7.11)

Raman running gain values are typically quite low, on the order of 1 cm/GW, a consequence of the low probability of interaction of the pump photon \( \nu_p \) with a virtual photon at the Stokes wavelength \( \nu_s \). The small running gain implies that efficient SRS will require high \( I_p L \) products, where \( L \) is the interaction length of the SRS process.

Note that the Raman running gain is proportional to \( \frac{1}{\sqrt{\Gamma}} \). Since we have already noted that in general \( \frac{1}{c^2} \frac{d\sigma}{d\Omega} \) is a constant, then the Raman gain increases linearly with pump energy. Likewise, the spot to which the pump beam can be focussed in the material is smaller for shorter wavelength pump beams, so the intensity increases by the square of the photon energy. The result is that the total scattering gain increases by a factor of 8 for Raman conversion at doubled laser wavelengths. Thus, in low-gain materials, it is advantageous to frequency-double the input beam prior to Raman-shifting in order exploit this gain increase for efficient Stokes conversion. In this case, however, two Stokes shifts are required to effect the same complete shift, whereas only one would have been required had Raman shifting been performed first. In addition, one must realize that not all of the gain increase is realized because the pump beam experiences losses in the doubling process, so its pump intensity may be lower, partially offsetting the gain increase in the exponent of the Raman wave buildup.

It should also be noted that the gain is inversely proportional to the Raman linewidth \( \Gamma \). Since some slight amount of tuning will generally be required for any process in which tuning to a spectral line is critical, a moderately large \( \Gamma \) will be advantageous. Thus there is a tradeoff to be considered in the final choice of a Raman material, in which larger values of \( \Gamma \) allow more efficient tuning, but simultaneously reduce the Raman gain.
The Stokes wave grows exponentially until it is limited, usually by pump depletion. In that case, the value $I_p$ decreases exponentially, though by then much of the power of the incident pump wave has been converted to the Stokes wave. Once the Stokes wave has built up to sufficient intensity, it too can act as a source to further generate SRS, resulting in a second Stokes shift as seen in Figure 7.1. Multiple Stokes shifts out to many orders have been observed in high-gain materials. In addition to multiple Stokes processes, anti-Stokes processes also occur, in which phonons are annihilated, generating higher energy photons. Because of the requirement for the existence of another particle (the phonon) at the time and place of scattering, the probability for this process is generally significantly lower than for equivalent Stokes processes.

7.2 Review of Potential Raman Laser Candidates

Because of the significant number of powerful lasers, the vast number of potential Raman-active materials and even greater number of scattering transitions available with these materials, the number of combinations to consider quickly becomes very large. In a systematic approach to finding potential candidates for Raman lasers, we have restricted consideration to those lasers which have been demonstrated to produce significant amounts of power (greater than 1 W), and only those Raman materials with relatively high Raman-scattering gains (on the order of 1 cm/GW). In addition to the shifts and bandwidths, other factors are also important, such as spectral transparency, damage thresholds, ease of growth and attainable crystal sizes, but these will be considered after potential shifting candidates are identified.

7.2.1 Raman-active Materials

Many Raman-active materials have been identified and their Raman shifts have been measured a cataloged for use in spectral identification. The amount of Raman scattering is more difficult to measure accurately, and thus is often not reported. Accord-
ing to [86], most molecular gasses have Raman spectra ranging from 600-4150 cm\(^{-1}\) whereas most liquids have slightly lower energy spectra ranging from 600-3500 cm\(^{-1}\). At one time solids were not thought to be particularly promising as Raman active materials [12] because most Raman activity was originally observed as rotational and vibrational modes of free molecules. The subsequent discovery of the high Raman-activity of tungstate materials and their shifts in the region of 900-1000 cm\(^{-1}\) have made them very popular as solid-state Raman shifting materials. Various Raman active materials, their principal energy lines, and their energy bandwidths are shown in Table 7.1.

<table>
<thead>
<tr>
<th>Material</th>
<th>Shift (cm(^{-1}))</th>
<th>Linewidth (cm(^{-1}))</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiTaO(_3)</td>
<td>201</td>
<td>22</td>
<td>[114]</td>
</tr>
<tr>
<td>LiTaO(_3)</td>
<td>215</td>
<td>12</td>
<td>[114]</td>
</tr>
<tr>
<td>LiNbO(_3)</td>
<td>250</td>
<td>28</td>
<td>[11]</td>
</tr>
<tr>
<td>LiNbO(_3)</td>
<td>256</td>
<td>23</td>
<td>[114]</td>
</tr>
<tr>
<td>Li(^6)NbO(_3)</td>
<td>266</td>
<td>-</td>
<td>[114]</td>
</tr>
<tr>
<td>CCl(_4)</td>
<td>459</td>
<td>-</td>
<td>[114]</td>
</tr>
<tr>
<td>SiO(_2)</td>
<td>464.5</td>
<td>7</td>
<td>[11]</td>
</tr>
<tr>
<td>Li(^6)TaO(_3)</td>
<td>600</td>
<td>-</td>
<td>[114]</td>
</tr>
<tr>
<td>LiNbO(_3)</td>
<td>632</td>
<td>27</td>
<td>[11]</td>
</tr>
<tr>
<td>Ba(_3) (B(_3)O(_6))(_2)</td>
<td>636</td>
<td>4.5</td>
<td>[11]</td>
</tr>
<tr>
<td>LiNbO(_3)</td>
<td>637</td>
<td>20</td>
<td>[114]</td>
</tr>
<tr>
<td>Ba(_2)NaNb(<em>5)O(</em>{15})</td>
<td>650</td>
<td>-</td>
<td>[114]</td>
</tr>
<tr>
<td>Ba(_2)NaNb(<em>5)O(</em>{15})</td>
<td>655</td>
<td>-</td>
<td>[114]</td>
</tr>
<tr>
<td>CS(_2)</td>
<td>655.6</td>
<td>0.5</td>
<td>[114]</td>
</tr>
<tr>
<td>KYb(WO(_4))(_2)</td>
<td>757</td>
<td>15</td>
<td>[11]</td>
</tr>
<tr>
<td>KY(WO(_4))(_2)</td>
<td>767.4</td>
<td>8.4</td>
<td>[11]</td>
</tr>
<tr>
<td>KGD(WO(_4))(_2)</td>
<td>768.</td>
<td>6.4</td>
<td>[11]</td>
</tr>
<tr>
<td>NaBrO(_3)</td>
<td>799.5</td>
<td>2.5</td>
<td>[11]</td>
</tr>
<tr>
<td>LaNbO(_4)</td>
<td>805</td>
<td>9.0</td>
<td>[11]</td>
</tr>
<tr>
<td>LiIO(_3)</td>
<td>821.6</td>
<td>5.0</td>
<td>[11]</td>
</tr>
<tr>
<td>LiNbO(_3)</td>
<td>872</td>
<td>21</td>
<td>[11]</td>
</tr>
<tr>
<td>KGD(WO(_4))(_2)</td>
<td>901.</td>
<td>5.4</td>
<td>[11]</td>
</tr>
<tr>
<td>KY(WO(_4))(_2)</td>
<td>905.6</td>
<td>7.0</td>
<td>[11]</td>
</tr>
<tr>
<td>KYb(WO(_4))(_2)</td>
<td>908</td>
<td>7.4</td>
<td>[11]</td>
</tr>
<tr>
<td>KLuW</td>
<td>908</td>
<td>-</td>
<td>[8]</td>
</tr>
<tr>
<td>CaWO(_4)</td>
<td>911.8</td>
<td>4.8</td>
<td>current work</td>
</tr>
</tbody>
</table>
Table 7.1: Raman shifting materials

<table>
<thead>
<tr>
<th>Material</th>
<th>Raman Shift (cm⁻¹)</th>
<th>Full Width (cm⁻¹)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaClO₃</td>
<td>937.4</td>
<td>4.9</td>
<td>[11]</td>
</tr>
<tr>
<td>Sr₅(PO₄)₃F</td>
<td>950.3</td>
<td>2.8</td>
<td>[11]</td>
</tr>
<tr>
<td>LiPO₄</td>
<td>951.7</td>
<td>7.7</td>
<td>[11]</td>
</tr>
<tr>
<td>Ca₅(PO₄)₃F</td>
<td>964.7</td>
<td>2.8</td>
<td>[11]</td>
</tr>
<tr>
<td>NH₄SO₄</td>
<td>976.5</td>
<td>3.5</td>
<td>[11]</td>
</tr>
<tr>
<td>Benzene</td>
<td>992.6</td>
<td>2.15</td>
<td>[114]</td>
</tr>
<tr>
<td>Toluene</td>
<td>1003.7</td>
<td>1.94</td>
<td>[114]</td>
</tr>
<tr>
<td>Ba(NO₃)₂</td>
<td>1048.6</td>
<td>0.4</td>
<td>[11]</td>
</tr>
<tr>
<td>NaNO₃</td>
<td>1069.2</td>
<td>1.0</td>
<td>[11]</td>
</tr>
<tr>
<td>CaCO₃</td>
<td>1086.4</td>
<td>1.2</td>
<td>[11]</td>
</tr>
<tr>
<td>Diamond</td>
<td>1332.9</td>
<td>2.7</td>
<td>[11]</td>
</tr>
<tr>
<td>NitroBenzene</td>
<td>1345.2</td>
<td>6.6</td>
<td>[114]</td>
</tr>
<tr>
<td>NH₄Cl</td>
<td>1712.2</td>
<td>6.0</td>
<td>[11]</td>
</tr>
<tr>
<td>N₂</td>
<td>2330.6</td>
<td>-</td>
<td>[53]</td>
</tr>
<tr>
<td>CH₄</td>
<td>2914.6</td>
<td>-</td>
<td>[53]</td>
</tr>
<tr>
<td>Ethanol</td>
<td>2928.3</td>
<td>-</td>
<td>[53]</td>
</tr>
<tr>
<td>D₂</td>
<td>2991.5</td>
<td>-</td>
<td>[68]</td>
</tr>
<tr>
<td>NH₄Cl</td>
<td>3052.1</td>
<td>85</td>
<td>[11]</td>
</tr>
<tr>
<td>HD</td>
<td>3628.3</td>
<td>-</td>
<td>[68]</td>
</tr>
<tr>
<td>HF</td>
<td>3962.1</td>
<td>-</td>
<td>[53]</td>
</tr>
<tr>
<td>H₂</td>
<td>4155.1</td>
<td>-</td>
<td>[114]</td>
</tr>
</tbody>
</table>

7.2.2 High Power Lasers

Lasers which have demonstrated the potential for high power are shown in the following tables. Each table lists the type of laser, principal wavelengths at which significant power can be obtained, and the spectral broadening of the line. The latter is somewhat representative of the tunability of the laser, though the amount of power attainable off center has not been addressed.

Table 7.2 shows various high-power transitions of a few gas and ion lasers. While inefficient and often cumbersome, the technology for these lasers is mature and reliable, they are commercially available, and the powers produced are often impressive. Many lasing lines exist in these lasers, but the ones listed are the most powerful tran-
TABLE 7.2. High power gas/ion lasers

<table>
<thead>
<tr>
<th>Laser</th>
<th>Center Wavelength (nm)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>488</td>
<td>[23]</td>
</tr>
<tr>
<td>Ar</td>
<td>514.5</td>
<td>[23]</td>
</tr>
<tr>
<td>Ar</td>
<td>458</td>
<td>[23]</td>
</tr>
<tr>
<td>Kr</td>
<td>647.1</td>
<td>[23]</td>
</tr>
<tr>
<td>Kr</td>
<td>743.6</td>
<td>[23]</td>
</tr>
<tr>
<td>Cu</td>
<td>510.5</td>
<td>[25]</td>
</tr>
<tr>
<td>Cu</td>
<td>578.2</td>
<td>[25]</td>
</tr>
</tbody>
</table>

sitions. In addition to these lasers, ion lasers of Xe, Ne, O, and N ions also exist, but they either have wavelengths far from our region of interest (UV or far IR) or inadequate power.

Table 7.3 lists the solid-state crystal lasers which have shown potential for high power. All of them are based on transitions of the optically active electrons in rare earth materials. The insensitivity of these transitions to perturbing crystal fields and the limited number of atoms and transitions that are capable of high gain cause the lasing wavelengths of most of these lasers to be tightly grouped. Some of these materials have not demonstrated the required lasing power, but for other reasons (Q-switching rate achievable, efficiency, economy, etc.) have nevertheless been included.

Most of these materials are homogeneously broadened by interactions of the optically active ion with the phonons in the crystal. This type of broadening allows us to concentrate the bulk of the lasing energy down into a single lasing line which is particularly advantageous for Raman shifting to a particular frequency.

Table 7.4 lists a few of the many lasers in which the Nd³⁺ ion is hosted in glasses. These lasers have potential for very high power because they can be made much larger and with better uniformity than most crystals. The nonuniformity of the glass matrix induces significant broadening so that the gain bandwidth is typically an order of magnitude larger than that of similar crystalline solid state lasers. However, this type of broadening is inhomogeneous, limiting the power available in a particular
<table>
<thead>
<tr>
<th>Laser</th>
<th>Center Wavelength (nm)</th>
<th>Linewidth (cm(^{-1}))</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ruby</td>
<td>694.3</td>
<td>0.53</td>
<td>[53]</td>
</tr>
<tr>
<td>Nd : YAG</td>
<td>1064.15</td>
<td>0.45</td>
<td>[53]</td>
</tr>
<tr>
<td>Nd : YAG</td>
<td>1318.8</td>
<td>0.45</td>
<td>[23]</td>
</tr>
<tr>
<td>Nd : YVO(_4)</td>
<td>1342.5</td>
<td>1.4</td>
<td>[23]</td>
</tr>
<tr>
<td>Nd : YAG</td>
<td>532.08</td>
<td>0.45</td>
<td>[23]</td>
</tr>
<tr>
<td>Nd : YLF</td>
<td>1053.0</td>
<td>1.4</td>
<td>[23]</td>
</tr>
<tr>
<td>Nd : YLF</td>
<td>1047.1</td>
<td>1.4</td>
<td>[23]</td>
</tr>
<tr>
<td>Nd : GGG</td>
<td>1062.1</td>
<td>0.8</td>
<td>[23]</td>
</tr>
<tr>
<td>Nd : CeF(_3)</td>
<td>1063.8</td>
<td>4</td>
<td>[23]</td>
</tr>
<tr>
<td>Nd : LaF(_3)</td>
<td>1040.65</td>
<td>2.7</td>
<td>[23]</td>
</tr>
<tr>
<td>Nd : CaWO(_4)</td>
<td>1064.9</td>
<td>0.8</td>
<td>[23]</td>
</tr>
<tr>
<td>Nd : GSGO</td>
<td>1061.2</td>
<td>1.6</td>
<td>[23]</td>
</tr>
<tr>
<td>Nd : YALO</td>
<td>930</td>
<td>2.6</td>
<td>[23]</td>
</tr>
<tr>
<td>Nd : YALO</td>
<td>1079.5</td>
<td>1.3</td>
<td>[23]</td>
</tr>
<tr>
<td>Nd : YVO(_4)</td>
<td>1064.5</td>
<td>1.1</td>
<td>[23]</td>
</tr>
<tr>
<td>Nd : YVO(_4)</td>
<td>1062.5</td>
<td>-</td>
<td>[23]</td>
</tr>
<tr>
<td>Nd : YVO(_4)</td>
<td>1063.4</td>
<td>0.8</td>
<td>[23]</td>
</tr>
<tr>
<td>Er : YAG</td>
<td>862.7</td>
<td>-</td>
<td>[23]</td>
</tr>
</tbody>
</table>

**TABLE 7.3.** High power solid state lasers
<table>
<thead>
<tr>
<th>Glass Type</th>
<th>Center Wavelength (nm)</th>
<th>Linewidth (nm)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q-246</td>
<td>1062</td>
<td>27.7</td>
<td>[53]</td>
</tr>
<tr>
<td>Q-88</td>
<td>1054</td>
<td>21.9</td>
<td>[53]</td>
</tr>
<tr>
<td>LHG-5</td>
<td>1054</td>
<td>18.6</td>
<td>[53]</td>
</tr>
<tr>
<td>fluoroberylate</td>
<td>1046</td>
<td>19</td>
<td>[23]</td>
</tr>
<tr>
<td>silicate</td>
<td>1088</td>
<td>34</td>
<td>[23]</td>
</tr>
<tr>
<td>germanate</td>
<td>1063</td>
<td>26</td>
<td>[23]</td>
</tr>
</tbody>
</table>

**Table 7.4. High power glass lasers**

lasing line. Thus, these lasers have broad tunability, but exact a significant price in efficiency.

Table 7.5 lists the few tunable solid state lasers, all of which are based on transition metal lasing ions (Cr\(^{3+}\) or Ti\(^{2+}\)). These lasers have made significant advances in the past decade and have moved from the research lab to commercialization. They all have very broad tunability, but the central wavelengths for all of these lasers is around 800 nm, much farther from 589 nm or 1178 nm than their tuning ranges will allow. As a result, parametric or Raman frequency conversion is necessary for them as well.

Each of these materials has very different properties. Alexandrite can be lamp-pumped, but the other two are usually pumped by other lasers. Alexandrite has been used with a Raman shifting hydrogen cell (4155 cm\(^{-1}\)) as a sodium laser for LIDAR systems [20]. Sapphire and chrysoberyl (the host of alexandrite) are both much better host materials than LiSAF for high power lasers because of their excellent conductivity and high thermal fracture limit.

Ti:Sapphire lasers are becoming very common as broadband sources for femtosecond pulse generation. During the last decade they have advanced significantly so that powers of 3-4 Watts can be generated from commercially available lasers. The broad tuning band of these lasers makes them particularly attractive for tuning to a specific line. Unfortunately, the band lies midway between the sodium D\(_2\) line and its double, forcing the use of a frequency conversion scheme and reducing the value
TABLE 7.5. High power tunable solid state lasers

<table>
<thead>
<tr>
<th>Laser</th>
<th>Center Wavelength</th>
<th>Linewidth</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alexandrite</td>
<td>759</td>
<td>100</td>
<td>[20]</td>
</tr>
<tr>
<td>Ti:Al₂O₃</td>
<td>790</td>
<td>180</td>
<td>[53]</td>
</tr>
<tr>
<td>Cr:LiSAF</td>
<td>850</td>
<td>180</td>
<td>[53]</td>
</tr>
</tbody>
</table>

FIGURE 7.4. Combinations of solid state lasers and Raman-active materials which produce line centers near the D₂ line of sodium (light line). Combinations which make use of a single-Stokes shift, and double-Stokes shift are represented as dots, in the upper left corner. The dots to the lower right are for anti-Stokes shifts.

of its broad-band tunability.

7.2.3 Potential Combinations

The graphs in this section illustrate the potential combinations of high power lasers and Raman-active materials which result in central shifts\(^2\) within 20 cm\(^{-1}\) of the sodium D₂ line, or its doubtable wavelength 1177.99 nm. The graphs depict Raman

\(^2\)By central shift, I mean that the center of the lasing band is shifted by the amount at the center of the Raman-band.
shifts (as commonly listed in cm$^{-1}$) along the ordinate axis, and laser wavelengths (as commonly listed in nm) along the abscissa. The sodium D$_2$ and D$_1$ lines are presented respectively as broad and narrow yellow stripes on the graph as a reference. The shifted values of computed Stokes and second Stokes systems are plotted as red and blue dots, respectively, if they meet the 20 cm$^{-1}$ criterion. Occasionally, an anti-Stokes shift is viable and is plotted on the graph as a green point. On many of the graphs, I have included the Raman and laser linewidths as a black ellipse centered on the dot as a guide to indicate the potential tunability of the system.

The most interesting set of candidates is the set of combinations of Raman materials with the solid state crystalline lasers seen in Figure 7.4. In the lower right corner, a few solid state lasers making use of the $^4\text{F}_{3/2} \rightarrow ^4\text{I}_{13/2}$ transition of Nd$^{3+}$ (around 1300 nm) in various hosts can be shifted to 1178 nm through an anti-Stokes shift. While they have the potential for reaching the 1178 nm wavelength required for frequency-doubling, these laser transitions are rarely as strong as the $\approx 1064$ nm transitions of the Nd$^{3+}$ ion. The relative inefficiency of the anti-Stokes process in most materials also means that they are less likely to produce significant amounts of power than the other candidates shown in the graph.

Other than the anti-Stokes lines, the remainder of the candidates are principally single-Stokes conversions of the Nd$^{3+}$ $^4\text{F}_{3/2} \rightarrow ^4\text{I}_{11/2}$ transition combined with Raman-active materials exhibiting shifts of about 900 cm$^{-1}$, as seen in Figure 7.5. Clearly there are a number of candidate lasers and Raman materials which meet the initial wavelength criterion. This is fortunate because it allows us to choose from among a set of lasers with different power and temporal characteristics and different Raman materials exhibiting high Raman gain.

Of these candidates, we have chosen to focus on three candidate lasers, Nd:YAG, Nd:YVO$_4$, and Nd:YAlO$_3$ (also known as Nd:YAP for Yttrium Aluminum Perovskite), and two candidate Raman-active crystals, CaWO$_4$ and KYbW. The first two lasers were chosen because they have been extensively engineered and can reliably produce
FIGURE 7.5. Detail of first- and second-Stokes Raman processes resulting in wavelengths near 1178 nm. The ellipse centered on each dot indicates the FWHM linewidth of that particular laser in the horizontal direction, and FWHM Raman linewidth vertically.

dozens of Watts of stable, homogeneously-broadened laser power. The third laser, Nd:YAlO$_3$, was chosen because of its fortuitous lasing transition which, when shifted with KYbW or KGW lands closest to the sodium D$_2$ line. The combination of these particular materials is shown in Figure 7.6.

The 912 cm$^{-1}$ shift of the 1064.15 nm line of Nd:YAG by CaWO$_4$ puts the peak wavelength nearly midway between the two sodium lines. Since the line separation is only 8.64 cm$^{-1}$, it appears that the CaWO$_4$ shift is excessive by about 3 cm$^{-1}$. Shifting Nd:YVO$_4$ with CaWO$_4$ results in a wavelength that is almost equidistant to the short-wavelength side of the line. For shifting with CaWO$_4$, the Nd:YAP laser is not a very good candidate.

The choice of a Nd:YAG laser is excellent from a laser standpoint. The technology is mature, and has repeatedly demonstrated power levels well beyond our requirements for pumping a Raman laser. However, the 230 $\mu$s lifetime of the Nd$^{3+}$
ion in YAG means that a Q-switched system will operate efficiently at about 5 kHz, which is not very good for guide star laser operation. At a rate of 5 kHz, a Q-switched pulse of approximately 20 nsec will result in a pumping duty cycle of $10^{-4}$. At even weak average power levels of 1 W the peak power of this pulse would easily saturate the central velocity classes of the mesospheric sodium distribution, resulting in a weak, inefficient guide star.

With its 92 μsec lifetime, the Nd:YVO₄ laser can efficiently Q-switch at much higher rates. Some manufacturers claim powers of up to 40 W and Q-switch rates of 30-300 kHz with 10 nsec pulses. With duty cycles on the order of $10^{-3}$ or more, the option of pulsed lasers becomes more attractive.

Considering the Raman shift of KYbW, pumping with a Nd:YAG laser falls short of $D_2$ resonance, while Nd:YAlO is almost perfectly matched. Manufacturers [102] are claiming power levels exceeding 1 W at the 1064.5 nm line of Nd:YAlO₃ with pulse durations of < 20 nsec at 1-5 kHz. Similar to Nd:YAG, the duty cycle of this system is not very good for guide star laser production.

Figure 7.6. Shifts of Nd:YAG, Nd:YVO₄ and Nd:YAlO by CaWO₄ and KYbW.
7.2.4 Previous Work

Raman-shifting lasers for production of coherent radiation tuned to the sodium D₂ line have been attempted by other researchers. Most of these systems were too low in power to be a viable guide star, but demonstrate the capability of SRS in production of the appropriate frequency.

An Raman laser system designed for a guide star demonstration [18] made use of an intracavity-doubled bow-tie cavity with Raman shifting performed by CaWO₄. This system was pumped with a 5 Hz flash-lamp pumped Nd:YAG yielding 70 μsec-long trains of 350 psec micropulses at a 7 nsec repetition rate. The aggregate duty cycle of the pump laser was $1.75 \times 10^{-5}$. The average power of the pump laser was only 1.5 W, yielding a micropulse peak power of about 86 kW. They demonstrated that the Raman spectrum of CaWO₄ is almost ideal for shifting the 1064.15 nm output of the Nd:YAG laser to 1178 nm, where it can be frequency doubled to hit the sodium D₂ line. They found the peak of the gain to be at 589.22 nm after Raman-shifting and doubling the Nd:YAG laser. Furthermore, by using an etalon in the Raman cavity they demonstrated that the Raman gain was sufficiently broad that the lasing line could be tuned to D₂. Their tuning curve is reproduced in Figure 7.7. They speculated that conversion efficiency in this system could be as high as 30% if the pump laser and the Raman cavity were independently tuned for maximum efficiency. The highest conversion efficiency they achieved was 14.5% for the integrated pulse, though it is not stated whether this efficiency was achieved at the sodium D₂ line or at the peak of the Raman efficiency.

Alexandrite lasers have also been developed [20] for lidar systems used to probe mesospheric sodium. The design used a high-pressure hydrogen gas cell as the Raman material ($\nu_R = 4155\text{cm}^{-1}$) for Stokes scattering to 1178 nm from a starting wavelength of 791 nm, or for anti-Stokes scattering directly to 589 nm from a starting wavelength of 780 nm. Unfortunately, alexandrite lasers of more than a few hundred mW are not
available, so while Raman scattering for LIDAR measurements may be possible with this system, development of an effective guide star are not.

Recently high-finesse cavities have been successful in generating CW Raman lasers operating with 61% photon conversion efficiency [87]. These lasers make use of the Raman shifting of diode laser output at 792 nm in a high pressure Raman cell capped by high reflectivity mirrors. The output at 1180 nm was very close to the frequency-doubtable 1178 nm goal. Only 14 mW of power was achieved, but both Raman conversion efficiency and Raman output power are expected to increase with greater pump power. Wide tunability of such lasers has also been demonstrated [65] by using an external cavity diode laser as the source for the Raman laser. In this configuration less than a mW was attained, but continuous tuning from 1174 nm to 1214 nm was demonstrated.

7.3 CaWO$_4$ Raman-shifted Laser Experiments

7.3.1 CaWO$_4$ Shifted Nd:YAG

CaWO$_4$ has a scheelite crystal structure, consisting of 12 atoms per unit cell. The structure is a body-centered tetragonal array with C$_{4h}$ symmetry. This symmetry
group can be decomposed into direct products of the $C_4$ and $C_1$ symmetry groups [40]. The former of these is composed of irreducible representations $A_1, B_1$ and $E$, the last of which is two dimensional, and thus doubly degenerate. The existence of the $C_1$ group implies that each of the former representations will exist in a direct ($gerade$) and indirect ($ungerade$) form, for a final breakdown of irreducible representations of $A_{1g}, A_{1u}, B_{1g}, B_{1u}, E_g$ and $E_u$. Of these the $gerade$ representations have significant third order electric susceptibility, and are thus Raman-active [12].

The Raman spectrum for CaWO$_4$ is shown in Figure 7.8 from Suda and Sato [103] with the Raman lines identified according to the representations just described. At room temperature, the strongest line is the $A_{1g}$ line at 912 cm$^{-1}$ (identified in the text of [103]).

Because of our need to precisely center the laser at the peak of the sodium $D_2$ line, we must be very careful to properly match the accurate laser wavelengths to an accurate Raman shift. In the case of CaWO$_4$, this is somewhat problematic because of the general disagreement of the value of this shift found in the literature. The Raman spectrum of CaWO$_4$, specifically the energy of the $A_g$ line, has been measured by different groups, with significantly different results. An early spectrum reported
in Eckhardt [26] put the shift at 911 cm\(^{-1}\), although the paper indicated that the uncertainty in the shift may be as large as \(\pm 10\) cm\(^{-1}\). As mentioned above, Suda and Sato [103] identified the energy as 912 cm\(^{-1}\). The measurement of Desgreniers, et al. [24] likewise placed the value at 912 cm\(^{-1}\). Recent measurements by Kaminskii, et al. [50], place the value at 908 cm\(^{-1}\), while Basiev et al. [10] places the line at 910.7 cm\(^{-1}\), claiming a spectral resolution of 0.2 cm\(^{-1}\). In fact, Kaminskii et al. claim development of an efficient (40\%) all-solid-state laser based on PbWO\(_4\) operating at 1177.0 nm for a harmonic of a sodium laser, though no specifics are given. Furthermore, they claim the production of light at 1178.0 nm based on their reported 908 cm\(^{-1}\) shift in CaWO\(_4\).

To reach the sodium D\(_2\) wavelength, not only must the frequency of the Raman shift be known accurately, but the wavelength of the pump laser must also be known accurately. According to Koechner [53] the dominant lasing transition of Nd:YAG occurs from the \(^4\!F_{3/2}\) line to the \(^4\!I_{11/2}\) line with a wavelength of 1064.15 nm in air (energy of 9397.2 cm\(^{-1}\) in air). \(^3\)

To determine the required Raman shift, we can subtract half the wave number of the sodium D\(_2\) line (8489.04 cm\(^{-1}\)) from the Nd:YAG pump line (9397.17 cm\(^{-1}\)) to get a required Raman shift of 908.13 cm\(^{-1}\). The most common wavelength shift cited for CaWO\(_4\) is 912 cm\(^{-1}\) which is rather far from the required shift. Because of the variations in the measured \(A_g\) line of CaWO\(_4\) we decided to measure the shift ourselves [89]. We set up the laser diagrammed in Figure 7.9. A fiber-coupled set of laser diodes emitting at 808 nm axially pumped a 22 mm long Nd:YAG rod, housed in a copper cooling block. The pump power of 5.11 W generated a CW lasing power of 1.95 W at the nominal 1064 nm line of Nd:YAG. Then the YAG laser was Q-switched to obtain high-intensity pulses required to stimulate the nonlinear processes. The CaWO\(_4\) Raman-shifting crystal was inserted in the cavity as shown to generate the Raman wave. The Raman output was then frequency doubled and fed into an optical

\(^3\)All energy values and wavelengths quoted in this work will refer to air, unless otherwise specified.
FIGURE 7.9. Experimental setup for establishing Raman shift of CaWO₄ pumped by a Q-switched Nd:YAG laser. The output of the single Stokes shift was doubled using LBO and fed into an optical fiber leading to a high-resolution echelle spectrograph.

The output of the spectrograph during the experiment is shown in Figure 7.10, in which the slit elongation is horizontal and increasing wavelength is toward the top of the figure. Slightly left of center one sees the sodium lamp reference, split into the D₁ line at the top and the D₂ line at the bottom. The separation of these two lines is almost exactly 6.0 Å (17.28 cm⁻¹)[78]. The fiber input is on a vertical line just to the right of the spectrum of the reference source, showing the Raman-shifted and frequency doubled output of the laser. The shift of CaWO₄ unfortunately lies nearly midway between the D₁ and D₂ lines. Using the peaks of the sodium lines as a reference, the center of the emission is at 589.25 ± 0.05 nm. With the output wavelength of Nd:YAG peaking at 1064.15 nm, then the measured shift of the CaWO₄ crystal was 911.8 cm⁻¹.

The spectral width of the gain of Nd:YAG pump laser (about 4 cm⁻¹[53]) barely allows for tuning of the pump laser to shift the doubled output to the sodium D₂ line. However, in doing so there is a significant price to pay in the output of the Nd:YAG pump laser. This power loss is exacerbated by the further reduction in Raman conversion efficiency associated with the reduction in pump intensity.

Varying the shift of the CaWO₄ Raman crystal was also considered. In theory, minor changes in the temperature and pressure environment of the crystal can have
FIGURE 7.10. Echelle spectrograph output comparing Raman-shifted and doubled output of Nd:YAG (right) against D₂ at 589.0 nm (bottom) and D₁ at 589.6 nm (top) lines of sodium reference source. Dispersion of the spectrograph is such that the up direction is longer in wavelength.
a slight effect on the Raman energy, but perhaps enough to affect the required shift. These effects were studied by Desgreniers et al. [24], who found that the high frequency Raman active modes are relatively little affected in frequency. The frequency shift of the Raman peak with temperature appears to follow a line of

$$\frac{d\nu}{dT} = -0.0030 \text{cm}^{-1}/K$$  \hspace{1cm} (7.12)

which implies a thermal change of roughly 1200 K to achieve line center at the proper Raman shift of 908.3. The required change in pressure is 26 Kbars, also beyond consideration.

A different conclusion was reached by Banishev et al in which they shifted the $A_2$ line of the CaWO$_4$ Raman spectrum from 912 cm$^{-1}$ to 901 cm$^{-1}$ in going from $T=273$ K to $T=1473$ K. Assuming a linear shift, a temperature of over 500 K would be required to center the Nd:YAG output at 1178.0 nm. In doing so, the spectrum of the CaWO$_4$ shift would broaden significantly, reducing the Raman gain.

Because of the uncertainty, inefficiency and difficult associated with changing the Raman shift in CaWO$_4$, we decided that the best way of shifting the laser to the sodium D$_2$ peak is to alter the wavelength of the pump laser. This has the advantage of operating near the peak of the Raman gain in the Raman cavity, resulting in a significant increase in conversion efficiency within the Raman laser.

7.3.2 CaWO$_4$ Raman-shifted Nd:YAG

To effect a room-temperature shift of Nd:YAG to a wavelength which would allow us to take full advantage of the CaWO$_4$ gain, we considered methods of changing the composition of the YAG host material to shift the energy lines of the Nd$^{3+}$ ion. Changes in composition alter the bond strengths and lattice parameters of the crystal, perturbing the wavefunctions and energy levels of the optically active electrons doping the crystal. By changing the energy levels, the resonance energies of the electrons are also changed.
The number of different ions that can be used in compositional tuning is rather limited however. The resulting crystal must hold true to the general rule of rational composition, in which the composition of the crystal must be ratios of integers. The substitute atoms must be of the same valence as the substituted atoms, and must be nearly the same 'size'. Finally, the overall crystal structure must be flexible enough to accommodate slight variations in the lattice parameter that arise from the substitution.

Gallium meets these requirements for a substitute for aluminum in the YAG structure. Both atoms are in the same periodic group, and consequently it is not surprising that they both prefer the same valence of -3. Situated in the group just below aluminum, gallium is a reasonable candidate to consider because of ionic size. In the garnet structure, pure Y₃Al₅O₁₂ has a lattice constant of 1.201 nm, while pure Yttrium Gallium Garnet (YGG) Y₃Ga₅O₁₂ is very near that at 1.228 nm [7].

It was previously reported [108] [7] that by replacing some of the aluminum in YAG with gallium, the crystal field is altered to the point that the various $^4F_{3/2} \rightarrow ^4I_{11/2}$ transitions of Nd³⁺ will be shifted to slightly lower energy. Specifically, the line giving rise to the highest branching ratio of the Nd:YAG laser (often listed as the $b \rightarrow 3$ line because it goes from the higher ($b$) of the two $^4F_{3/2}$ lines to the third (from the lowest energy) of the $^4I_{11/2}$ lines. The energy of the transition shifts from 9398 cm⁻¹ to 9413 cm⁻¹ for complete replacement of Al with Ga. To first order, we anticipate the relative amount of shift to be linear between these two values, and interpolating we can derive a target aluminum replacement value. If we add the measured 912 cm⁻¹ Raman-shift of CaWO₄ to the desired final energy value of 8489.04 cm⁻¹ (relative to vacuum) we obtain a desired vacuum referenced energy difference of 9401.04 cm⁻¹, or 1063.71 nm in air.

\footnote{Watts and Holton [108] cite different energy values for the energies of the $^4F_{3/2}$ lines than more recent books. Indeed, their values appear to be more in line with spectral observations than the lines listed in the aforementioned texts.}
The properties of the spectral lines in crystals of $\text{Y}_3\text{Ga}_x\text{Al}_{5-x}\text{O}_{12}$ (YGAG) with low $x$ values were reported by Barnes [7]. The results of that study for the 1064.15 nm line of Nd:YAG are shown in Figure 7.11, in which an increase in the percentage of Ga replacing Al shifts the lasing line discernably toward higher energy (shorter wavelength). Interpolating the tuning line to obtain a wavelength of 1063.71 nm results in a desired $x$ value of about 1.1. The Barnes study indicated that the lifetime and emission cross-section of the Nd$^{3+}$ ion remained relatively unchanged over the various $x$ values that they experimented with.

Based on this, we had a crystal of Nd:YGAG grown with a target replacement value of $x = 1.1$. From the clearest portion of the YGAG boule we had a laser rod 22 mm long and 3 mm in diameter made. We observed the bright emission of a sodium lamp through the YGAG rod and it looked clear and uniform. We also used the sodium lamp as a background source for observing birefringence. In this case, a pair of linear polarizers was oriented to completely extinguish the sodium light. The laser rod was then placed between them, and complete extinction was maintained, indicating a lack of birefringence. The rod was then mounted in a copper heat sink and inserted into the lasing cavity used for the previous Raman-shifting experiment.
FIGURE 7.12. Echelle spectrograph output comparing Raman-shifted and doubled output of Nd:YGAG (right) against D$_2$ at 589.0 nm (bottom) and D$_1$ at 589.6 nm (top) lines of sodium reference source. The peak of the transition is at 589.06 nm.

There was considerable difficulty getting power out of the Nd:YGAG cavity with the Q-switch in place. The Q-switch insertion loss in the previous Nd:YAG laser was only about 4% (with no RF power applied to the unit), and introduction of the CaWO$_4$ crystal reduced the value by another 4%, for a total insertion loss of only 8%. In contrast, insertion of the AOM in the cavity beam of the Nd:YGAG laser reduced the power by slightly more than 25% (again, with no RF power). Operating the laser Q-switched resulted in a maximum average power of 0.49 W at 10 kHz.

The spectral result of the Raman-shifted and doubled Nd:YGAG lasing rod is shown on the echelle spectrograph output in Figure 7.12. Although significantly weaker, the center of the lasing action is clearly shifted much closer to the D$_2$ line, peaking at 589.06 nm. By centering the Raman gain there, the Raman laser can be operated near the peak of the Raman gain curve such that tuning to sodium resonance
FIGURE 7.13. Curves for Nd:YAG and Nd:YGAG showing output power varying with output coupler reflectivity. The peak of the curve is an indicator of the gain of the system. Peaks at lower reflectivities generally imply more gain. Note that the Nd:YGAG curve continues to increase beyond the highest reflectivity output coupler, indicating low gain in the rod.

can be performed with very little loss of efficiency.

This laser was somewhat lower in power than the Nd:YAG laser previously developed. The highest CW power achieved with this laser was 1.83 W, about 87% of the amount obtained with the Nd:YAG crystal in the same configuration. This was achieved with an output coupler with a reflectivity of 97%, higher than the optimum 92% for Nd:YAG and a strong indication that the gain of the YGAG rod may be significantly lower than that of the YAG rod. To investigate this, several different output couplers were used as end mirrors in the cavity. For each, the cavity was optimized (for the same cavity lengths) and the maximum stable output power was recorded. This experiment was performed using both YAG and YGAG as the lasing crystals. The resulting data in Figure 7.13, known as a Rigrod plot, shows a peak power for Nd:YAG at an output coupler reflectivity of 92%. The output of the Nd:YGAG increases on a steep curve, even at reflectivity of up to 97%, indicating that the laser is probably still overcoupled at this point (i.e. a reflectivity of greater than 97% is required to optimize the power). Since the 97% output coupler was the highest reflectivity OC available, an accurate Rigrod analysis cannot be completed.
FIGURE 7.14. Maximum attainable power for a 92% output coupler at varying distances from the lasing rod. The curves were obtained for 5.11 W input pump operating CW in the cavity. The last three data points for the Nd:YGAG curve were very unstable.

However, we can make some qualitative observations.

The Rigrod analysis is closely related to the gain and losses in a laser system. It is easiest to understand the type of curve expected from an analysis of the end points. At the low coupling end of the curve, the high transmission of the output coupler does not recirculate enough power to maintain a high efficiency of stimulated emission. As a result, most of the excited atoms decay through spontaneous emission, and little power results from the laser. At the other end, if the reflectivity of the output coupler is very high, it does not allow much of the light out. Thus, low power results. In addition, the recirculating power in the cavity becomes very high, causing other losses such as scattering and diffraction to grow to limit the buildup within the cavity.

For this set of measurements, all parameters were identical, with the exception of the lasing rod. Thus, there is no opportunity for extra losses to interfere with the lasing. Clearly, a laser rod with lower gain will require more recirculation through the cavity to maximize the stimulated emission output. There is also the possibility of
different thermal effects changing the cavity configuration between the two laser rods. If the $dn/dT$ or coefficient of thermal expansion of the two materials are appreciably different, then the cavity mode could be seriously affected. This could have the effect of increasing the losses (especially diffraction losses) in the cavity, or changing the mode volume of the laser. In the latter case, only the Nd$^{3+}$ ions within the mode volume are capable of contributing to the lasing action, so a change in mode volume can have a very great effect on threshold power and output efficiency. To investigate whether this was the case, both the YAG and YGAG maximum attainable power values were recorded for varying cavity lengths. The results of this experiment are seen in Figure 7.14. The last three points for the Nd:YGAG curve were in a lasing condition in which the output power was unstable. The values shown are for the highest recorded power. Note that the power drops off at shorter cavity lengths for the Nd:YGAG rod, an indicator of the thermal effects mentioned above. This laser clearly needs to operate over short lengths, or have a correcting lens inserted for operating at higher powers. This presents a problem, since operation will require AO modulators and a long intracavity Raman-shifting crystal.

This improvement has not been without cost, however. As seen in Figure 7.15, there appear to be two more lines shifted another 0.30 and 0.37 nm shorter in wavelength at 588.76 nm and 588.69 nm. This is troubling because a substantial fraction of the energy of the laser is directed into lines which are too close to the desired transition to remove by reducing the feedback, and too far to be useful in Raman-shifting to the intended line. More importantly, it indicates that the material is probably inhomogeneously broadened. This has far-reaching implications in that the power in the non-resonant spectral parts of an inhomogeneously broadened transition is not available to the remainder of the spectrum. Thus, the laser is most likely seriously limited in power at the 1063.7 nm transition of interest to us. Barnes et al. noted that there was a likelihood of inhomogeneous broadening in the sample study they reported. This should be somewhat expected from a compositionally tuned laser.
FIGURE 7.15. The Nd$^{3+}$ lines have been broadened considerably by the introduction of extra Al in the melt. The laser also appears to be inhomogeneously broadened with multiple lasing transitions.
The optically active Nd$^{3+}$ ion can go into a site that is coordinated with four aluminum atoms, as in YAG or a site with some aluminum and some gallium. Nd ions in each of these sites would experience different crystal fields, and thus, different energy splittings.

The bright line observed in Nd:YAG is at 1064.15 nm, and appears asymmetric in the spectra because it is actually two separate lines [23]. These two lines are the two nearly-degenerate lines in Nd:YAG that simultaneously give rise to the bright emission at 1064.15 nm are separated significantly by the new YGAG host.

### 7.4 Conclusion

The guide star laser requirements for tunability to the sodium $D_2$ line and high duty cycle are relatively difficult problems for solid-state lasers based on rare earth lasing ions to overcome. These ions have very specific, narrow energies in which the optically active electrons resonate, and the outer electrons of the ion screen the external field so strongly that externally induced perturbations are quite limited in scope and magnitude.

The need for high lasing duty cycle to avoid saturation of the sodium layer is also counter to the nonlinear optical techniques required for shifting or tuning the laser to an appropriate wavelength. All of these nonlinear techniques are effective only at very high intensities where the nonlinearities in materials begin to produce noticeable effects. The product of $I_pL$ in the exponent of the gain equation is constant under free-space optical conditions; the intensity $I_p$ can be increased by focussing the pump light using a lower focal ratio, but the interaction length $L$ then decreases by the same ratio, resulting in no improvement. The pump light can be refocussed repeatedly through multiple stages of nonlinear material, but this introduces alignment difficulties and multiple surfaces which add sources of loss. The most common method of raising the nonlinear gain of a system is by Q-switching, which allows the instantaneous intensity
to be increased by orders of magnitude.

Development of a solid-state laser for an effective guide star laser requires a fair amount of luck: in finding the right combination of materials that will produce the correct lasing wavelength, yet has the right combination of high gain and power scalability to operate as a guide star. One such 'lucky' occurrence is the combination of the 1064 nm and 1319 nm lines of Nd:YAG, in which the frequencies of the two lines sum to produce 589 nm directly.

We have shown that several potential combinations of high-power solid state lasers and Raman-active materials exist for producing light near the 1178 nm frequency required for doubling to 589 nm. For each of these combinations though, there must be sufficient tunability to hit the very narrow 3 GHz (0.0036 nm) $D_2$ line. The narrowness of the line also demonstrates the need for homogeneously broadened lasing materials because of the need to concentrate as much of the lasing energy in this narrow band as possible. For materials like inhomogeneously-broadened Nd:Glass the roughly 30 cm$^{-1}$ (3.4 nm) broadening implies that only about 0.1% of the lasing power can be made useful, which is terribly inefficient, if not completely impractical.

Of the various laser-Raman combinations which might work, we have experimented with the combination of diode-pumped Nd:YAG and CaWO$_4$, measuring the Raman shift at 1064.15 nm to be 911.8 cm$^{-1}$. By doubling the first-Stokes light output of the Raman laser we showed reasonably high Raman conversion and doubling efficiency, though the output would still require intracavity tuning to narrow the output spectrum and center it on the sodium $D_2$ line.

The output light consisted of 20 nssec pulses at 5 KHz, for a duty cycle of 10$^{-4}$. At 0.5 Watts average output power, this translates to pulses of 50 kW, well above saturation for the sodium layer, and of little value by itself in production of a guide star. For such pulses, the loss associated with tuning and narrowing the lasing line would not be noticed, affording the possibility of temporally interleaving multiple lasers. Pumped by QCW diode bars, such lasers could be produced in quantities of a
few dozens relatively inexpensively, and combined could operate at hundreds of kHz, linearly increasing the guide star brightness by the number of lasers.

Attempts to tune the pump laser by changing the composition of the host material were successful in shifting the lasing lines from 1064.15 nm to 1063.8 nm. However, the power of the new laser, especially the Q-switched power output, was significantly lower. Q-switching seemed to work best at a frequency of 10 kHz, faster than that of Nd:YAG. However, the output of the compositionally tuned laser was substantially broadened, apparently inhomogeneously so, further limiting the potential of this laser to produce a viable guide star.

While the efforts at generating Raman-shifted pulses were largely successful, an improved method must be found for generating the 1178 nm wavelength which does not suffer from the tuning inefficiency of tuning from the nominal 1064.15 nm Nd:YAG line. This method must still be capable of producing significant power, and maintaining homogeneous broadening of the laser for spectral concentration at the narrow sodium D sub 2 line.
Chapter 8

THE COLD Nd:YAG LASER

8.1 Background

Many of the concepts explained in this work depend on a reliable, high power, homogeneously broadened laser source as an input. Since the mid 1960's the Nd:YAG laser has been a solution for high power, high energy, narrow-line pumping of other lasers such as dye lasers and tunable Ti : Al₂O₃.

The properties of YAG make it an excellent host for the Nd³⁺ ion; it has cubic structure (O₉₉ symmetry) which maintains the isotropic field about the Nd³⁺ ion promoting level degeneracy and thus, high gain. The Nd³⁺ ion has a moderately long lifetime in YAG (230 μsec) allowing for high energy pulses through rapid Q-switching at a few KHz. YAG is very hard (Knoop hardness of 1215), and can be grown in relatively large sizes with excellent optical quality. The Nd³⁺ ion can easily replace a Y³⁺ ion in the structure, minimizing lattice strain and eliminating the need for charge compensation. YAG has moderate thermal conductivity, allowing for effective heat removal.

Some of these very properties that make Nd:YAG such a popular high-power solid state laser also result in difficulties for our task. In developing a solid-state laser as a pump source for a Raman system, the operating frequency of the pump laser is just as important as the shift frequency of the Raman material. Unfortunately, the lasing transitions of Nd³⁺ in YAG result in a principal transition wavelength of 1064.15 nm, which is shown to be somewhat off-peak for a CaWO₄ Raman laser. Furthermore, the shielding of the optically active 4f electron by the outer 6s electron makes the lasing wavelength very difficult to alter.

In most laser systems employing Nd:YAG, this is not a major cause of concern.
FIGURE 8.1. Shift of various lasing transitions as a function of temperature, after Kaminskii [49]. The temperature for centering the main line of Nd:YAG at 1063.71 nm is approximately -70 C.

Absorption transitions in other optically active systems such as laser dyes or Ti:Al₂O₃ lasers are often broad, so tuning of the Nd:YAG laser is rarely necessary. Some LIDAR systems occasionally make use of fine tuning control, but these are rarely of the high power needed by a guide star system, so tunable lasers and inhomogeneously-broadened lasers will usually suffice.

As discussed in the previous chapter, the energy levels of lasing ions and their associated energy transitions will generally vary as the external environment in which the ion resides is varied. In that case we changed the composition of the host crystal which had a resultant effect on the energy of the lasing transition of interest. Another way of changing that environment is to vary the temperature of the host crystal. Qualitatively, as the crystal is cooled the lattice parameter tends to shrink slightly and the crystal ligands come closer to the lasing ion, influencing the energy levels accordingly.

The shifts of the energy levels of rare-earth ions are minor because of the shielding of the optically active $^4F$ electrons from the external crystal field by the outer $^6S$
electron. As a result, relatively drastic temperature changes are required to effect even small shifts such as the one required when Raman shifting with CaWO₄. The degree of shifting required is shown in Figure 8.1 from Kaminskii [49], from which we can interpolate that the proper wavelength should obtain at a temperature of approximately -70 deg C. Power levels were not reported in these lasers, and since power was not the objective of the studies we do not anticipate that they were very high.

8.2 Design

The design of a high-power thermally-tuned Nd:YAG laser poses much more difficult engineering problems than those encountered in the design of room-temperature Nd:YAG lasers.

Recent literature covering the development of high-power lasers reveals many cases in which researchers have developed moderate- to high-power slab lasers [97] [21] [6] [37] [107]. Most of the early slab lasers were liquid cooled, requiring the use of O-ring seals for isolation of the cooled areas from the lasing faces. Maintaining constant uniform crystal temperature in these lasers required the design of complicated plenum chambers to control the flow and mixing of coolant. Some of these designs appear to require more expertise in plumbing than optics, and though they were reported to have success in achieving high power, reliability and maintainability was rarely addressed.

In recent years conductively cooled slab lasers have been designed which remove internal heat through solid-solid contact, minimizing the effort involved in development, fabrication and maintenance of the laser heads. For most such lasers, the goal of the heat removal assemblies is to maintain a constant temperature, or at least to minimize rise above nominal room temperature during laser operation. By keeping the system close to room temperature, differential expansion of materials in the con-
duction system is not a problem, allowing the designer to focus on the goal of efficient heat transport.

Developing a zigzag slab laser to operate stably and efficiently at low temperature increases the difficulty of the problem considerably. First, the entire lasing system must be housed in a thermally and atmospherically controlled environment. Thermal isolation is required to reduce the load on the cooling unit and allow the system to stabilize at very low temperature, while atmospheric isolation is required to limit heat input and to prevent water vapor from condensing on the laser crystal. Optical effects like thermal-stress induced birefringence, pressure-stress birefringence and thermal lensing resulting from temperature nonuniformities in the YAG crystal must be ameliorated for the system to operate at high power. Finally, a method for rapidly and efficiently conducting heat from the YAG crystal must be developed which can continuously operate over a range of temperatures. These difficulties are especially challenging because of the requirement for the system to be thermally-cycled over wide temperature ranges thousands of times.

8.2.1 Zigzag Slab

In common end-pumped cylindrical YAG rods, a radial thermal gradient develops from the preferential deposition of heat from axial pumping of the rod. Each of the absorbed pump photons at 808 nm results in a single lasing photon (under the best of circumstances) at 1064 nm. The remaining energy is deposited as non-radiative losses (heat) into the laser crystal. Fortunately, YAG has good thermal conductivity, allowing the heat to be transported quickly from the rod. Nevertheless, in steady state the system develops a predominantly radial gradient in temperature which results in two 'focusing' effects and one polarization effect. The focusing effects are (1) the differential thermal expansion of the YAG, bowing the flat end surfaces into lensing surfaces, and (2) the increase in refractive index with temperature inducing a slight
FIGURE 8.2. Operation of a zigzag slab laser. The cavity beam enters the slab through the Brewster surfaces on the ends. The beam is refracted toward the TIR surfaces at the top and bottom of the slab where lossless reflection occurs. Because of uneven pumping and cooling through the top and bottom faces, a thermal gradient is established with a maximum at the center of the crystal. However, each portion of the beam propagates equally through each temperature zone, minimizing the thermal distortion to the beam.

Gradient index lens throughout the long laser rod. The end result is a pronounced positive lensing effect which increases with laser power. Because the effect varies with power, it is difficult to correct with a fixed optical system. The polarization effect results from a stress-induced birefringence coming from the axial stress in the rod due to uneven heating. This causes a rotation of the lasing polarization which results in significant loss at the polarizing Brewster surfaces.

Slab lasers were developed to minimize these thermal effects. The zigzag slab shown in Figure 8.2 is used in the Guide Star pump laser. It is designed so that an incident planar wavefront enters the slab through a Brewster surface, and is refracted toward the polished lower surface of the slab. There, because of the high refractive index of YAG \((n_{YAG} = 1.82)\), the wave experiences total internal reflection directing it toward the upper parallel surface. Reflections from these parallel surfaces efficiently guide the wave to the far end of the slab, where refraction through the second Brewster surface occurs, and the planar wavefront continues on in free space. The length of the slab is chosen so that a longitudinal ray exits the second Brewster surface at the same point where it was incident of the first Brewster surface. The result is that all portions of the laser wavefront travel through all temperature zones of the laser crystal equal amounts, minimizing any thermal distortion to the wavefront.

Cooling of the YAG slab must be performed principally through the TIR surfaces.
of the laser so that the thermal gradients established are predominantly uniform with respect to different parts of the propagating beam. Cooling through the non-TIR surfaces would establish a gradient in which the wave propagating close to these surfaces would experience less retardation (because of the cooler temperatures) than those near the center of the slab. As described above, this leads to thermal lensing effects which we wish to minimize.

Pumping the YAG slab may be done either by pumping through the TIR surfaces, or through the non-TIR surfaces on the sides of the laser slab. Earlier pump systems pumped through the TIR faces of the slab, for the same reason that cooling is preferred on these surfaces. In this case, the designs use liquid cooling in which the cooling fluid is in direct contact with the slab TIR surfaces. The much lower refractive index of the cooling fluid (usually deionized water running well above the freezing point) does not spoil the TIR of the slab surfaces, and is transparent at the pump wavelengths to allow for transmission into the YAG crystal. This necessitates a rather large amount of engineering in and of itself. The cooling area must be completely sealed with O-rings from the Brewster surfaces of the slab, and some kind of thin, transmissive window (often sapphire) is usually placed along the top of the fluid channel to protect the pump source from the cooling liquid. As a result, the pump source must pump through several surfaces and materials before reaching the laser gain material.

Cooling is a surface effect, necessitating that it be performed preferentially on the TIR surfaces, as previously noted. In contrast, the absorption of the laser power occurs throughout the volume of the laser crystal, opening up the potential for pumping the sides of the laser slab which are parallel to the plane of propagation of the lasing wave. By pumping from both sides of the slab, near-uniform volumetric heat generation can be obtained throughout the laser slab, reducing the cylindrical lensing effects which might otherwise be associated with side-pumping. By pumping other surfaces than the cooling surfaces, conductive cooling with high-conductivity solid materials is possible, which eases the engineering burden and maximizes the effectiveness of
conduction cooling.

The principal loss associated with side pumping is the need to pump through the roughened side surfaces of the slab. They must be roughened to spoil parasitic losses (gain-robbing laser oscillations propagating along directions that are not consistent with the main laser cavity). With smoothly polished surfaces, AR coatings could be applied to the surfaces to enhance the absorption of the pump radiation; with ground surfaces this is not possible.

8.2.2 Cooling Assembly

Our approach to cooling the YAG surfaces was quite different from this conventional design. Instead of pumping through the TIR surfaces, we chose to pump through the side surfaces, and conduct heat through the TIR surfaces by direct contact to a conducting medium. The engineering associated with this was expected to be simpler and lower in risk by isolating the cooling fluid from the YAG slab. This minimizes the risk of contamination of the Brewster surfaces, and reduces the complexity associated with the O-ring seals which must isolate the liquid from the external environment over a wide operating temperature range, and the development of efficient plenum chambers needed to get even cooling across the top surface of the small YAG slab. Nevertheless, this design entails its own difficulties in development which we managed to solve quite successfully.

The final working design of the cooled YAG slab is seen in Figure 8.3. Because the cooling fluid must have the ability to flow at very low temperature (-70 deg C) we used methanol, cooled in a reservoir by a primary chiller. To boost the cooling power, we inserted the probe of an immersion cooler which is capable of reaching -90 deg C at no thermal load. The chiller probe was inserted into a specially developed cover for the primary chiller. Using this system, we managed to get the temperature of the reservoir of cooling fluid down to -40 deg C at full laser pump power. Measured
at the Nd:YAG laser slab, the lowest attainable temperature was -21.5 deg C during operation. The cooling fluid ran through insulated lines to the laser box where they were connected to small copper tubes, which were in turn soldered to special nickel bellows. These bellows function well at low temperature and allow some flexibility in the adjustment and assembly of the system. The thin walls of the bellows and relatively low thermal conductivity limited the heat flow into the coldest parts of the laser. The bellows were in turn soldered to the main cooling apparatus, a sterling silver contact assembly. The silver serves two functions: first, it has extremely high thermal conductivity for transferring heat from the slab to the cooling fluid, and second it has excellent reflectivity in the near infrared for channeling the pump laser light into the laser crystal. The silver contact assembly was made of three thick plates of sterling silver soldered together by Warren Davisson. The bottom plate was a solid rectangle for conducting to the YAG slab, while the middle plate had an elongated
channel cut through it through which the coolant flowed. The top plate had two holes cut into it at the ends of the conducting channel for connecting to the nickel bellows. The contacting surfaces of the silver contact assemblies were polished to a bright, specular mirror finish using jeweler's rouge as shown in Figure 8.4.

8.2.3 Indium Contacting

The naked silver contact assemblies cannot maintain good contact without the YAG slab; the relative inflexibility of both materials makes it likely that they will only contact in a few small places across the slab, so direct thermal contact cannot be guaranteed. Furthermore, the high degree of mismatch in the thermal expansion coefficients creates significant stresses in the YAG if both materials are rigidly fixed with respect to one another. A thin layer of highly malleable material is required to establish and maintain the thermal contact. After reviewing the options, pure indium was chosen to maintain the contact; it has good wetting properties, flows at the lowest design temperatures (-70 C), and has acceptable thermal conductivity (84
The coefficients of thermal expansion for YAG and Ag are $7.5 \times 10^{-6}$ and $18 \times 10^{-6}$, respectively, so a temperature change of -100 C (for engineering margin) will create a shear of about $1 \times 10^{-3}$. The silver will contract at low temperature more than the YAG, and assuming the best case scenario in which the contraction occurs relative to the center of the 22-mm-long YAG slab, then at the end of the slab the shear would be about 10 µm. In the worst case, the shear would be 20 µm.

With a thermal conductivity six times higher than that of YAG, the thickness of the indium did not have to be held to a minimum. Small sheets of 200 µm thickness were available from the detector lab at Steward Observatory. The actual thickness of the indium layer will be less than this in operation because of the compression used to establish and maintain wetting between the YAG and indium surfaces. After disassembly the 'rut' created by the YAG slab is clearly evident, leading us to estimate that the actual indium thickness is about 150 µm. With this thickness, the indium only has to accommodate a shear of about 4-8 degrees between best and worst cases, which it can easily do.

To assure good wetting and continuous overall contact between the surfaces and the indium, the silver contact assembly must be held against the YAG slab with a moderate amount of pressure. Too much pressure would induce stress birefringence in the YAG, so the minimum amount required to establish wetting and maintain contact was desired. To determine this amount of pressure, we devised an experiment to observe wetting of indium through the spoiling of total internal reflection. The experimental setup is seen in Figure 8.5. A right-angle prism is placed with its hypotenuse down on a thin strip of indium, similar in size, shape and thickness to the strip to be used in the laser. Initially, the indium does not make good contact with the glass, so a bright uniform source can be viewed through TIR from the large flat surface.

---

1The coefficient of thermal expansion for most materials is not very constant, so the differential expansion between the materials changes as the temperature changes. These are therefore rough calculations at best. Any pretense at accuracy by carrying more than one significant digit would serve only to beguile the reader.
<table>
<thead>
<tr>
<th>Material</th>
<th>Conductivity (W m$^{-1}$K$^{-1}$)</th>
<th>Expansion ($\times 10^{-6}$/C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C (Diamond)</td>
<td>2500</td>
<td>0.8</td>
</tr>
<tr>
<td>Silver</td>
<td>429</td>
<td>18</td>
</tr>
<tr>
<td>Copper</td>
<td>401</td>
<td>17</td>
</tr>
<tr>
<td>Gold</td>
<td>317</td>
<td>14</td>
</tr>
<tr>
<td>Antimony</td>
<td>243</td>
<td>9</td>
</tr>
<tr>
<td>Aluminum</td>
<td>237</td>
<td>24</td>
</tr>
<tr>
<td>Tungsten</td>
<td>174</td>
<td>4.5</td>
</tr>
<tr>
<td>Iridium</td>
<td>147</td>
<td>6</td>
</tr>
<tr>
<td>Molybdenum</td>
<td>138</td>
<td>5</td>
</tr>
<tr>
<td>Brass</td>
<td>110</td>
<td>19</td>
</tr>
<tr>
<td>Chromium</td>
<td>94</td>
<td>6</td>
</tr>
<tr>
<td>Nickel</td>
<td>91</td>
<td>-</td>
</tr>
<tr>
<td>Indium</td>
<td>84</td>
<td>25</td>
</tr>
<tr>
<td>Sapphire</td>
<td>46</td>
<td>-</td>
</tr>
<tr>
<td>Titanium</td>
<td>22</td>
<td>8.5</td>
</tr>
<tr>
<td>StainlessSteel</td>
<td>15</td>
<td>17.3</td>
</tr>
<tr>
<td>YAG</td>
<td>14</td>
<td>7.5</td>
</tr>
</tbody>
</table>

Table 8.1. Cooling Assembly Materials. Values of thermal conductivity are from [44] and [53] while values of thermal expansion are from [109].

![Diffuse Source](image)

**Figure 8.5.** Experimental setup for measuring contact pressure required for good thermal contact between YAG slab and indium strip. Because a right angle prism of YAG was not available, we made the assumption that the fused silica and YAG were similar regarding the cohesion of indium.
FIGURE 8.6. Image of indium strip contacting the back of the prism and spoiling the total internal reflection. The reflection is the image of the black anodized surface of the structure placed atop the prism for weight.

of the prism hypotenuse. The top ridge of the prism is then weighted (using a fulcrum system with measured weights) until the image of the light source is compromised. This occurs when good contact of the indium with the glass surface allows the coupling of the light waves into the highly-absorbing indium sheet. The amount of force exerted on the prism ridge divided by the contact area between the prism and the indium indicates the minimum pressure required to achieve good contact. Once this contact is achieved, the pressure can be reduced somewhat because of the adhesion of the indium and the silica. We assume that because of the repetitive stresses induced by thermal cycling, this contact will have to be repeatedly established, and so a system maintaining a constant pressure at the minimum contacting pressure is needed.

Weights were placed atop the center of the beam so that the magnitude of the force applied to the ridge of the right angle prism was half the gravitational force of each weight. Previous experiments had shown that if the indium is pre-flattened it will adhere across its surface at lower pressures. After application of a weight, we
FIGURE 8.7. Exploded diagram of silver contact assembly. The steel rods are mounted into the bottom silver contact, and silver reflector/spacers are slid over these. Finally, the top silver piece slides down on top of the exposed ends of the steel rods. The Nd:YAG slab runs the length of the assembly, loosely held in place between the silver reflector/spacer pieces.

waited for at least two hours for the indium to flow. We obtained good contact across the 1.5 × 10 mm strip of foil when a total weight of 0.77 kg (including the beam) was applied to the prism, resulting in a required contacting pressure of about 50 g/mm². The weights were applied in approximately 900 g increments², resulting in a ± 450 g margin of error (± 30 g/mm²).

The weights were then incrementally removed from the bar, waiting several hours after each to observe any release of the indium-silica bond. The bond maintained good contact with no pressure other than the negligible weight of the small fused silica prism, indicating that wetting (adhesion) was in effect. The resulting spoiling of TIR by the small indium strip can be seen in Figure 8.6. In this particular example, the indium strip can be seen better against a dark background, where the indium strip transmits through as a silvery-grey color. Prior to enough pressure being applied, there was no image of the indium strip beneath the prism.

To achieve an even, constant, known pressure of the silver contact assemblies

²The weights were magnetic bases with non-standard weight. Each was weighed independently and used in various combinations to obtain a rough estimate of the required force.
against the YAG slab through the indium, a system was devised in which the YAG was compressed between the silver contact assemblies sliding on eight small steel rods as shown in Figure 8.7. The rods were placed into holes drilled into the bottom silver contact assembly. Each pair of rods in each corner of the assembly also fixed a small silver spacer/reflector in place. This reflector was required to shield each end of the Nd:YAG slab from the pump diodes to prevent a buildup of heat where only one surface of the slab contacts the silver heat sink. These spacer/reflector blocks also served to hold the slab in rough alignment during final assembly and prevent it from sliding off of the small indium strips. After placing these reflectors over the steel alignment rods and placing the Nd:YAG slab in the assembly between the indium strips, the top silver contact assembly was mounted on the steel alignment rods. This made for an assembly that could hold the laser slab in place, but allow for a variable force to compress the indium strips and bond the slab to the silver contact assemblies.

Thin fiberglass insulation blanketed each silver contact assembly, insulating them from a pair of thick, rigid G-10 panels which maintained the whole system in compression with steel spring compression washers as shown in Figure 8.8. The bottom section was fastened to the bottom of the plexiglass box by compression against a very thin stainless steel tube surrounding the lower coolant lines. The thermal conductivity of stainless steel is rather low, and the thin-walled tubing provides rigidity with very little conducting area.

8.2.4 \( \text{SiO}_2 \) Waveguide Layer

One final layer is required to make the system operate effectively. Direct contact of the indium to the YAG surface would spoil the total internal reflection (TIR) which the slab relies upon for lossless ducting of the laser energy. To maintain TIR, the YAG must be coated with a thin dielectric insulating layer. The layer must have a fairly low refractive index to maintain TIR, and must be thick enough to prevent coupling
FIGURE 8.8. Side view of the compression assembly inside the plexiglass isolation box. The Nd:YAG slab is held in the center of the assembly by compression applied by the spring washers. The optical fibers from the pump diodes illuminate the two exposed sides of the Nd:YAG slab, reflecting the high-angle light back toward the slab with the polished silver contacts. Not shown are a high-reflector end mirror mounted inside the box just to the left of the slab and a hole with a fused silica Brewster window to allow the beam to exit losslessly in the right side of the box. The laser cavity is then completed with an external warm flat output coupler.
of electromagnetic energy through the layer, but thin enough to facilitate efficient thermal coupling to the indium. As seen in Figure 8.2 the rays of the propagating wave through the slab strike the surfaces of the slab at an angle of 57.58 degrees. The TIR angle in going from a medium with refractive index \( n_1 \) to a medium with index \( n_2 \) is

\[
\theta_T = \sin^{-1} \left( \frac{n_2}{n_1} \right). \tag{8.1}
\]

In the case of YAG \( (n_{YAG} = 1.82) \) in air, the TIR angle is 33.33 degrees, so the slab is well within the TIR condition. By using the incidence angle as the TIR angle and inverting eqn 8.1, we find that the highest refractive index for \( n_2 \) for which TIR will still be satisfied is \( n_2 = 1.536 \). Therefore, any dielectric material with a refractive index lower than this value can be contacted to the YAG slab without spoiling the TIR operation of the slab surfaces. Fused silica (SiO\(_2\)) is such a material. With a refractive index of 1.46, it is well below the critical index. Furthermore, it is a very hard material which will resist scratching as it slides over the indium and silver surfaces, and can easily be deposited on most smooth surfaces. Finally, the coatings are usually very robust once applied[93].

A 2 \( \mu \)m layer of SiO\(_2\) was sputtered onto both TIR surfaces of the Nd:YAG slab by Dr. J. H. Ruffner at Sandia National Laboratories. The coated YAG slabs were inspected under a microscope before and after several thermal cycles in the compression assembly. After thermal cycling, some small scratches appeared in the top of the coating running in the longitudinal direction of the Nd:YAG slab, and small sections of the coating had flaked away at the edges of the TIR surface. Since SiO\(_2\) is significantly harder than either indium or silver, we concluded that some of the coating that had flaked away had been dragged across the surface of the slab through repeated thermal cycling, causing the longitudinal scratches in the surface. So if we could eliminate the flaking, we could probably eliminate the scratching.
These initial thermal cycling tests were not performed in nitrogen purged atmosphere, allowing water vapor to condense on the coated Nd:YAG slab. Dr. Ruffner suggested that water vapor could seep under the coating at the edge interface and destroy the integrity of the SiO$_2$-YAG bond, resulting in flaking near the edges. We performed the thermal cycling tests on a second slab in a nitrogen atmosphere, resulting in almost no flaking or scratching of the coating.

8.3 Testing and Results

8.3.1 Cooling and Nd:YAG Transmission Tests

The laser assembly was housed in a plexiglass box which allowed monitoring of the laser and cooling systems while maintaining thermal and atmospheric isolation. Dry nitrogen was leaked into the box to keep water vapor from entering and condensing on the cooled YAG faces. This pathfinder design was useful in testing some of the thermal and mechanical designs. A damaged Nd:YAG slab$^3$ was used in this setup to assure that the system worked properly.

The cooling system was tested with no power to the laser pump diodes. In this test, the thermal cooler bath attained a low temperature of -49 C and the minimum temperature at the laser slab was -31 C. Dry nitrogen gas was leaked into the housing at a rate of 3 l/min, and effectively kept out all condensation for a period of several hours. A Mach-Zehnder interferometer operating at 633 nm continuously monitored the slab during cooldown and laser operation. With no power to the pump diodes, at a temperature of -31 C, there were 4 horizontal fringes of tilt where the interferometer was otherwise nulled. This indicated a slight degree to which the two Brewster windows were not parallel.

$^3$Damage to the slab had been incurred over many months of testing, cleaning and design. The most obvious damage was chipping of the sharp, brittle corners of the Brewster surfaces, obscuring almost a third of the total surface of the surface. This was also the slab that incurred the bulk of the damage to the SiO$_2$ coatings. In spite of this damage, the slab was still capable of lasing, as we will describe later.
Absorption of the pump laser diodes was tested at the nominal laser operating temperature to verify good absorption. One set of fiber-coupled pump diodes was assembled on one side of the slab, while on the other side a large-area power meter measured the transmitted light. With 60 W input into the laser slab, 8.0 W registered initially on the power meter dropping to 7.2 W as the slab temperature rose from -31 C to -22 C. The number of tilt fringes on the interferometer increased to 6 horizontal fringes. At this point, the cooling bath temperature setting was set at -50 C, and the temperature began to drop. After 1 hour, the temperature at the laser slab was -27 C, and transmission had continued to drop to a stable 4.7 W, indicating a probable change to the pump diode lasing power and wavelength due to the poor control exercised by the diode laser cooling unit. The maximum absorption of diode power was observed when the diode cooling water was stable at 33 C.

With both sets of fiber-coupled pump diodes illuminating the sides of the laser slab at 60 W each, the interferometer indicated negative cylindrical lensing of focal length -0.4 m was induced in the slab.

8.3.2 Lasing Tests

A lasing cavity was set up around the slab with a 20 cm HR mirror 1 cm from the end of the slab inside the cold enclosure and a flat R=92% output coupler outside the enclosure a distance of 10 cm from the slab. The high curvature of the HR mirror was required to mitigate the negative thermal lens established in the laser slab. In this configuration CW lasing of 8.6 W was obtained with the laser slab at low temperature.

A fraction of the lasing power was directed into the entrance slit of a monochromator, and the spectrum was detected at the exit slit using a large-area Ge detector. The monochromator was scanned over a range from 1060 nm to 1065 nm. The temperature of the bath was then raised slightly (about 2.5 C) and another scan taken. Over a 2 1/2 hour period, the laser operated continuously at high power (6.0 W or
greater) and spectral scans were taken at 29 temperature points. Several of these scans spanning the temperature range from low temperature to high are shown in Figure 8.9. A distinct, linear shift of wavelength is observed.

The laser power as a function of temperature is shown in Figure 8.10. Except for the region between -20 and -10 C where the data were anomalously low, there appears to be a trend to higher power at lower operating temperatures where we wish to operate.

All of these data were taken with the prototype laser, using the damaged laser slab. With such success, we decided to begin operation of the improved version of the laser with a pristine slab. The new laser and housing units were assembled, and
initial interferometry on the new slab was very promising. It appeared that with full diode power into the slab, a slight bit (1/2 $\lambda$) of spherical lensing and a bit more (4 $\lambda$) of cylindrical lensing was induced in the slab. We had the laser power up to 4.5 W in this arrangement, but a catastrophic failure of the pump diodes put an end to testing and development.

8.4 Analysis and Conclusions

The power levels attained by the prototype laser design and the clear change of spectrum with operating temperature were very encouraging results for the development of a potential pump laser for a Raman guide star laser based on Raman shifting in CaWO$_4$. This laser demonstrated that the engineering problems associated with developing a high power Nd:YAG pump laser which could be shifted to a wavelength for more efficient Raman shifting could be overcome with our design.

Analysis of the spectral data reveals a definite shift similar to that published by Kaminskii [49] as shown in Figure 8.11. To generate this figure, the output of each
FIGURE 8.11. Peak wavelengths of best fits of data to Gaussian curves as a function of wavelength. The error bars are the width of the Gaussian curve that best fits the spectral curve.

of the 29 spectra were fit using a least-squares fit to a uniform Gaussian curve. The center of each fit function was plotted against the temperature for that spectrum and a linear least-squares fit was applied to generate the slope curve. Based on this analysis, the tuning function for Nd:YAG operating at high power is

\[
\lambda_{Nd:YAG}(T) = 1064.02\text{nm} + 7.58 \times 10^{-5}\text{nm}/\text{C}.
\]  

Using this trend, we can predict that the operating temperature at which the CaWO\textsubscript{4} shifted wavelength of Nd:YAG is exact for frequency-doubling to the center of the sodium D\textsubscript{2} line is -53 C. Unfortunately we did not have sufficient cooling power to extend the experiment to this temperature. Nevertheless, we demonstrated the operation of the system at high power over more than half of the thermal range required with no indication of degraded performance at the lower temperatures.

There was some concern initially that spectral narrowing of the Nd\textsuperscript{3+} absorption lines would limit the ability of the laser crystal to absorb the pump light resulting
in a power loss at low temperature. This was not observed at the levels at which we were operating our laser; in fact, the highest output power was observed at the lowest operating temperature.

While the results of this experiment have been encouraging for the success of this guide star laser concept, there is much still to be done. Mode-locking of the thermally shifted Nd:YAG laser must be demonstrated, and the power and pulse length as a function of temperature must be measured to understand the thermal effects on the temporal dynamics of the laser system. These temporal characteristics are essential to knowing the future directions in which to move for efficiently generating bright sodium guide stars. Efficient, high-power Raman amplification at 1178 nm has still not been demonstrated. Raman photon-conversion efficiencies exceeding 90% have been demonstrated at low power, but there is no evidence that these efficiencies can hold at multi-Watt levels. Better gain and loss characteristics of the CaWO₄ crystals must be obtained to determine the optimum output coupling for complete Raman conversion. Finally, efficient high-power frequency doubling of the output must be demonstrated. Once all of these individual elements have been demonstrated, they must all be made to work together in order to realize a high-power Raman guide-star laser. Though these tasks are not considered trivial, this work has demonstrated the solution to the greatest technological impediment to the development of this Raman guide star system.
Chapter 9

COLOR CENTER LASER

The very strict tuning requirements of the guide star laser make wide-band tunable lasers a very attractive option; this is the primary reason that almost all guide star lasers in use around the world are tunable dye lasers. However, the difficulties of dealing with a liquid dye, the inefficiency of the cascaded pump/laser system, and the power limitations of dye lasers make solid-state options preferable. What is needed is a material with the ease of use of a semiconductor pumped solid state system, and the tunability of a suspended dye. Color center materials fulfill these requirements, and thus may hold promise for development of a guide star laser.

9.1 Color Centers

Most alkali-halide salts form single crystals of cubic structure. Because of this, they exhibit no natural birefringence and have good crystal-field qualities for hosting lasing ions. They can be made with good optical quality and are typically colorless across a very wide band ranging from the ultraviolet to the mid-infrared. They have relatively high negative thermal dispersion values ($\frac{dn}{dT}$) which tend to balance their relatively high positive coefficient of thermal expansion. Consequently, they are optically insensitive to thermo-optical effects which otherwise result in self-focusing in other laser host materials.

On the other hand, most alkali-halides are quite soft, having Knoop hardnesses a factor of 10-200 times lower than common laser crystals such as sapphire and YAG. Most of them are very hygroscopic, requiring a protective coating for normal operation in air. Most alkali-halides fracture easily, whether from mechanical or thermal shock. Their thermal conductivities are better than glasses, though most are lower than
YAG.

The best of these materials, LiF, is low enough in water solubility for normal use as a laser material, and its thermal conductivity exceeds that of YAG. Like the other alkali-halide salts, LiF is a soft, brittle material prone to thermal and mechanical shock, so care must be taken in using it as a high-power laser material.

The alkali-halide salts will form anionic vacancies within the crystal lattice when irradiated with all types of ionizing radiation (high energy electrons, neutrons, gamma rays, X rays, and hard UV) and also under calcination in alkali-metal vapors. In LiF the vacancy of fluorine atoms serves as a relatively positively charged site which collects free electrons in the material. Electrons localized at such sites tend to behave as if they were bound in a hydrogenic atom. These absorption bands are analogous to the 1s → 2p transitions in the hydrogen atom, although they have cross-sections that exceed those of optically-active electrons in ions by orders of magnitude. These absorption bands are generally situated in the visible portion of the spectrum, imparting a color to the normally transparent crystal known as an 'F center' (from the German word for color, Farbe).

The F center of interest to us is the F₂ center, which forms when two adjacent fluorine atoms are displaced, as in Figure 9.1. Several different types of F₂ centers are possible: F₂⁺ when only one electron collects at this site, leaving a net positive charge; F₂ when two electrons collect, leaving the site neutral; and F₂⁻ when three electrons collect at the site, resulting in a net negative charge. The latter of these is the one of interest to us, because it has a wide absorption band peaking at 960 nm, and a broad luminescence band peaking at 1130 nm[9].

Basiev et al. have extensively developed the F₂⁻ color center laser in LiF for applications in the near infrared requiring high power and tunability. Peak powers of 10⁹ Watts with output energy of 100 J over 100 nsec have been obtained in the lasing range of 1.12-1.16 μm [9]. Though the repetition rate for this laser was not reported, the peak power greatly exceeds that required for doubling and projection
to the mesosphere. Furthermore, the 100 nsec lasing lifetime exceeds the Q-switching lifetime of Nd:YAG by an order of magnitude. In other experiments, they have obtained CW lasing at the wavelengths of interest, but not at the powers that would be required for doubling and laser guide star production.

The electronic transition structure of a typical color center is shown in Figure 9.2. Following the description of Basiev and Mirov [9], absorption occurs in a color center by excitation of an electron at the bottom of the 1s state to an allowed location on the 2p band. Rapid phonon relaxation occurs from this point to the lowest energy point on the 2p band, within 0.1-1.0 ps. At room temperature, the lifetime of the electron in this state has been reported at 104 nsec, when it relaxes through photon emission to the 1s state. Momentum conservation and the offset minima of the bands prevents the electron from making the transition directly to the bottom of the 1s band. Instead, it must decay to an excited level in the 1s band, and decay through
FIGURE 9.2. Diagram of lasing action in color center materials.

further phonon-assisted transitions to the band minimum.

This electronic structure, especially the decay to an excited level of the 1s state makes this a 4-level laser, which drastically reduces the lasing threshold for the material. Even though there are broad luminescence bands for the material, each of the $F_2^-$ color centers is broadened in substantially the same way. Thus, the laser is homogeneously broadened, which ultimately allows almost all of the luminescence to be concentrated into a single narrow line.
FIGURE 9.3. Diagram of the tunable color center laser. The green beam represents the fundamental wavelength of the Nd:YAG pump laser, while the blue beam represents the 1178 nm lasing of the color center laser. In the portion of the cavity with the color center crystal the two beams are overlapping, represented by a blend of the colors.

9.2 Color Center Laser Development

We obtained a crystal of LiF : F$_2^-$ color center material from T. T. Basiev through Lite Cycles, Inc. The material is a reddish brown, opaque (in the visible), glassy material with a physical path length of 88 mm. The faces were cut so that with the laser input at Brewster's angle the beam in the crystal will propagate along the long axis of the parallelogram.

We assembled the overlapping cavity laser shown in Figure 9.3. The color center crystal was placed between a pair of copper cooling plates which are cooled with
flowing water. The Nd:YAG pump laser was a Xenon flash-lamp pumped system generating up to 35 J/pulse at 10 Hz. An R=70% output coupler was placed at the far end of the Nd:YAG laser to limit the power buildup in the cavity and ensure that the color center crystal was not damaged. A flat dielectric mirror was placed between the Nd:YAG rod and the color center crystal. This mirror has high transmission at the 1064 nm YAG wavelength, and is a high reflector at 1178 nm. The dichroic flat was turned until maximum transmission was attained at 1064 nm, maximizing the pumping of the color center material. The output coupler for the color center laser was a blazed infrared grating, operating in the Littrow configuration. The grating is turned to tune the color center laser, and the zero-order reflection from the grating is taken as the output beam. The output was directed to a doubling assembly consisting of an f=150 mm lens and a crystal of LBO. The doubled output was then focussed onto an optical fiber feeding a high-resolution echelle spectrograph for monitoring the output wavelength and bandwidth.

Using only the grating for tuning, the total lasing bandwidth observed on the spectrograph was approximately 200 GHz. To narrow the linewidth and direct the energy to the sodium line, we inserted a single thick (fine-adjustment) birefringent filter from the dye laser. For fine tuning, a 25 mm thick etalon was introduced into the cavity as well.

The lasing spectral output is observed in Figure 9.4. This image shows the tuned output of the color center laser as the spot on the right, simultaneously compared with the Doppler-broadened spectrum of the output of the D2 line of a low-pressure sodium lamp on the left. The lasing spectrum is approximately tuned to resonance, and narrowed to match the line width.

The onset of lasing for this tuned configuration occurred when the Nd:YAG laser was pulsed with 30 J from the flash lamp. At this level, with the color center laser cavity tuned to center the output spectrum at 1178 nm, the average power from the color center laser at 10 Hz was 30 mW (average pulse energy of 3 mJ). Power increased
FIGURE 9.4. The spectrum of the tuned and frequency-doubled color center laser output (spot on right) compared with the output of the $D_2$ line of a low pressure sodium lamp (line on left). The lasing output is slightly narrower than the 3 GHz broadened spectrum of the sodium line.

slightly to 35 mW by pumping the Nd:YAG laser with 32 J/pulse, but subsequently decreased and leveled off at 32 mW with up to 35 J/pulse.

9.2.1 Thermal Defocus Measurements

Among the most significant problems encountered in developing most solid-state lasers for continuous operation at high power are the deleterious thermal effects that arise from high heat generation rates and low thermal removal rates. The optical effects that are often induced are the onset of thermal lensing which affects the cavity configuration and lasing efficiency, and stress-induced birefringence. The obvious mechanical limitations of thermal stress (inducing crystal fracture) are not usually encountered until well after the optical effects are manifest.

The advantage of LiF as a lasing material is that the thermal lensing induced is extremely low. While the coefficient of thermal expansion in the material is moderately high ($\alpha_T = 3.2 \times 10^{-5}/\text{C}$), the refractive index of the material is very low
FIGURE 9.5. In-situ interferometry experiment in which the thermo-optic effects induced in the color center material can be measured and monitored simultaneously with pumping.

(1.38) minimizing the optical impact of thermal expansion. Balancing this is the negative change in refractive index with temperature, listed as $-1.2 \times 10^{-5}/C$. The total change in optical path length $\Delta OPL$ for a given length $L$ of material over a temperature difference $\Delta T$ is given by

$$\Delta OPL = L(n - 1)\alpha T \Delta T + \frac{dn}{dT}L\Delta T$$

which for our case is $\Delta OPL = 1.6 \times 10^{-7}\alpha T \Delta T$, which is two orders of magnitude lower than most materials.

To verify the optical insensitivity of the color center laser to thermal effects, we set up the in-situ interferometry experiment shown in Figure 9.5, in which the optical path length of the material was monitored with a probe beam at 633 nm as the laser was pumped at 1064 nm. The interferometer design is a single-pass Mach-Zehnder interferometer at 633 nm. The absorption of the color center material at 633 nm requires that roughly 99% of the HeNe power be transmitted in the test arm, and 1% in the reference arm to optimize the fringe visibility. A dichroic mirror (actually, a Nd:YAG output coupler) is used to direct the majority of the pump beam
Without Lasing

4 Watts Incident

FIGURE 9.6. Interferogram of the LiF : F$^-$ color center crystal with no Nd:YAG laser pumping applied (left) and with 4 W incident (right). The pump was localized on the area outlined by the black circle. Note that there is a maximum shift of $\lambda/4$ where $\lambda = 633$ nm. A shift to the right indicates less path length or negative lensing.

to the power meter for monitoring absorption. Another Nd:YAG laser high reflector is required beyond that to prevent any of the pump light from reaching the camera.

The results of the experiment are seen in Figure 9.6. Tilt fringes were introduced so that the amount and type of thermal lensing (positive or negative) could be measured more readily. The color center crystal was conductively cooled at the top and bottom by contact with water-cooled copper blocks. This cooling introduced a slight thermal gradient in the material resulting in the fringe-bending at the top and bottom of the image. The total length of the LiF crystal (along the lasing axis) is $L = 88$ mm. The image on the left is the reference image of the color center crystal without any Nd:YAG pumping applied. On the right the effects of pumping continuously with 4 W of arc-lamp-pumped, Q-switched Nd:YAG at the site indicated by the dark circle are observed. The thermal effects in the crystal are barely noticeable, consisting of a shift of roughly one-half fringe to the right, in the direction of negative $\Delta OPL$. The value of $\frac{dn}{dT}$ accounts for slightly more shift than the crystal expansion, at least at the probe
wavelength of 633 nm. Thermal modeling of the temperature differential of LiF from the center of the pump beam to the cooling block brackets the temperature difference between 40K and 60K, depending on the pump beam size. Assuming a temperature differential of 50K, a crystal length of 88 mm, and a fringe shift of $\lambda_{HeNe}/2$ gives an estimate of the thermo-optic coefficient of $7 \times 10^{-8} \text{K}^{-1}$, approximately a factor of two lower than and in the opposite direction from our estimate. The discrepancy is not unexpected, given the small calculated value and the precision to which the index dependence on temperature is known.

Despite pumping with up to 20 Watts of Q-switched Nd:YAG power, our various color center laser cavities never exceeded 100 mW. The absorption of the color center crystal at the Nd:YAG wavelengths was near optimal (70%), and lasing could be obtained at low threshold intensity. Measurements of the Nd:YAG pump beam reveal an intensity of approximately 1.2 MW/cm², well below the optimum conversion intensity of 80 MW/cm² published in [9]. The color center cavity mode was considerably smaller than the pumped volume, resulting in further inefficiency. Finally, we suspect that the high gain of the material results in excessive loss through amplified spontaneous emission (ASE), and parasitic losses, though these were never verified.

9.3 Conclusions

Many of the properties of LiF : F₂⁻ material are desirable for development of a high power laser tunable to 1178 nm. We have demonstrated the potential of such a laser to be tuned and doubled to produce radiation of the right frequency. Finally, we have demonstrated that it is virtually immune to thermal focus, a highly desirable quality for scaling to high power. The material is capable of very high gain, and can be pumped with any of the high-power lasers employing the Nd³⁺ ion as the lasing ion. With its broad absorption peak at 960 nm, the material is ideally suited for high power CW diode pumping. The broad absorption band, and broad, homogeneously
broadened transition peaked near the doubtable wavelength of 1178 nm make this laser ideal for a guide star application in many ways.

More research is needed to investigate the factors limiting power extraction. The lifetime of the lasing state must be considered more carefully, especially with respect to the potential for Q-switched and CW output. Explanation and mitigation of the poor power performance could ultimately yield a material with high gain and superior tunability for operation as a laser gain material, or as a laser amplifier in a master oscillator power amplifier (MOPA) laser.
Chapter 10

THE APATITE LASER

10.1 Introduction and Background

Several properties of solid-state lasers make them attractive for routine daily use at remote sites such as the locations of most research telescopes. Solid state lasers can be engineered to be very robust, requiring little maintenance and exceptional ruggedness. They can often be made quite compact, and have little sensitivity to orientation so that attaching them to the side of a moving telescope structure is not out of the question. It is often a matter of proper engineering to drive the output power capability of some solid-state lasers into the range of several Watts (at least). Finally, many solid-state lasers are characterized by a high wall-plug efficiency, minimizing the additional overhead of power and cooling that are occasionally at a premium at remote telescope locations.

Given these advantages, it is desirable to find a type of solid-state laser which can be scaled to 10-20 W of output power, and can be coaxed to operate directly at the 589 nm sodium D₂ peak. Unfortunately, there is a dearth of materials with potential lasing lines near this wavelength.

To overcome this deficiency, we consider the potential of solid-state lasers operating in the near infrared. If it were possible to develop a high-power laser at 1178.0 nm, then mature frequency doubling techniques could be employed to efficiently generate an output wavelength of 589.0 nm.

There are entire volumes devoted to the identification of potential lasing transitions of various ions in various materials, and lasers that have successfully been shown to operate at various wavelengths [110]. Yet, perusal of these tomes shows the clustering of lasers around particular wavelengths, leaving large gaps in the spectrum that
cannot be readily accessed with solid state laser materials, among them the spectral regions around 589 nm and 1178 nm.

There are reports in the literature of fluorescence peaks indicative of potential lasing action by the Mn$^{5+}$ ion in apatite-type crystalline materials close to 1178 nm. Laser gain was observed in Mn:Śr$_5$(PO$_4$)$_3$Cl and Mn:Ca$_2$PO$_4$Cl [17], and actual lasing was demonstrated in Mn:SVAP (Mn:Śr$_5$(VO$_4$)$_3$Cl) [66] and Mn:BOV (Mn:Ba$_3$(VO$_4$)$_2$) [67]. Finally, tuning of the fluorescence band by changing the host material demonstrated a peak fluorescence at 1181 nm in Mn:BCAP (Mn:Ba$_5$(PO$_4$)$_3$Cl) [76], very near the 1178 nm line required for frequency-doubling to 589 nm.

With all of these elements in place, we decided to pursue development of a Mn:BCAP laser operating at 1178 nm. The initial concept called for development of a guide star laser in which many Mn:BCAP lasers are pumped by inexpensive, efficient laser diodes operating in the near infrared. The outputs of these lasers are then combined to produce a bright beam at 1178 nm which would subsequently be doubled and directed into the sodium layer. Unfortunately, Mn:BCAP is not readily available¹, so we contracted with a crystal grower² to develop the material, a process which was expected to take several months. In the interim we experimented with natural fluorapatite as a surrogate gain material until the Mn:BCAP was ready. Unfortunately, the crystal grower was never able to seed the melt for Czochralski growth, and thus never produced good crystals of Mn:BCAP. As a result, the majority of this work was centered around the development of the surrogate fluorapatite material as a laser.

¹BCAP actually has been identified in natural form as *alforsite* [75], but it is extremely rare, coming only from the Big Creek mine in Fresno County, California, and the natural form only exists in fine-grained crystals approximately 0.02 mm in diameter.

²The contract was with Scientific Materials, Inc. in Bozeman, MT.
FIGURE 10.1. The molecular structure of fluorapatite after McConnell [64]. Columns of calcium atoms parallel to the optical axis are linked in place with oxygen atoms (a). These separate columns are then linked through phosphorous atoms which make up the PO$_4$ tetrahedra (b).

10.2 Apatite (Mn:Ca$_5$ (PO$_4$)$_3$ F)

Apatite is a common mineral of composition Ca$_5$(PO$_4$)$_3$X in which the X element determines the type of apatite. The three common varieties of true apatite are fluorapatite (Ca$_5$(PO$_4$)$_3$F), chlorapatite (Ca$_5$(PO$_4$)$_3$Cl) and hydroxyapatite (Ca$_5$(PO$_4$)$_3$OH), the latter of which is the principal constituent of teeth and bones. The name apatite comes from the Greek απατάω (to deceive); the name was coined by A. G. Werner because of its tendency to look like other minerals depending on the composition and density of impurities [27].

The most common mineral form of apatite (and the natural form that we have dealt with) is fluorapatite, the atomic structure of which is seen in Figure 10.1. The basis of the structure is comprised of columns of calcium ions parallel to the optical axis of the crystal. These columns are held together by groups of three oxygen ions
above and below the calcium ions. In addition, each calcium ion is also bonded to three more oxygen ions, coplanar with the calcium ions and normal to the optical axis. These columns of ions are joined by the phosphorous ions which connect three oxygen atoms from one column, to one oxygen ion from the other column. This accounts for all of the phosphorous and oxygen ions. Between these oxygen ions linking the columns of calcium there are large spaces into which the fluorine ions fit. These fluorine ions are surrounded by triangles of the remaining calcium ions which fill out the complete structure of apatite. This structure gives rise to a plethora of crystal planes, as seen in Figure 10.2 taken from Wood [112].

The crystal has $C_{6h}$ symmetry, and is thus uniaxial and slightly birefringent with an ordinary refractive index of 1.6325 [64] and an extraordinary refractive index of 1.635. It is a relatively soft material in comparison with most other gemstones, and is used to define the level 5 on the Mohs hardness scale, comparable to most glasses.

Apatite occurs naturally in many different colors and intensity of color. A very common form is a relatively transparent, blue material from Madagascar (called neon blue in the gem trade) and darker blue material from the Durango mine in Mexico and the Hugo mine of South Dakota. Coming directly from the ground, the apatite exhibits an opaque green color, and is turned blue by heating to temperatures of up to 600 C[47]. The blue color is believed to be the result of absorption by impurities of
FIGURE 10.3. Design of portable infrared spectrometer for observing IR apatite fluorescence.

Mn$^{5+}$, substituting for phosphorous in the PO$_4$$^{3-}$ group [47][14][56]. In this site, the manganese ion takes on an unusual +5 charge state which leaves it with two optically active 3$d$ electrons. These electrons are not shielded, as the optically active electrons in rare earth elements are, and so their energy levels are very sensitive to variations in the crystal field. Because the Mn$^{5+}$ ion sits in a site that is tetrahedrally surrounded by O$^{2-}$ ions, to first order the perturbations to the field will take on a tetrahedral or $T_d$ symmetry. The lower-order symmetry of the external crystal field of the complete apatite structure will perturb this splitting, but these perturbations are expected to be minor, compared to the $T_d$ group analysis.

Samples of blue apatite were obtained at the Tucson Gem and Mineral Show, and were carefully checked for absorption at red wavelengths, fluorescence yield in the infrared, and fluorescence spectral peaks near our desired wavelength. The latter was performed by observing the fluorescence on a portable IR spectrograph developed
FIGURE 10.4. Rough apatite crystals in beaker of CS₂.

for the purpose shown in Figure 10.3. The majority of stones purchased were rough stones, so it was not possible to judge their clarity or purity on the spot. In the laboratory, the stones were immersed in CS₂ which has an index of 1.633, and matched the index of the apatite material very well. Upon inspection in the index matching fluid, refraction effects at the surface boundaries disappeared, as seen in Figure 10.4, allowing us to choose the clearest and cleanest samples without the trouble of polishing each. The chosen samples were flattened and polished using a gem-cutter’s wheel. A final hand polish of the best samples was performed by using successively finer grades of optical fiber polishing film, which resulted in smooth, clean surfaces on the crystals.

Once polished, the apatite crystals were examined under an Olympus polarizing microscope. Small lines that we believe are tiny fracture planes estimated to be 10-20 μm in length were observed throughout the crystal, as seen in Figure 10.5; similar small cracks were reported for natural apatite by Elliott [27]. For a crystal with
surfaces polished normal to the plane of cracks, seen on the left in Figure 10.5, the cracks appear at angles of 120 degrees with respect to one another, as one might expect for a crystal with $C_{6h}$ symmetry. When red laser light at 685 nm was directed through the crystal, a principal line of scattering was observed on the output side, aligned normal to the internal cracks. The amount of scattering was variable dependent upon the location of the beam in the crystal, and for the best locations (i.e. minimum total scatter) the total integrated scattering appeared to be less than 1%.

The crystal on the left in Figure 10.5 was the crystal on which most of the detailed experimentation was performed. A sample of this crystal was sent away for chemical analysis which placed the manganese density at 325 parts per million (ppm). From this we calculated a number density of $1.15 \times 10^{19}$ atoms/cm$^3$. The analysis also detected the elements B, Cr, Fe, Na and Sr, but did not quantify the amount of each of these.
10.3 Apatite Fluorescence

As shown in Figure 10.6, the fluorescence of natural apatite can easily be observed using an infrared imager (preferably enhanced to extend the wavelength sensitivity beyond the 1.1 μm silicon detection cutoff). We see that not all crystals purported to be apatite fluoresce well. Under intense illumination by a bank of bright red LEDs, the samples of neon-blue and royal-blue apatite crystals toward the front of the figure appear to glow intensely in the infrared, while other colors of apatite (even deep blue crystals) emit weakly or not at all. Some of the green apatite samples such as the elongated one in the center of Figure 10.6 appeared to be good fluorescent crystals, but had low red absorption, reducing their value as lasing crystals.

All spectral scans of apatite samples were taken with a CVI CM110 grating monochromator. The infrared scans were performed using a grating of 600 grooves/mm, blazed for 1200 nm. The monochromator uses replaceable slits of widths ranging from .125 mm to 2.4 mm. The light at the output slit of the detector was generally detected

\(^3\)The analysis was an Inductively Coupled Plasma (ICP) analysis, performed by Desert Analytics, Inc. in Tucson.
FIGURE 10.7. Fluorescence spectra for natural apatite for $\pi$ (solid black line) and $\sigma$ (blue dotted line) polarizations of the apatite crystal.

with a high-gain InGaAs detector (model g3476-05 from Hamamatsu). A low noise transimpedance amplifier circuit with a 200 M$\Omega$ feedback resistor was used to send the signal into a 10x operational amplifier for a total transimpedance gain of $2.0 \times 10^9$ V/A. The entire operational configuration was controlled with a Windows program written by the author to control the stepping of the monochromator and acquisition of data by the detector. The light source for transmission measurements was a single current-controlled tungsten-filament bulb situated in a thermally massive aluminum housing, typically operated at 7W. A diffuser was placed between the bulb and the sample to randomize the polarization of the source, and to provide spatial uniformity.

Previous studies of the absorption of fluorapatite indicated a strong absorption band from roughly 500-800 nm, which is largely responsible for the blue color of apatite [47]. We used a laser diode at 685 nm near the peak of the absorption band to stimulate fluorescence. The stimulating wavelength and visible background light were completely filtered out with a polished silicon wafer covering the input slit of the monochromator. A Glan-Thompson polarizing prism was placed between the fluorescing apatite stone and the entrance slit of the monochromator to discrimi-
nate between polarization states. The resulting fluorescence profiles are observed in Figure 10.7, and are seen to be significantly polarized. Because the grating efficiency differs for polarizations parallel and perpendicular to the slit, the relative ratios of the two curves are not mutually calibrated. However, the emission at 1161 nm appears to be most strongly polarized.

The emission spectrum exhibits peaks at 1151.4 nm, 1161.2 nm, 1199.8 nm, 1214.2 nm, 1270.6 nm and 1281.6 nm. The latter two are very weak, and are easily skewed by overlapping with stronger neighboring peaks. The location of the peaks between $\sigma$ and $\pi$ polarizations are consistent to within 1 nm. The ratios of relative intensities for both curves reveals the possibility that the two sets of peaks around 1210 nm and 1285 nm are Raman-shifted spectra of the principal peaks around 1155 nm. Were this the case, the set of curves around 1210 nm are Raman shifted by about 365 cm$^{-1}$, while the second set would be Raman shifted by 815 cm$^{-1}$ from the primary lines. Analysis of the Raman-active modes of fluorapatite by Elliott [27] identifies a very strong Raman mode at 963 cm$^{-1}$, and medium activity at 429 cm$^{-1}$, 580 cm$^{-1}$, 591 cm$^{-1}$, and 1051 cm$^{-1}$. All other Raman-active modes are listed as weak or very weak. None of these lines are very close matches to our observed hypothetical Raman spectrum, leading us to believe that they are probably real transitions.

For a Mn$^{5+}$ ion with a pair of $d^2$ electrons in a weak crystal field\footnote{Much of the detail of the derivation of the energy levels for a pair of 3d electrons in a crystal field is contained in Appendix A.}, the $^1D$ free ion term splits into $^1E_g$ and $^1T_{2g}$ terms, while the $^3F$ term splits into $^3A_{2g}$, $^3T_{1g}$ and $^3T_{2g}$ terms [104] [82]. At higher crystal field strength (Dq/B > 2), the $^3T_{2g}$ energy level crosses above the $^1E_g$ metastable level, from which the fluorescence decays to the $^3A_{2g}$ ground state. The $E$ irreducible representation is two dimensional, and thus is doubly degenerate, while the $^3A_{2g}$ ground state is one dimensional, but is a triplet state, and thus triply degenerate. This is fortunate because the higher degeneracy of the ground state reduces the pumping threshold of the material somewhat, partially
FIGURE 10.8. States of a 3-level atom, in which state $^3A_2$ is the ground state and state $^1E$ is the metastable lasing state.

mitigating the difficulties of pumping a three-level laser material.

10.4 Lasing Efforts

10.4.1 Three Level Atom Model

Since the lasing transition of Mn$^{5+}$ appears to be from the $^1E_g$ excited state to the $^3A_{2g}$ ground state, we must model the laser as a three-level medium, in which (for simplicity) the ground state is labeled as $|0\rangle$, the pump state is $|1\rangle$, and the metastable lasing state is $|2\rangle$ (Figure 10.8). The differential equations governing the populations are given by:

$$\frac{d}{dt}n_0 = -W_{0\rightarrow 1}n_0 + \frac{n_2}{\tau_2} \tag{10.1}$$
$$\frac{d}{dt}n_1 = W_{0\rightarrow 1}n_0 - \frac{n_1}{\tau_1} \tag{10.2} $$
$$\frac{d}{dt}n_2 = \frac{n_1}{\tau_1} - \frac{n_2}{\tau_2} \tag{10.3}$$

in which $n_i$ is the population density in level $i$, $\tau_i$ is the natural lifetime of state $|i\rangle$, and $W_{i\rightarrow j}$ is the pump rate from $|i\rangle$ to $|j\rangle$.

To solve this system of equations, we begin with the consideration of some constraints to the system. First, the lifetime of $|1\rangle$ is infinitesimal compared with that of $|2\rangle$, so we can simplify the system by assuming that the moment an atom enters $|1\rangle$
it decays to \( |2\rangle \) so the population of \( |1\rangle \) is always zero. Mathematically, \( \tau_1 \to 0 \), so

\[
\frac{d}{dt} n_1 \approx -\frac{n_1}{\delta}
\]  
(10.4)

in which \( \delta \) is very small. Here we have assumed that the short lifetime of \( \delta \) makes this term much larger than the pumping rate from the ground state. Solving this differential equation leads to

\[
\ln n_1 = -\frac{t}{\delta} + C
\]  
(10.5)

\[
n_1 = Ce^{-\frac{t}{\delta}}.
\]  
(10.6)

In steady state \( t \to \infty \), so \( n_1 \to 0 \). Under this condition, the rate of pumping from the ground state to level \( |1\rangle \) simply becomes the rate of pumping from the ground state to level \( |2\rangle \). In steady state, \( \frac{d}{dt}(n_1) = 0 \), and since \( n_1 = 0 \), equation 10.2 can be eliminated to arrive at,

\[
\frac{d}{dt} n_0 = -W_{0\to1}n_0 + \frac{n_2}{\tau_2}
\]  
(10.7)

\[
\frac{d}{dt} n_2 = W_{0\to1}n_0 - \frac{n_2}{\tau_2}.
\]  
(10.8)

The next constraint to apply is that the total concentration of atoms \( n \) must be composed of the concentrations in the aforementioned states, or

\[
n = \sum_{j=0}^{2} n_j.
\]

It has already been determined that \( n_1 = 0 \), so rewriting \( n_2 = n - n_0 \) in the first of our differential equations and applying the steady state condition that \( \frac{d}{dt}n_i = 0 \) results in

\[
n_0 = \frac{n}{1 + \tau_2 W_{0\to1}}
\]  
(10.9)

\[
n_2 = \frac{n\tau_2 W_{0\to1}}{1 + \tau_2 W_{0\to1}}.
\]  
(10.10)
We can put these in more familiar terms by observing that the pumping rate is just

\[ W_{0 \rightarrow 1} = \frac{I \sigma}{h\nu} \]  

(10.11)

where \( I \) is the pump beam intensity in W/cm\(^2\), \( \sigma \) is the absorption cross section at the pump wavelength in cm\(^2\), and the product \( h\nu \) is the pump photon energy in Joules. Making the further simplification of uniform pumping across the pump area \( A \), we replace the pump intensity with the ratio of power to area \( I = \frac{P}{A} \). Finally, since we are principally interested in the fraction of atoms in each of the states, we divide both sides by the total number density \( n \) to get

\[ \frac{n_0}{n} = \frac{h\nu}{h\nu + \tau_2 \sigma \frac{P}{A}} \]  

(10.12)

\[ \frac{n_2}{n} = \frac{\tau_2 \sigma \frac{P}{A}}{h\nu + \tau_2 \sigma \frac{P}{A}}. \]  

(10.13)

10.4.2 Fluorescence Measurements

If we consider that fluorescence is simply the spontaneous emission of the excited state governed by the natural lifetime of the state, then the rate of fluorescence per unit volume must clearly be proportional to the population density \( n_2 \) of atoms in the excited state \( |2\rangle \). As we continue pumping the crystal, we expect that the incremental fluorescence will drop off as fewer and fewer atoms are available in the ground state for populating \( |2\rangle \). At the point where we reach inversion, \( n_2 = n_0 \), and since we assume that all atoms are in one of these two states, then \( n_2 = \frac{n}{2} \). This is achieved when

\[ \tau_2 \sigma \frac{P}{A} = h\nu, \]  

(10.14)

or,

\[ P \sigma = \frac{A h\nu}{\tau_2}. \]  

(10.15)
At this point, the fluorescence should be half of the maximum obtainable fluorescence.

In order to evaluate the unknown parameters of the natural apatite crystal initially used as our laser gain medium, its transmission and fluorescence were measured as a function of incident pump laser power. The laser power at the site of the crystal was initially characterized using a NIST-traceable laser calorimeter and a high-precision HP multimeter. The setup for measuring the transmission and fluorescence of the laser crystal is shown in Figure 10.9. The laser end mirror was included in the measurement system to simulate the amount of pumping that the laser crystal would get in actual use. The pump beam waist was centered in the apatite crystal by observing the fluorescence as the pump focusing lens was translated toward and away from the apatite. When the beam was at best focus, the fluorescence reached a clear minimum, essentially where the absorption saturation of the crystal was at its maximum.

The transmitted red light was then reflected from a polished silicon wafer and focused on a silicon PV detector. The silicon wafer is strongly absorbing at the pump laser wavelength of 685 nm, allowing none of the pump light to register on the InGaAs detector behind it. The real part of the refractive index of silicon is about 3.8 at 685 nm, resulting in a Fresnel reflectivity of about 34%. The actual reflected efficiency, after reflection from the silicon wafer and transmitted through the detector window and collecting lens was measured to be 29.4%.

The silicon wafer has virtually no absorption at the fluorescence wavelengths of 1150-1170 nm however, allowing nearly 55% (after Fresnel reflections) to reach the InGaAs detector.

The fluorescence data are shown in Figure 10.10. The diode power output had been previously calibrated and shown to be almost perfectly linear with respect to input current above lasing threshold of 30 mA. When the beam was not focused in the crystal, the fluorescence increased nearly linearly with diode current. However, when properly focused in the apatite, the fluorescence yield began with the same slope as
FIGURE 10.9. Setup for simultaneous measurements of fluorescence and transmission of apatite laser crystal. The silicon wafer is used as a dichroic beamsplitter, passing the fluorescence on to the germanium detector and reflecting the residual red pump beam to the lens which focuses it onto the silicon detector.

FIGURE 10.10. Fluorescence output from apatite crystal as a function of current to pump laser diodes. Diode output power is almost perfectly linear above threshold. The dashed curve is for the defocused beam in the crystal, while the solid curve shows the rolloff of fluorescence as a result of saturation.
Fluorescence as a function of laser power is plotted in Figure 10.11. This data should take on the same form as indicated in equation 10.13, though we are not yet sure of the scaling parameters to use. To obtain these scaling parameters, consider the slope of equation 10.13,

$$\frac{d}{dP} \left( \frac{n_2}{n} \right) = \frac{h\nu\tau_2\sigma/A}{(h\nu + \tau_2\sigma P/A)^2}. \quad (10.16)$$

With no incident power (i.e. $P = 0$) this simplifies to

$$\frac{d}{dP} \left( \frac{n_2}{n} \right)_{P=0} = \frac{\tau_2\sigma}{Ah\nu}. \quad (10.17)$$

By observing the relaxation of the fluorescence from the excited state $|2\rangle$, we were able to determine that $\tau_2 = 550\mu$sec, the lifetime of the excited state. Direct observation of the pump spot yields a pumped area of $3.0 \times 10^{-5}$ cm$^2$. The wavelength of the pump laser is known to be 685 nm, so the only value remaining is the absorption
cross section, \( \sigma \). Thus, the initial slope of our curve is

\[
\frac{d}{dP} \left( \frac{n_2}{n} \right) = \frac{430 \mu \text{sec} \sigma}{(3.0 \times 10^{-5} \text{cm}^2)(2.89 \times 10^{-19} J)}
\]

\[
= 5.0 \times 10^{19} \sigma \text{W}^{-1} \text{cm}^{-2}.
\]

In our data, the initial slope is 10.16 mV/mW. At the upper end of the power curve, the slope has dropped off to 2.19 mV/mW, a factor of 4.6 lower. Using this information, \( \sigma \) becomes apparent. Solving equation 10.16 for \( \sigma \) we get

\[
\sigma = \frac{A}{\tau_2 P} \left( \sqrt{\frac{h \nu \tau_2 / A}{\frac{d}{dP} \left( \frac{n_2}{n} \right)}} - h \nu \right)
\]

\[
= 4.9 \times 10^{-19} \text{cm}^2
\]

It is now possible to get an estimate of the number density of Mn\(^{5+}\) ions by evaluation of the total fluorescence yield of the crystal under pump illumination. For this estimate, we must assume that the fluorescence is isotropic, and that our germanium detector is uniform and standard in its responsivity. There are two paths by which the fluorescence can reach the detector, the direct path and the light reflected by the highly reflective end mirror. For the direct path, the emitted fluorescence must travel a distance \( d \) with a total transmission \( T \). For the indirect path, the distance traveled \( (d') \) is slightly larger than \( d \), and the transmission \( T' \) will be slightly less than \( T \). The efficiency of photon collection, \( \eta \) is then given by

\[
\eta = \frac{A_d}{4\pi d^2} T + \frac{A_d}{4\pi (d')^2} T'
\]

where \( A_d \) is the area of the photodetector. The output voltage of the germanium detector for a flux of one photon per second should be

\[
V_\gamma = R G h \nu
\]

where \( R \) is the detector responsivity (A/W) at the fluorescence wavelength, and \( G \) is the detector amplifier gain (V/A). The total number of photons which will be emitted
per second from the apatite crystal under steady state pumping is

\[
\frac{d\gamma}{dt} = Aln_2/\tau_2
\]  

(10.24)

where the product of the pumped area \(A\) and length \(l\) give the pumped volume. Combining these factors results in the steady-state voltage on the germanium detector

\[
V_{ge} = \eta V_{\gamma} \frac{d\gamma}{dt}
\]  

(10.25)

\[
= \left( \frac{A_d}{4\pi d^2} T + \frac{A_d}{4\pi (d')^2} T' \right) \mathcal{R}G \nu Aln_2/\tau_2
\]  

(10.26)

Substituting for \(n_2\) from equation 10.10 and solving for \(n\) yields a solution for the number density of Mn\(^{5+}\) atoms in the crystal. With a germanium detector area of \(A_d = 0.2 \text{ cm}^2\) responsivity of \(\mathcal{R} = 0.55 \text{ A/W}\), gain of \(G = 10^5 \text{ V/A}\), transmission values of \(T = .39\) and \(T' = .34\) and distances of \(d = 4 \text{ cm}\) and \(d' = 5 \text{ cm}\) we get a detector voltage of 392 mV at a power of 55.5 mW. This results in

\[
n = \frac{4\pi (h \nu + \tau_2 \sigma P/A) V_{ge}}{A_d \left( \frac{T}{d^2} + \frac{T'}{(d')^2} \right) \mathcal{R}G \nu \sigma P}
\]  

(10.27)

\[
= 7.3 \times 10^{18} \text{ cm}^{-3}
\]  

(10.28)

This value is about 35% less than that obtained by ICP analysis, but nevertheless it is good as an approximation based on the assumptions made. To check the fit, comparison of the derived function and the data is shown in Figure 10.12. The fit, while not perfect, demonstrates a general agreement with the observations.

### 10.4.3 Transmission Data

The values just obtained can now be used to check the degree to which the entire analysis is valid by using them to model the transmission of the pump beam through the laser crystal. Whereas fluorescence is dependent solely on the number \(n_2\) of atoms in the excited state \(|2\rangle\), the transmission is dependent on \(n_0 - n_1\), the population difference between the excited state \(|1\rangle\) and ground state \(|0\rangle\) of the pumping transition.
Since our model maintains that \( n_1 \) is always near zero, then the internal transmission (i.e. not accounting for Fresnel losses at the surfaces) is just

\[
T_{ap} = e^{-\alpha_0 \frac{\eta_0}{n}} \tag{10.29}
\]

where \( \alpha_0 \) is the small-signal (unsaturated) absorption coefficient, and \( l \) is the length of the crystal. The unsaturated absorption coefficient is just

\[
\alpha_0 = n \sigma \tag{10.30}
\]

so the transmission as a function of power can be written

\[
T(P) = e^{-\alpha(P)l} \tag{10.31}
\]

\[
= e^{-\alpha_0 \frac{n_0 \alpha(P)l}{n}} \tag{10.32}
\]

\[
= e^{n \sigma \frac{\hbar v}{k_B T} \frac{l}{r_2 \sigma}} \tag{10.33}
\]

Thus, taking into account all of the potential losses and response of the silicon detector, it is expected that the silicon response should be

\[
i(P) = PT(P)T_{Si}R_{Si} \tag{10.34}
\]

\[
= P e^{n \sigma \frac{\hbar v}{k_B T} \frac{l}{r_2 \sigma}} T_{Si}R_{Si} \tag{10.35}
\]

With estimates of \( T_{Si} = 0.27 \) and \( R_{Si} = 0.4 \) A/W we get the curve shown in Figure 10.13.
10.4.4 Thermal Stress Analysis

All of the work involved in developing an apatite laser is useless for guide star purposes unless a significant amount of power can be wrung from the laser crystal. The power can be limited by several factors, including the 'thermal shock' which the apatite host material is capable of withstanding.

The thermal shock parameter of a laser crystal is a function of the speed with which the heat deposited in the crystal can be conducted away, the thermal expansion and elastic coefficients of the material, and the maximum tensile stress that the crystal can withstand before breaking. This latter parameter, maximum stress, is dependent upon the surface finish of the material, and can vary by factors of 2-3. Furthermore, dislocations and impurities as frequently found in natural crystals can also significantly lower this maximum tensile stress value.
In the analysis published by Koechner [53] a cylindrically symmetric laser rod pumped by a Gaussian beam will experience a quadratically varying temperature profile to the boundary of the rod. Radial, tangential and axial stresses are induced in the rod as a result of the rod’s non-uniform thermal expansion. The stress fracture limit (the amount of power that can be dissipated in the rod before fracture occurs) is

\[ P_a = 8\pi l R \]  \hspace{1cm} (10.36)

where \( l \) is the length of the crystal (.118 cm), and \( R \) is a "thermal shock parameter" given by

\[ R = \frac{K(1 - \nu)}{\alpha E} \sigma_{\text{max}} \]  \hspace{1cm} (10.37)

where \( K \) is the thermal conductivity, \( \nu \) is Poisson’s ratio, \( \alpha \) is the expansion coefficient, \( E \) is the Elastic Modulus, also known as "Young's Modulus", and \( \sigma_{\text{max}} \) is the maximum tensile strength of the laser crystal.

With the apatite laser, we lose on several fronts in the laser development. First, the quantum loss is over 40%, so that nearly half of our absorbed power results in heat which must be dissipated. Second, the thermal conductivity of apatite is only 2.0 W m\(^{-1}\) C\(^{-1}\). The thermal expansion coefficient of apatite is a relatively high \( 1.0 \times 10^{-5} \). Finally, the tensile strength of apatite appears to be significantly less than \( 2.0 \times 10^{8} \) Pa (though this number needs to be verified experimentally).

Poisson’s ratio for apatite is \( \nu = .26 \) and the elastic modulus is \( E = 115 \) GPa. Combining all of these yields a thermal shock parameter of \( R = 2.65 \) W/m, less than \( 1/3 \) that of YAG. Mind that because of the lack of knowledge of the maximum tensile stress, this is an upper limit. The actual value is likely to be closer to \( R = 1 \) W/m.

The maximum amount of power we can then deposit into the laser crystal is then \( P_a = 7.8\) W, which means a maximum pumping of around 20W. We are nowhere near
this limit in our experiment, and will not reach it for quite some time using red diode lasers as a pump source.

10.4.5 Lasing Efforts

In trying to get fluorapatite to lase, we were facing several difficult problems at one time. First, the material is identified as a three-level material, raising the pumping requirements significantly above those of a four-level material to reach inversion. Second, we were trying to pump the material with polarization-coupled diode lasers putting a maximum combined power of 80 mW into the crystal. Third, the polarization coupling of the pump lasers meant that we lost that degree of freedom in optimizing pump absorption for lasing. Fourth, the laser diodes were designed to run CW, preventing us from reaching threshold with high-intensity pulses. Finally, the laser material was a natural material, with unknown impurities and internal flaws which scatter the lasing beam. Given all of this, obtaining lasing was 'a long shot'.

To maximize the effectiveness of our rather feeble pump system, we developed a hemispherical cavity just inside the edge of marginal stability. The laser crystal was physically attached to the flat mirror of the cavity with a thin film of high index (n = 1.65) epoxy. This produced the smallest possible beam mode, into which we focussed the pump lasers. To minimize the cavity mode further, we used a special high-reflector mirror with a 9.3 mm radius of curvature, which brought the mode diameter down to under 40 μm, assuming the ability to bring the mirror to within 100 μm of the stability criterion (Figure 10.14).

To minimize the losses in the cavity, we AR coated the apatite crystal with a two-layer thin film coating designed by the author and applied with the help of Dr. Heidi Ruffner of Sandia National Laboratories to reach zero-reflectance. The coating materials were Al₂O₃ and ZrO₂, both of which are hard and robust. Laboratory tests confirmed the thickness of the design layers, and measurements of the surface
reflectance confirmed the effectiveness of the coatings. We attempted to use cavities in which both mirrors were HR mirrors to eliminate the bulk of the output coupling loss. Spectral transmission characteristics of all mirrors used confirmed their high reflectance nature at the fluorescence wavelengths.

In spite of our best efforts, clear indications of lasing were never observed.

10.5 Discussion and Conclusion

Given the difficulty of the task, it is not surprising that lasing was not observed. Previous successes at getting lasing from the Mn$^{5+}$ ion used pulsed dye lasers for excitation at much higher peak power than our diodes afforded. Furthermore, all of the crystals made to lase were synthetically produced under known quality control conditions. Even then, the 'successful' efforts showed very low slope efficiencies which we later found were most likely attributable to excited state absorption [61]. Manaa et al. indicated that the transient absorption that they observed in Mn:SVAP was most likely associated with the transition from the metastable $^1E$ excited state to the upper level $^1T_2$ and $^1T_1$ states. While this does not necessarily preclude an apatite laser from lasing, ESA raises the threshold requirement and strongly limits power
extraction from the gain material. While Mn$^{5+}$ in BCAP may not suffer the same fate as these other materials, it appears much less likely that further research into it will be fruitful.
Part IV

The Road Ahead
Chapter 11

NEW SODIUM LASER CONCEPTS

I must go up to the hills again,
To the lonely hills and the sky,
And all I ask is an eight meter 'scope
And a star to steer her by.

-WTR (with apologies to John Masefield)

Throughout the course of this research, and especially during the final phases of analysis and documentation, I have developed some ideas for solid-state guide star lasers which may prove to be of some merit. In addition, in researching the background and development of several of the existing and planned laser systems, I have come across information that may well be worth pursuing in development of an alternative guide star laser. Each of the three concepts presented needs further development to optimize the design, and in some cases experimentation to validate the theory.

11.1 CW fiber laser

A CW fiber-laser-pumped Raman fiber laser, originally suggested in 1997 by James Murray[73], should be revisited at this point because of advances in these technologies driven by the telecommunications industry. These laser systems begin with a 915 nm diode-pumped double-clad Yb fiber laser emitting at 1115 nm. A fiber Bragg grating (FBG)\(^1\) is spliced onto the end of the double-clad fiber. The FBG has a periodic change in refractive index throughout the fiber which is small in magnitude, but multiplied by the small Fresnel reflections of many repeated periods can generate

---

\(^1\)Some authors also use the term Distributed Bragg Reflector or DBR.
high reflectivities at wavelengths determined by the grating period [1]. The grating length determines the spectral bandwidth of the reflector, and the number of periods and differential index variation determine the reflectivity. The output of this fiber laser is sent into a fiber Raman laser which makes use of FBGs at both ends to circulate and stimulate Raman emission at the wavelength of interest, 1178 nm. The output of this laser was to be doubled in a doubling crystal in free-space optics, and projected onto the sky.

Though sound in concept, the idea never gained hold. The problems at the time of conception were (1) writing a FBG with sufficiently narrow spectral reflectivity to generate lasing within the spectral profile of the Doppler-broadened sodium, (2) availability of double-clad fiber lasers, and (3) availability of high-brightness laser pumping systems.

Since that time, the rapid growth in telecommunications has spurred the development of high-brightness pumping systems for double-clad fiber lasers and the development of high-power Raman fiber lasers. An appropriate fiber laser is available commercially from B&W Tek, Inc. [15] [16]. They claim it is capable of over 20 W of output at 1115 nm, with a bandwidth of 2 nm and a center frequency accuracy of ±2 nm. They are capable of custom work with supplied Bragg gratings, though the delivery time would be extended to 5-6 months.

Raman-shifting using germano-silicate fiber was originally suggested [73], making use of a broad Raman peak centered at 418 cm⁻¹. Shifting a laser at 1115 nm to 1178 nm requires a shift of 479.6 cm⁻¹, which is much closer to the 490 cm⁻¹ peak which dominates the Raman gain profile in high average power pumping, as shown in Figure 11.1 [1]. One of the advantages of this laser concept expounded by Murray [73] is the scalability to high power. Indeed, high output power from double clad fiber lasers has already been demonstrated Raman fiber lasers with CW output powers exceeding 1 W have been demonstrated [83] [51] [52], with powers ranging from 20.4 Watts at 1101 nm to 8.5 Watts after multiple Stokes processes to 1472 nm
Figure 11.1. Raman gain spectrum of a fused silica fiber. At low pump power, the 440 cm$^{-1}$ peak dominates the spectrum, but at higher power the 490 cm$^{-1}$ peak rapidly overwhelms it.

Suppression Ratio$^1$

Figure 11.2. Spectral output of a fiber Raman laser designed to operate at 1580 nm. The design reflects the intermediate Raman orders back into the cavity, stimulating multiple-Stokes shifts. The output power for the desired 1580 nm line dominates the intermediate orders.
Since each Raman process necessarily involves a loss of power, higher power would be expected at wavelengths nearer the pump band. Recently B&W Tek, Inc. began selling high-power multi-Stokes-shifted Raman fiber lasers capable of high-efficiency, high-power conversion. To maintain the conversion efficiency, the FBG must recirculate the light out to the desired wavelength, allowing the Stokes waves to multiply cascade. An example of multiply-cascaded Raman laser output, designed to suppress intermediate Stokes shifts out to 1580 nm, is shown in Figure 11.2. Note that the first Stokes shift brings the laser very close to our desired wavelength of 1178 nm. With 20 W of pump power at 1115 nm \( (1.1 \times 10^{20} \text{ photons}) \) resulting in over 5 W of output power at 1580 nm \( (4.0 \times 10^{19} \text{ photons}) \), a multiply-cascaded photon efficiency of 36% is achieved. Assuming equal losses at each of the five Stokes-shifts implies a potential efficiency per shift of 81%, and an output power at the first Stokes shift of 15 W. Assuming a very conservative doubling efficiency of 40% results in 6 W of CW power at 589 nm.

The most challenging requirement for impressing this technology into service as a guide star laser is matching the spectral width of the sodium line. To restrict the laser output to the narrow 1 GHz band deemed optimum for sodium excitation, the spectral bandwidth of the pump laser and Raman laser must be controlled by the distributed Bragg reflectors constituting the feedback reflectors of these lasers. Using simple scaling arguments, we can estimate the length of the required Bragg reflector; since the mode separation of a laser is given by

\[
\Delta \nu = \frac{c}{2L}
\]

(11.1)

where \( L \) is the length of the cavity, we can estimate that for a spectral output bandwidth of 1 GHz, we need distributed feedback over a length of \( L = 0.15 \text{m} \), or 15 cm. Narrow-band lasers operating at high power are approaching these limits [54]. In one experiment a 10 cm grating was written into a fiber, resulting in a peak reflectivity of 99.5%, and a bandwidth of 0.057 nm (7 GHz). In a similar experiment, a 10 cm
A 3-dB bandwidth of approximately 5 GHz is shown in the outer envelope, and the narrow spectrally-extracted output of a mode-locked fiber laser.

Figure 11.3. Spectral reflectivity of a 10 cm narrow-band fiber Bragg grating from [54]. A 3-dB bandwidth of approximately 5 GHz is shown in the outer envelope, and the narrow spectrally-extracted output of a mode-locked fiber laser.

grating with apodization was written, resulting in a reduced 3-dB bandwidth of 0.04 nm (5 GHz) with a 92% peak reflectivity shown in Figure 11.3.

All of this implies that a 6 W CW guide star laser with a spectral broadening of 5 GHz is currently feasible. The power and duty cycle of this laser are very attractive, and can be had at a low cost and with very high power efficiency, reliability, and maintainability. The bandwidth of this laser is still too broad however, wasting most of the power in the wings outside of the sodium resonance lines. Longer FBGs may continue to bring the bandwidth down to more appropriate levels, at which this becomes a most attractive option.

11.2 Interleaved Q-switched Lasers

In Chapter 10 we introduced the concept of using multiple Q-switched lasers, temporally interleaved to generate an effective sodium guide star. Nonlinear laser interactions such as frequency doubling and Raman shifting generally require high intensity pump fields to drive the molecular responses of materials into the nonlinear regime.
Q-switching allows the laser material to be pumped to high gain levels producing the short (≈ 10 nsec) intense pulses to drive these nonlinear processes. However, because of the relatively low saturation limit of the sodium layer, the very method used to produce light at the right frequency prevents efficient generation of a bright guide star with a Q-switched laser.

A solution to this dilemma is to make use of the abundant ‘dead time’ between the pulses of a Q-switched laser by firing other Q-switched lasers. By interleaving multiple independent lasers, the brightness of the guide star can be linearly increased by the number of interleaved lasers. Each of these lasers can be held to a particular frequency by injection seeding, obviating the need of redundant tuning control.

My concept for such a system is shown in Figure 11.4. This design hinges on a mechanical Q-switch system in which the output coupler is a right-angle prism made of CaWO$_4$ to generate an intracavity Raman wave. The vertical face of this prism has an antireflection coating applied to prevent losses at the fundamental 1064 nm Nd$^{3+}$ frequency as well as the shifted Raman frequency at 1178 nm. The horizontal top surface of the CaWO$_4$ prism has an output coupler coating applied to it which recirculates the Nd$^{3+}$ frequency and couples out a fraction of the 1178 nm light. The high refractive index of CaWO$_4$ (1.82 nm) assures that the total internal reflection
from the hypotenuse of the prism is lossless. Q-switching of the cavity is performed by rapidly rotating the prism so that it occasionally aligns with the remainder of the cavity, creating the high-Q situation which allows the laser pulse to fire.

Multiple laser cavities can be aligned radially about the Q-switching element, such that each fires in turn as the prism comes into alignment with that cavity (Figure 11.5). The number of lasers which can be temporally interleaved in this way is limited only by the cavity design and the interference of mounts for adjacent cavities. The diagram of Figure 11.5 we envision 25 separate laser cavities. All of these cavities are held to the same spectral line by an injection seeding system in which a small amount of the tuned output of the previous laser is reflected back into the subsequent laser by a partial reflector or pick-off mirror.

The rotation rate of the Q-switch prism is limited only by the efficient Q-switching rate of the various gain materials used. Nd:YAG operates well when Q-switched at 5-10 kHz, so these rotation rates are desirable. Modern DC brushless motors are capable of speeds of 50,000 to 150,000 rpm, resulting in Q-switching rates of 1000-2500 Hz. Multiple output prisms could ultimately be used to increase this Q-switching rate, but this adds alignment complexity and moment of inertia to the rapidly rotating portion of the system, and should not be attempted in the early stages. Possible electro-optical multiplexing of the output beams of multiple systems could be used to increase the duty cycle further in later stages.

This design has several notable advantages. It can operate near the temporal regime appropriate for efficient Q-switching of Nd:YAG lasers. The mechanical interleaving design is simple in principle as well as in practice; no sequencing electronics are required, nor are synchronization systems for aligning a rotating mirror to the rapidly-fired lasers. The system can be made economically; the expensive specialized Raman prism output coupler is common to all of the lasers, while the common Nd:YAG laser rods, pump laser diodes and HR mirrors take advantage of economies of scale. Through the redundancy of much of the cavity, some degree of fault-tolerance
FIGURE 11.5. Conceptual design for Q-switched laser system employing multiple cavities (top view). The output coupler and Raman crystal are in the center, and Q-switch the output of each of the individual lasers sequentially through rotation about an axis normal to the page. The output of each beam is aligned with the prism rotation axis.
is achieved such that if a pump diode dies the system will still operate efficiently and effectively until the part can be replaced. Finally, each of the individual lasers will provide high-intensity Q-switches which will saturate the sodium layer, so each can be reduced in power, relieving issues of thermal lensing and birefringence with which they must otherwise contend.

This laser constitutes a rather 'brute force' approach to development of a guide star laser. The technology it employs is not particularly new, and because of the still-low duty cycle, far from optimum. However, it can be developed with existing parts, and be expected to work reliably. Proper scaling of this laser system might result in approximately 50,000 pulses per second, each of which is approximately 10 nsec long and saturates the sodium layer. By projecting this into a 2500 cm$^2$ spot, with full saturation we would excite about $10^{12}$ atoms with each pulse. For 50,000 pulses per second, roughly $5 \times 10^{16}$ photons per second would be absorbed, or on the order of 20 mW, considerably less than our dye laser. Thus, to be considered viable, a method of higher-order interleaving of pulses must ultimately be employed for such a design.

11.3 Diamond Color Center Laser

In 1985 S. C. Rand and L. G. DeShazer of Hughes Research Laboratory developed the first diamond color center laser, using natural diamond samples with radiationally-induced H3 color centers [84]. The properties of H3 color centers in diamond, in combination with the advantages of diamond host material make this laser particularly exciting in its potential application to sodium guide star lasers.

Natural diamonds exist in a number of colors because of the variety of impurity atoms and color centers that they contain. Of particular interest to the laser community are color centers based on the most common form of diamond impurity, nitrogen. One of the potential color centers is the H3 color center, which forms when nitrogen
atoms replace carbon atoms in the diamond structure. These color centers can be generated in high concentrations in diamond by exposure to 1-2 MeV electrons and subsequent high-temperature (1200 K) annealing [84].

The absorption and emission bands of a natural diamond sample with induced H3 centers is shown in Figure 11.6. The broad absorption peak at 480 nm makes it ideal for pumping with the 488 nm line of Ar⁺, while the broad fluorescence curve indicates the potential for this laser to be tuned between wavelengths from 500 nm to beyond 600 nm. At 589 nm the fluorescence intensity is about 20% of the peak fluorescence intensity found at 531 nm.

In their experiments with diamond samples, Rand and DeShazer noticed that

---

**Figure 11.6.** Absorption (left) and emission spectra of the H3 color center in diamond (a), and the associated pump and emission energy levels (b)(after [84]).
when pumping with 4 nsec pulses from a $\lambda_p = 480$ nm coumarin dye laser, up to 171 $\mu$J of laser emission at 530 nm occurred as a result of feedback from Fresnel reflections between the flat, uncoated surfaces of the sample. The pump intensity required to reach threshold was reported to be 8 MW/cm$^2$ for their 1.85 mm thick sample, with a slope efficiency of 13.5% just above threshold. The lasing occurred at room temperature (295 K), in contrast with the requirement of many alkali-halides for low temperature operation. They further calculated that the threshold inversion should be $\Delta N = 9.8 \times 10^{15}$ cm$^{-3}$ in a cavity with only 4% loss, allowing CW argon ion laser pumping.

Since this initial report, there has been little progress on diamond color center lasers. A few articles expounding the potential of this material for replacing high-power dye lasers have been published [85] [111]. In unpublished experiments, researchers at Itami Research Laboratories of Sumitomo Electric Corporation in Japan generated high densities of H3 color centers in natural and synthetic diamonds, and used these to obtain yellow lasing output (reported in [85]). In an unpublished master’s thesis (reported in [85]), G. Taylor at the University of Strathclyde obtained CW lasing of synthetic H3 diamond color center material by pumping with up to 2 W of argon ion laser power, and tuned the output from approximately 505 nm to
570 nm, though the slope efficiency was disappointingly low ($6.6 \times 10^{-4}$ %). The tuning data from Taylor are reproduced in Figure 11.7. The researchers at Sumitomo have reportedly made synthetic H3 diamonds with very bright photoluminescence, but lasing of these samples was not reported [85].

The properties of diamond are ideal for development of a high-power laser material. The hardest of all natural materials (Young’s Modulus $1.05 \times 10^8$ N cm$^{-2}$ [77]), it is impervious to scratches once it is lapped and polished. The clarity of good diamond crystals and extremely broad transmission band (0.25 $\mu$m - 80 $\mu$m [43]) permit the use of diamond in many optical situations. The space group of diamond has $T_d$ symmetry, so no birefringence is observed in the crystals.

However, where diamond really stands out as a material is in its thermal properties, which are essential for scaling a system to high power. Diamond has the highest thermal conductivity of any known material (2000-2500 W/m K or about 5 times that of copper [31]) allowing for extremely rapid heat removal from the pumped crystal. The high conductivity will prevent a substantial thermal gradient from forming in the material, even at high pump powers. With an extremely low thermal expansion coefficient of $0.8 \times 10^{-6}$/K and low $dn/dT$ of $4.04 \times 10^{-6}$/K, any minute thermal gradient that exists will have no significant thermal lensing effect.

Clearly this laser is much less mature than the others described. A complete understanding of the gain material through pump-probe measurements should be undertaken to gauge its suitability for lasing at 589 nm. However, because of its potential to lase directly at the desired wavelength, its broad tunability from green through red, the availability of powerful pump sources, and its inherent scalability to high power, this laser may ultimately be one of the best prospects for a good guide star laser. It would operate continuous wave, and can be tuned across the entire transition of sodium. Its lasing bandwidth can be tailored to the sodium Doppler spectrum.

The diamond color center laser may have a development edge over the other tech-
nologies because of its potential for use in many other fields in which high-power tunable visible lasers are necessary. The astronomy community is neither affluent enough, nor large enough to be a significant driver in development of new laser materials. However, femtosecond spectroscopy, LIDAR systems, effluent monitoring systems are, to mention just a few. The prospect of a laser system with the tunability of and R6G dye laser, but free of the disadvantages of the carcinogenic, liquid dye gain medium would be of considerable interest to these and other users of dye laser systems. Demonstration of the concept could ultimately drive the development of high power diamond color center lasers, allowing the astronomical community to reap the benefits with relatively little research expenditure.

11.4 Conclusions

The research presented in this dissertation has resulted in information which will help to ultimately choose from among the several paths accessible to development of a sodium guide star laser. We have demonstrated a few technologies which, with sufficient resources and funding, will ultimately be capable of producing a useable sodium guide star. In addition, we have shown that some of the technologies considered are not good candidates, at least in their current state of development.

The research on Raman lasers operating in the infrared has shown the potential for production of a good sodium guide star. The intracavity Raman laser demonstrated with CaWO$_4$ shifting the fundamental 1064 nm line of Nd:YAG has been shown to be viable for production of light which can be doubled and tuned to the sodium wavelength. We have shown that the tuning can be minimized by thermal tuning of the Nd:YAG laser. While thermally and mechanically difficult, we have developed a Nd:YAG laser design which has been shown to operate continuously at power greater than 6 W over a wide range of temperature. The result is that the demonstrated shift of intracavity CaWO$_4$ would be centered at 1178 nm, significantly boosting the power
available for doubling to sodium guide star wavelengths. The compositional tuning of the Nd:YAG laser was disappointing in its results, resulting in energy spread over the spectrum which would ultimately be unavailable for concentration at sodium guide star wavelengths.

Color center lasers offer an attractive alternative to currently available guide star lasers. Color center lasers based on the F$_2^-$ color center in LiF have high gain in the infrared, and can be tuned to 1178 nm in a manner similar to the tuning of dye lasers. We have shown the ability to tune and double the output of a Q-switched color center laser, resulting in light at the 589 nm sodium wavelength. Combined with the potential for high average power shown by other researchers, this is a very attractive option for guide star laser development. A less mature, but potentially exciting color center laser based on H3 color centers in diamond could operate directly at the 589 nm sodium wavelength, obviating the need for pulsing to drive nonlinear processes. The advantages of diamond as an optical material for scaling to high power are ideal, making experimentation with this material a recommended priority. A potentially high power solid state laser, tunable over a wide range of visible wavelengths, has applications far beyond guide star production, offering the possibility of leverage from other sources for advanced laser development.
Appendix A

ATOMIC LEVELS OF Mn$^{5+}$

A.1 Theory of the Mn$^{5+}$ Free Ion

First we need to understand the Mn$^{5+}$ ion free of any external perturbing field. The ion is comprised of a filled argon shell and two 3$d$ electrons; the filled shell tends to act as a spherically symmetric nucleus of effective charge $Z_{\text{eff}}$, with zero spin and zero angular momentum. This leaves us free to concentrate on the properties of the 3$d$ valence electrons.

A single 3$d$ electron has principal quantum number $n = 3$, orbital angular momentum quantum number $l = 2$, and spin angular momentum quantum number $s = \frac{1}{2}$. The actual angular momentum of an electron is a vector $\mathbf{L}$ which has strictly quantized magnitude and direction limitations. The angular momentum operator must therefore be a vector operator, and is defined by

$$\hat{\mathbf{L}} = e_x \hat{L}_x + e_y \hat{L}_y + e_z \hat{L}_z$$  \hspace{1cm} (A.1)

in a three-dimensional Cartesian basis $(e_x, e_y, e_z)$.

Measurements of the square of the magnitude of the orbital angular momentum for a single electron in an angular momentum state $l$ yields

$$\hat{L}^2 |\ell\rangle = l(l + 1)\hbar^2 |\ell\rangle$$  \hspace{1cm} (A.2)

where $\hat{L}^2$ is the angular momentum magnitude (squared) operator and $|\ell\rangle$ is an eigenstate of the system in Dirac notation. For the $d$ electron with $l = 2$, we obtain a result of
In other words, measurement of the orbital angular momentum of a single \( d \) electron yields a value of \( \sqrt{6}\hbar \).

Furthermore, this single eigenvalue can be obtained for \( (2l + 1) = 5 \) different, independent, orthogonal eigenfunctions. Each of these independent eigenfunctions 'belongs' to the same eigenvalue, and correspond to different orientations of the angular momentum vector with respect to some given direction, commonly the \( \hat{z} \) axis.

Thus, a complete description of the orbital angular momentum of the \( 3d \) electron must include another parameter to distinguish among these five distinct but degenerate eigenfunctions. Such a parameter is afforded by measuring the projection of the orbital angular momentum vector onto the \( \hat{z} \) axis. The operator for doing this is commonly referred to as \( \hat{L}_z \), and the results of this measurement can take on the values

\[
\hat{L}_z |l, m_i \rangle = \hbar m_i |l, m_i \rangle
\]  

(A.4)

where \( m_i \in \{-l, -l+1, \ldots, l-1, l\} \). In addition to an orbital angular momentum \( \mathbf{L} \), the electron has an intrinsic spin angular momentum \( \mathbf{S} \), the orientation of which relative to \( \mathbf{L} \) will affect the eigenstates and eigenvalues of the system. This spin angular momentum, while distinct from the orbital angular momentum, nonetheless acts in much the same way. Its magnitude (squared) is obtained from the \( \hat{S}^2 \) operator, and similar to the eigenvalues obtained from \( \hat{L}^2 \), give a magnitude of

\[
\hat{S}^2 |s \rangle = s(s + 1)\hbar^2 |s \rangle
\]  

(A.5)
with a spin degeneracy of \((2s+1)\). The degenerate eigenfunctions, similar to those of orbital angular momentum, can likewise be distinguished by operating with a \(\hat{z}\) projection operator \(\hat{S}_z\), resulting in

\[
\hat{S}_z|s, m_s\rangle = \hbar m_s|s, m_s\rangle \tag{A.6}
\]

where \(m_s \in \{-s, -s+1, \ldots, s-1, s\}\).

One significant difference between orbital angular momentum \(L\) and spin angular momentum \(S\) is that, while \(l\) values are restricted to integer values (and so, likewise must be \(m_l\) values), the \(s\) values can take on either integral or odd-half-integral values (i.e. \(\frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots\)). The former case is true for particles for which the wavefunction is symmetric under the exchange operator \(\hat{\Xi}\), or

\[
\hat{\Xi}|\varphi_S\rangle = +1|\varphi_S\rangle \tag{A.7}
\]

while the latter case is true for particles with wavefunctions which are antisymmetric under exchange:

\[
\hat{\Xi}|\varphi_A\rangle = -1|\varphi_A\rangle. \tag{A.8}
\]

In the case of an electron with spin \(s = \frac{1}{2}\), the spin degeneracy is \((2\left(\frac{1}{2}\right) + 1) = 2\), corresponding to spin states \(m_s = \pm \frac{1}{2}\). Thus, for a single 3d electron we might expect five-fold degeneracy from the five \(|l, m_l\rangle\) eigenstates, and two-fold degeneracy from the two \(m_s\) values at each of these eigenstates for a product of 10 degenerate eigenstates. However, in so assuming, we have neglected any interaction between the orbital and spin angular momenta of the electron. This interaction, known as L-S coupling or

\(^1\)Here we use the symbols \(\varphi_S\) and \(\varphi_A\) to represent eigenfunctions which are respectively symmetric and antisymmetric under exchange.
Russell-Saunders coupling, actually does affect the energy levels of the electron. One may think of the energy differences as resulting from situations in which $L$ and $S$ are aligned principally parallel or antiparallel.

This spin-orbit interaction leads to new levels which correspond to different combinations of the $L$ and $S$ vectors for the electron. This is studied by creating a new general angular momentum vector $J$ which is the vector sum of the individual orbital and spin angular momentum vectors. It is this $J$ operator which will be of primary importance in establishing the eigenvalues and eigenfunctions for the time-independent Schrödinger equation.

As we did before for orbital and spin angular momenta, we can determine the magnitude of the electron’s total angular momentum by operating with the $J^2$ operator, to get

$$J^2|j\rangle = j(j + 1)\hbar^2|j\rangle$$

(A.9)

where $j \in \{l - s, l - s + 1, \ldots, l + s - 1, l + s\}$, and the $\hat{z}$ projection operator

$$\hat{J}_z|j\rangle = m_j\hbar|j\rangle.$$  

(A.10)

Since $J = L + S$, then

$$J^2 = \hat{L}^2 + 2L \cdot S + \hat{S}^2$$

(A.11)

so the magnitude of $L \cdot S$ is given by

$$|L \cdot S| = \frac{1}{2} \left( J^2 - \hat{L}^2 - \hat{S}^2 \right)$$

(A.12)

which will be useful later in evaluating the spin-state splitting.
We now have a set of angular momentum operators \( \{ \vec{J}^2, \vec{J}_z, \vec{L}^2, \vec{S}^2 \} \) which all commute with one another, and also commute with the Hamiltonian \( \hat{H} \). Thus, they all have overlapping sets of eigenstates. In other words, there exists at least one eigenstate for each operator that is simultaneously an eigenstate for one or more of the other operators.

For the single 3d electron with \( l = 2 \) and \( s = \frac{1}{2} \), \( j \) can take on values \( j \in \left\{ \frac{3}{2}, \frac{5}{2} \right\} \). Because there are two values, we call the state a doublet state, and the two states are labeled \( ^2D_{\frac{3}{2}} \) and \( ^2D_{\frac{5}{2}} \) according to 'term notation' \( ^{2S+1}L_j \) in which the value of \( (2S + 1) \) is the spin degeneracy, \( L \) is the orbital angular momentum state, and the \( j \) subscript identifies the combined angular momentum state.

The energy levels associated with these two states are determined through a perturbation solution to the energy eigenvalue equation, also known as the time-independent Schrödinger equation. Without taking spin-orbit coupling into consideration, we can write down a zero-order approximation to the electron Hamiltonian

\[
\hat{H}_0 = \frac{\vec{\hat{p}}^2}{2m} + V_n(r) \quad (A.13)
\]

in which the first term on the right is the kinetic energy of the electron and \( V_n(r) \) is the Coulomb potential of the nucleus. Note that \( \vec{\hat{p}} \) is the generalized vector momentum operator and does not imply any particular coordinate system. In the case of the free ion, there are no external perturbation fields to consider, so the system is in a condition of spherical symmetry. Thus, we will find it useful to solve the eigenvalue equation in spherical coordinates. In this case, the Hamiltonian \( \hat{H}_0 \) can be written in radial and angular parts.
Substituting this into the Hamiltonian equation (A.13) above, and using that in the energy eigenvalue equation gives

\[ \hat{H}_0 = \frac{\hat{p}^2}{2m} + \frac{\hat{L}^2}{2mr^2} + V_n(r) \]  

(A.14)

\[ = -\frac{\hbar^2}{2m} \left( \frac{1}{r} \frac{\partial}{\partial r} r \right)^2 + \frac{\hat{L}^2}{2mr^2} + V_n(r) \]  

(A.15)

\[ = -\frac{\hbar^2}{2m} \left( \frac{2}{r} \frac{\partial}{\partial r} r + \frac{\partial^2}{\partial r^2} \right) + \frac{\hat{L}^2}{2mr^2} + V_n(r). \]  

(A.16)

The well-known solutions to this equation can be found in virtually any elementary text on quantum mechanics as the solution to the 'hydrogenic' atom. The full solution to the zero-order energy eigenvalue equation

\[ \hat{H}_0 |\phi\rangle = -\frac{\hbar^2}{2mr^2} \left( \frac{1}{r} \frac{\partial}{\partial r} r \right)^2 |\phi\rangle + \frac{\hat{L}^2}{r^2} |\phi\rangle + V_n(r) |\phi\rangle. \]  

(A.17)

is found through the technique of separation of variables. Indeed, this is why the momentum operator was arranged as shown above into separate radial and angular functions. The solution eigenfunctions are the products of the various separable eigenfunctions\(^2\), given by

\[ |\varphi_{nlm}(r, \theta, \phi)\rangle = R_{nl}(r) Y_l^m(\theta, \phi) \]  

(A.18)

where \( R_{nl}(r) \) is the radial function consisting of the associated Laguerre polynomials, and \( Y_l^m(\theta, \phi) \) is the angular distribution expressed in spherical harmonics. For completeness, the radial solution is

\(^2\)It is typical in quantum mechanics to specify the solution basis functions by \(|\varphi_{nlm}\rangle\) (pure eigenfunctions of the Hamiltonian) and the general solution to the time-dependent Schrödinger equation by \( |\psi\rangle\).
\[ R_{nl}(r) = \left( \frac{2Z_{\text{eff}}}{a_0 n} \right)^{\frac{3}{2}} \sqrt{\frac{(n-l-1)!}{2n[(n+l)!]^{-3}}} \rho^l e^{-\rho/2} \sum_{i=0}^{n-l-1} \frac{(-1)^i [(n+l)!]^2 \rho^i}{i!(n-l-1-i)!(2l+1+i)!} \]  

(A.20)

in which \( a_0 \) is the Bohr radius, \( Z_{\text{eff}} \) is the effective nuclear charge, and \( \rho = \frac{2Z_{\text{eff}}}{a_0 n} \) is a scaled radius. The angular solution is

\[ Y_{nm}(\theta, \phi) = \sqrt{\frac{2l+1}{4\pi}} \frac{(l+m)!}{(l+m)!} P_{lm}^m(\cos \theta) \]  

(A.21)

where \( P_{lm}^m(\cos \theta) \) are the associated Legendre polynomials

\[ P_{lm}^m(\cos \theta) = \frac{(-1)^m}{2l!} (\sin^2 \theta)^{m/2} \left( \frac{\partial}{\partial \cos \theta} \right)^{m+l} (\sin^2 \theta)^l. \]  

(A.22)

These eigenfunctions are all associated with the same set of energy eigenvalues

\[ E_n = -\frac{z^2 R}{n^2} \]  

(A.23)

where \( R = \frac{\hbar^2}{2mu^2} \) is the Rydberg constant and \( a_0 = \frac{\hbar^2}{me^2} \) is the Bohr radius.

Note that at this level of approximation the energy is solely a function of the principal quantum number \( n \); while the angular momentum quantum number \( l \) and its orientation, the so-called magnetic quantum number \( m_l \) affect the orbital shapes, only the radial potential from the effective nucleus affects the energy levels.

### A.1.1 L S Coupling

As mentioned earlier, the relative orientation of the \( L \) and \( S \) vectors is expected to affect the energies of the various eigenstates of the single electron atom through spin-orbit coupling. The orbital angular momentum of the electron about the nucleus of
the atom results in an apparent magnetic field in the reference frame of the electron. Thus, the spin-induced magnetic moment of the electron will tend to the lower energy state in which it is more closely aligned to parallel to the induced magnetic field. The quantization of the orientation of spin states \((\pm \frac{1}{2} \hbar)\) results in only two potential spin states which we refer to as parallel and anti-parallel to the induced magnetic field. This results in a splitting of the individual \(E_n\) derived earlier in eqn. (A.23). The magnitude of the energy splitting can be determined by adding a perturbation term \(\hat{H}'_{LS}\) to the zero-order Hamiltonian \(\hat{H}_0\), in which

\[
\hat{H}'_{LS} = \frac{Z_{\text{eff}}e^2}{2m^2c^2r^3} \hat{L} \cdot \hat{S} \tag{A.24}
\]

This includes the relativistic ‘Thomas factor’ of \(\frac{1}{2}\), and assumes that the nuclear Coulomb potential is completely radial, arising from a point charge of \(Z_{\text{eff}}e\). Since we have changed the Hamiltonian, we should expect that the eigenfunctions and eigenvalues previously expected are probably no longer valid. However, we assume that the magnitude of energies included in the perturbation Hamiltonian \(\hat{H}'_{LS}\) are much smaller than those of \(\hat{H}_0\), and that the eigenfunctions of \(\hat{H}_0\) approximate those of the total Hamiltonian \(\hat{H}\). With that assumption, the new eigenvalue equation is

\[
\hat{H}|\varphi_{nl}\rangle = (\hat{H}_0 + \hat{H}')|\varphi_{nl}\rangle \tag{A.25}
\]

\[
= E_n|\varphi_{nl}\rangle + E'_{nl}|\varphi_{nl}\rangle \tag{A.26}
\]

from which we can work out the perturbation energy values \(E'_{nl}\). Using eqn. (A.12) in the perturbation Hamiltonian (eqn. (A.24)) results in the perturbation eigenvalue equation

\[
E'_{nl}|\varphi_{nl}\rangle = \frac{\hat{H}'_{LS}|\varphi_{nl}\rangle}{Z_{\text{eff}}e^2} \frac{1}{4m^2c^2r^3} (\hat{J}^2 - \hat{L}^2 - \hat{S}^2)|\varphi_{nl}\rangle \tag{A.27}
\]

\[
= \frac{Z_{\text{eff}}e^2}{4m^2c^2r^3} (\hat{J}^2 - \hat{L}^2 - \hat{S}^2)|\varphi_{nl}\rangle. \tag{A.28}
\]
By using the distributive property of operator mechanics, and equations (A.2), (A.5) and (A.9), we can generate the result

$$E_{nl}^r|\varphi_{nl}\rangle = \frac{Z_{\text{eff}}^2\hbar^2}{2m^2c^2r^2} \left[ j(j + 1) - l(l + 1) - s(s + 1) \right]|\varphi_{nl}\rangle. \quad (A.29)$$

To determine the energy shift of the states, we calculate the expectation value of the energy operator (Hamiltonian) over all of the unperturbed eigenstates of the zero-order Hamiltonian.

$$\langle E_{nl}^r \rangle = \langle nljm_j|H_{LS}|nljm_j\rangle \quad (A.30)$$

$$= \langle nljm_j| \frac{Z_{\text{eff}}^2\hbar^2}{4m^2c^2r^2} \left[ j(j + 1) - l(l + 1) - s(s + 1) \right]|nljm_j\rangle \quad (A.31)$$

$$= \frac{Z_{\text{eff}}^2\hbar^2}{4m^2c^2} \langle nljm_j| \frac{1}{r^3}|nljm_j\rangle \left[ j(j + 1) - l(l + 1) - s(s + 1) \right] \quad (A.32)$$

$$= \frac{Z_{\text{eff}}^2\hbar^2}{4m^2c^2} \frac{Z_{\text{eff}}^3}{a_0^3n^3(l + s)(l + 1)} \left[ j(j + 1) - l(l + 1) - s(s + 1) \right] \quad (A.33)$$

The solution to the integral above (i.e. \( \frac{1}{r^3} \)) was obtained by radially integrating the product of \( 1/r^3 \) and the radial wave equation. By substituting in the Bohr radius and rearranging, we can rewrite the perturbed energy eigenvalues as a function of the unperturbed energy eigenvalues \( E_n \) (eqn (A.23)),

$$\langle E_{nl}^r \rangle = \frac{E_n^2}{mc^2(l + \frac{1}{2})(l + 1)} \left[ j(j + 1) - l(l + 1) - s(s + 1) \right]. \quad (A.34)$$

Since we are dealing with an electron which has spin \( s = \frac{1}{2} \) and we know that \( j \) can take on values from \( l + s \) to \( l - s \) in unit increments, then we can reduce \( j(j + 1) - l(l + 1) - s(s + 1) \) to \( l \) for the case of \( j = l + \frac{1}{2} \), and \( -(l + 1) \) for the case of \( j = l - \frac{1}{2} \). Thus, the perturbation energies resulting from the spin-orbit interaction are

$$E_{nl}^{r+} = \frac{E_n^2}{mc^2(l + \frac{1}{2})(l + 1)} \quad (A.35)$$

$$= \frac{E_n^2}{mc^2(2l + 1)(l + 1)} \quad (A.36)$$
The perturbation energy is of the order $\frac{E_n^2}{mc^2}$. Since for the hydrogen atom $E_n$ is of order 10 eV, but for an electron the rest mass is 0.5 MeV, we find that $E_n' \ll E_n$, justifying the perturbation approach.

### A.1.2 Relativistic Corrections

Rigorous estimation of the atomic levels of ions also requires that the relativistic correction for electron mass be considered. Since these corrections are of the same order as the corrections for LS coupling, perturbation solutions from the zero-order energy eigenvalues will also be sought. We have previously written the zero-order Hamiltonian function as a function of the classical momentum $p$. However, in making the relativistic correction, we must replace the classical kinetic energy of the electron with the relativistic energy which includes the rest-mass term, or

$$\frac{p^2}{2m} \rightarrow \sqrt{p^2c^2 + m^2c^4}. \quad (A.39)$$

Since we are interested only in the kinetic energy of the electron, we subtract the rest mass of the electron from the total energy term and apply the binomial series expansion
\[ T = (m^2c^4 + p^2c^2)^{\frac{1}{2}} - mc^2 \]  
\[ = mc^2(1 + \frac{p^2}{m^2c^2})^{\frac{1}{2}} - mc^2 \]  
\[ = mc^2 \left[ \left( 1 + \frac{1}{2m^2c^2} - \frac{1}{8} \left( \frac{p^2}{m^2c^2} \right)^2 + \ldots \right) - 1 \right] \]  
\[ \approx \frac{1}{2} \frac{p^2}{m} - \frac{1}{8} \left( \frac{p^4}{m^3c^2} \right) \]

The first term in the brackets on the right hand side is the familiar classical kinetic energy term, while the second is the first-order relativistic energy correction term. The perturbation Hamiltonian then becomes

\[ \hat{H}' = -\frac{\hat{p}^4}{8m^3c^2} \]

which gives the energy correction term

\[ \langle E'_r \rangle = -\frac{1}{8m^3c^2} \langle n|\hat{p}^4|n \rangle \]  
\[ = -\frac{1}{8m^3c^2} \langle \varphi_n|\hat{p}^2\hat{p}^2|\varphi_n \rangle \]  
\[ = -\frac{1}{8m^3c^2} \langle \varphi_n|\hat{p}^2\varphi_n |\varphi_n \rangle. \]

With the integral in this form, since \( \hat{H}\varphi_{nl} = \left( \frac{\hat{p}^2}{2m} - V(r) \right) \varphi_{nl} = E_n \varphi_{nl} \) we can rewrite \( \langle \varphi_{nl}|\hat{p}^2\varphi_{nl} \rangle \) in integral form as

\[ \langle \varphi_{nl}|\hat{p}^2\varphi_{nl} \rangle = \int (2m(E_n - V(r))\varphi_{nl})^2 d^3r \]  
\[ = 2m \int_0^\infty (E_n - V(r))^2 R_{nl}(r)r^2dr \]

where the purely radial potential function allows us to limit the integration to the radial part of the wave function. The result of these integrals are inserted into (A.45) to obtain
\[ E'_r = -\frac{E_n^2}{2mc^2} \left( \frac{8n}{2l + 1} - 3 \right). \]  

This is clearly of the same order as the spin-orbit coupling perturbation, validating this approach. By combining the zero-order energy eigenvalues with the spin-orbit perturbation results (A.35) and (A.37) and the results of (A.50) we obtain the first order solution to the energy levels of a single electron in a hydrogenic atom,

\[ E_{nij} = E_n + E_{LS}^{\pm} + E'_r \]

\[ = E_n - \frac{E_n^2}{2mc^2} \left( \frac{8n}{2j + 1} - 3 \right). \]

**A.1.3 Two 3d electrons**

With an understanding of a single 3d electron in the Mn\(^{5+}\) ion, we can proceed to extend this to two electrons. The full term designation for the Mn\(^{5+}\) ion is 1s\(^2\)2s\(^2\)2p\(^6\)3s\(^2\)3p\(^6\)3d\(^2\). The complete filling of the lower n and l orbitals allows us to abbreviate this [Ar] 3d\(^2\) which implies two 3d electrons about a filled argon shell.

Since \( n = 3 \), the orbital angular momentum \( l \) for each of the valence electrons can take on values of \( l \in \{0,1,2\} \) so two electrons can have a total angular momentum ranging from \( l_{\text{tot}} \in \{|l_1 - l_2|, \ldots , |l_1 + l_2|\} \) which for our purposes becomes \( l_{\text{tot}} \in \{0,1,2,3,4\} \). Likewise, addition of the spin angular momentum vectors of the two electrons results in a total spin of \( s_{\text{tot}} \in \{0,1\} \). As before, we combine the spin and orbital angular momenta to produce the general angular momentum vector \( j_{\text{tot}} \) with values \( j_{\text{tot}} \in \{|l_{\text{tot}} - s_{\text{tot}}|, \ldots , |l_{\text{tot}} + s_{\text{tot}}|\} \) or \( j_{\text{tot}} \in \{0,1,2,3,4,5\} \). Likewise, we know that there are \((2l_1 + 1)(2l_2 + 1) = 25\) independent states which are solutions to the energy eigenvector equation. Putting aside wavefront symmetry arguments for the moment, review of the various configurations of these \( s_{\text{tot}}, l_{\text{tot}} \) and \( j_{\text{tot}} \) terms reveals that the possible states of this two-electron ion are all either singlet or triplet states.
The potential singlet states are \{^1S_0, ^1P_1, ^1D_2, ^1F_3, ^1G_4\} whereas the triplet states are \{^3S_1, ^3P_{2,1,0}, ^3D_{3,2,1}, ^3F_{4,3,2}, ^3G_{5,4,3}\}.

To determine which of these are actually viable configurations, we must consider the Pauli exclusion principle which precludes two electrons from having identical quantum numbers. Another way of stating this is that the allowed states for two electrons in an ion must be antisymmetric under the exchange operation. If we consider the coupled representation in which the radial wave function \(R\) is a linear combination of the radial wavefunctions of the individual electrons \(R_1\) and \(R_2\), then the coupled representation can be either symmetric in which

\[
R = R_1(1)R_2(2) + R_1(2)R_2(1), \quad (A.53)
\]

or antisymmetric in which

\[
R = R_1(1)R_2(2) - R_1(2)R_2(1). \quad (A.54)
\]

Of these terms, only the ones in which \(l_{\text{tot}}\) is even and \(s_{\text{tot}}\) is even, or in which \(l_{\text{tot}}\) is odd and \(s_{\text{tot}}\) is odd have proper wavefunction symmetry such that the exchange integral is non-zero. These occur for the \(s_{\text{tot}} = 0, l_{\text{tot}} \in \{0, 2, 4\}\) (i.e. \(^1S, ^1D,\) and \(^1G\) terms) and the \(s_{\text{tot}} = 1, l_{\text{tot}} \in \{1, 3\}\) (i.e. \(^3P_{2,1,0},\) and \(^3F_{4,3,2}\) terms).

To identify the ground state among these, we turn to Hund's Rules. These are

1. The lowest energy term is the one with the maximum allowed multiplicity.

2. Among these, the lowest energy term is the one with the largest combined orbital angular momentum.

3. In this term, if the valence shell is less than half filled, the lowest energy multiplet is the one with the lowest value of total angular momentum. Otherwise, the lowest energy multiplet is the one with the highest value of total angular momentum.
For our situation, rule (1) requires that a triplet state be the ground state. Of the $^3P$ and $^3F$ states, the latter has the largest combined orbital angular momentum, so rule (2) indicates that the ground state will be among these triplet states. Finally, the valence shell has two of ten places filled, the lowest value of $j$ is 2, so the ground state is the $^3F_2$ state.
Appendix B

RAYLEIGH BEACONS

Rayleigh beacons have been used with some success in the creation of guide stars for adaptive optics. They have been developed and used by the military for over two decades at various imaging sites [33]. In addition, Rayleigh beacons have been implemented with some success by astronomers as well [105].

Rayleigh beacons have several distinct advantages over sodium beacons. First and foremost is the ability to use the beacon at any wavelength and over any spectral bandwidth. Relaxation of the requirement to hit a particular atomic resonance line opens the field of potential lasers remarkably, including many well-developed, mature, high-power lasers of varying designs.

This is not to say that the laser wavelength is irrelevant in a Rayleigh beacon. The magnitude of Rayleigh scattering (in power) is proportional to $\lambda^{-4}$, and thus it is generally beneficial to go to shorter wavelengths in order to increase the scattered power. This is true down to the wavelength where scattering becomes so large that the transmission of the atmosphere severely limits the power available at a particular height. There the scattered return from the Rayleigh beacon begins to drop off rapidly. In addition, ozone absorbs heavily at certain wavelengths limiting the transmission even further. Finally, to avoid potential hazards of startling or dazzling pilots and to minimize the aesthetic impact of the guide star beacon on the natural beauty of the night sky from the mountaintop environment, it is desirable to consider a beam which is invisible to the naked eye.

The main reason that Rayleigh beacons have not been developed further is that they are significantly limited in their effectiveness by focal anisoplanatism, the so-called 'cone effect'. Rayleigh beacons are dependent upon the existence of significant
numbers of scattering molecules (N₂) at the height of interest. Since the number of scattering sites drops off rapidly with increasing height, the Rayleigh guide star rapidly gets dimmer at higher altitudes, which limits the accuracy of the guide star position determination on the CCD. Thus, it is difficult to get a Rayleigh beacon to work well at scattering altitudes of over 30 km. However, light from a low-altitude beacon traverses a path that differs significantly from that of light from the science objects at infinity. The problem is exacerbated for turbulent atmospheric layers that are high above the telescope. In these cases, the light from the Rayleigh beacon may transit an entirely different patch of the turbulent layer from the light from the science object. Obviously in this case, the ability of the AO system to sense the effects of the turbulent layer, much less correct for it, is severely hampered. The problem is magnified even further when one considers that the areas in which the cone effect is the worst is at locations toward the edge of the pupil where the light collecting power is greatest. Thus, in the trend toward development of larger and larger telescopes, the Rayleigh beacon becomes less and less useful in AO systems.

A second, but less important reason for the trend away from Rayleigh beacons is that they must be gated in order to work. Whereas the height of a sodium beacon is limited because of the isolation of sodium atoms in the mesosphere, the height of the Rayleigh backscatter is only limited by the length of the laser pulse, and the integration of the shutter of the camera viewing the beacon. Thus, the apparent length of the Rayleigh beacon is the convolution of the laser pulse length and the camera integration time. By increasing one or both of these, the number of atoms available to scatter the light increases, increasing the brightness of the returned guide star. However, the length of the beam also increases, and when viewed from off-axis the laser spot appears elongated. While the tangential wavefront error estimation improves (from the improvement afforded by a brighter guide star), the radial wavefront error estimation gets worse.

The problem of the cone effect can be effectively resolved by using multiple
Rayleigh beacons. Since Rayleigh beacons have been shown to be quite effective for smaller apertures, then it is easy to see how breaking up a larger aperture into a set of smaller ones, each with its own Rayleigh beacon, can result in marked improvements. In addition to the amelioration of the cone effect, there are additional advantages to be reaped as well. Whereas in previous systems a single beam was used and the return was collected by sub-apertures, we can now effectively use the reverse of the system in which each sub-aperture is a projector, and the entire aperture is used to collect the light. From a physics standpoint, this is not much of an advantage. Since we have the same number of sub-apertures in either system, and since Rayleigh scattering is not subject to saturation, then the same advantage could be gained by increasing the power of the laser by the number of sub-apertures. In doing so, the scattered brightness increases by the number of lasers added together, offsetting the loss by using smaller sub-apertures. However, from an engineering standpoint there are difficulties with linearly scaling the power of a laser; thermal effects and medium saturation tend to limit the laser power at some point. Thus it is much easier to realize a system with multiple lasers.

The main potential advantage to using multiple Rayleigh beacons exists in the potential it affords for performing atmospheric tomography. With a single guide star, especially CW sodium guide stars, there is no simple way of determining the height of the turbulent layer. We are thus limited to sensing the wavefront in a single plane (usually the pupil plane) and correcting it in a conjugate plane. However, by tracking multiple guide stars through all altitudes using the entire aperture of the telescope, we can determine the height at which the turbulent layer scattered the (known) emitted array of beams. Furthermore, by tracking the array of guide stars at various heights, we can also determine when multiple turbulent layers exist, and perform the corrections at their conjugate surfaces.

In deciding which types of lasers might be optimal (or even suitable) candidates for a Rayleigh beacon, a simple model of atmospheric scattering is quite useful. In
developing this model, we had to consider the effects from atmospheric transmission and scattering dependent on both altitude and wavelength. First, the relative density of the atmosphere must be considered. We performed a linear fit to the profile of the $\log_{10}$ molecular number density tabulated by Allen [2] at various altitudes. The data, and the modeled distribution are shown in Figure B.1.

The spectral scattering coefficient per molecule was derived to be

$$s(\lambda) = 1.0410^5(n(\lambda) - 1)^2/\lambda^4$$  \hspace{1cm} (B.1)

where $n(\lambda)$, the index of refraction of air at sea level is given by

$$n(\lambda) = 1 + 2.87610^{-4} + 1.62910^{-6}\lambda^{-2} + 0.13610^{-8}\lambda^{-4}. \hspace{1cm} (B.2)$$

In addition, because of the strong absorption of ozone in the UV, a simple model of ozone absorption was also incorporated. The model was derived empirically to fit the two main absorption bands of concern in ozone listed in [2]. The function is

$$\alpha_{\text{ozone}}(\lambda) = 0.04254e^{-160(\lambda-0.6)^2} + 97.3587e^{-1300(\lambda-0.255)^2}. \hspace{1cm} (B.3)$$

The ozone spectral absorption values in Allen, and the empirical model used to approximate it are seen in Figure B.2. The ozone was assumed to be concentrated in a
FIGURE B.2. Comparison of spectral absorption values of ozone listed in [2] with empirical function used in the model.

band with a Gaussian density profile in height, centered on 20 km altitude.

Assuming no particulate or aerosol contributions to scattering, we can use this model to predict the best possible atmospheric transmission to various altitudes as a function of wavelength. This is plotted in Figure B.3

Because of the reduction of transmission at the short-wavelength end of the spectrum, and the reduction in Rayleigh scattering at the long-wavelength end of the spectrum, we anticipate that there must be a maximum operating point to maximize the photon return from a Rayleigh beacon. This is, indeed, the case, as we see in Figure B.4 We see that the maximum photon return is obtained right at the blue edge of the visible band. Operating in this range is quite favorable for a number of reasons. First, there are several candidate high-power lasers which can be used at these wavelengths including XeCl excimer lasers (351 nm) and frequency-tripled Nd:YAG lasers (355 nm). Situating the telescope at higher altitudes (generally the case for research telescopes) has the effect of reducing the total amount of Rayleigh
FIGURE B.3. Spectral transmission of the atmosphere from sea level to the indicated heights. The model incorporates losses from Rayleigh scattering and ozone absorption. Note the effects of ozone absorption around 0.6 μm for the 20 km and 30 km curves. The 10 km curve does not show the effect because that is below any significant ozone absorption.

FIGURE B.4. Spectral return (photons) from 20 km and 30 km scattering heights. This is for pulses of 0.165 Joules, pulse lengths of 1.25 km, and collecting subaperture sizes of just under 0.02 m². It assumes that the telescope is at sea level, and perfect optics collection efficiency and perfect detector quantum efficiency.
scattering, significantly improving atmospheric transmission at the short end of the spectrum. The result is that the optimal operational wavelength is shifted to higher energies. In fact, for a telescope system at 3 km, the optimal operating wavelength (for maximum Rayleigh backscatter) is 0.35 \( \mu m \), as shown in Figure B.5. Finally, we can see the effects of tracking a pulse of wavelength 355 nm through various heights above the telescope. This is seen in Figure B.6. These lines assume a 1.0 Joule pulse, an integration period allowing a 1.0 km and a 0.5 km pulse to be observed, collected by a 1.0 m\(^2\) subaperture.
FIGURE B.6. The return expected from pulses of specified length as a function of height (MSL). This is for 1.0 Joule pulses of light at 355 nm, collected by a 1.0 m² subaperture assuming perfect collection efficiency and perfect detection efficiency.
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