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ABSTRACT 

Group sequential clinical trials have become the accepted method for monitor­

ing the results of an ongoing trial. These methods allows early termination of a 

trial based on the results of "interim analyses" that are conducted after each of 

the groups of subjects are entered on the study. Existing methods for designing 

these types of trials are currently comprised of several different constructions, each 

of which addresses a different clinical setting. The purpose of this dissertation is 

to unify these constructions into a single framework. This is accomplished by first 

proposing a general algebraic family of stopping rules for group sequential designs, 

and then constructing a statistical interpretation of the family. Both Bayesian 

and frequentist approaches are included in this unification. The properties of the 

unified family of designs is examined, which lends insight into the similarities and 

differences between existing approaches to group sequential designs. This work is 

motivated by several clinical examples, and the clinical application of these de­

signs is given detailed consideration. A particular example is used to illustrate the 

application of these methods, and to describe how they would be implemented in 

an ongoing monitoring program for a clinical trial. 
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Chapter 1 Background and Setting 

1.1 Introduction and Purpose 

In the broadest sense, a clinical trial uses human subjects in a controlled ex­

periment designed to provide insight into the future treatment and management of 

disease. Clinical trials are used in a wide variety of settings including evaluation of 

new treatments, prevention strategies, and diagnostic tools. In most clinical trials, 

ethical considerations require an efficient trial design that cinswers the relevant 

questions with as few patients as possible. The concept of design efficiency is not 

unique to clinical trials, however the consequences of inefficient trials in a medical 

setting might be considered more severe than in other settings. An inefficient trial 

requires more subjects, thereby exposing a larger number of people to the potential 

harm of an experimental treatment. Furthermore, am inefficient trial delays the 

answer to the clinical question so that patients not in the study must wait to know 

the best treatment. To illustrate this point, consider clinical trials for testing an 

AIDS vaccine. There is tremendous interest in finding a good vaccine as quickly 

as possible, and many people are willing to participate in vaccine trials. Design 

efficiency is a central issue in planning these trials, especially if the vaccine were to 

turn out to be ineffective or harmful. In such a situation it would be critical that 

the trial stop as soon possible in order to avoid exposing additional subjects to 

potential harm, or to dispel any false sense of security provided by an ineffective 

vaccine. It is similarly important to stop as soon as efficacy can be determined. 

Group sequential trial designs have been used to reduce the number of subjects 

in a study. A group sequential design allows "interim analyses,'' which are analyses 

conducted before all patients have been accrued to a study. The study may then 

be terminated if the results of the interim analysis indicate that a conclusion can 

be reached. This of course allows an early answer to the clinical question, and is 
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accompanied by increases in trial efficiency (i.e., fewer subjects and/or less time) 

when compared to an anaiogous fixed-sample trial. 

To date, research in group sequential trial design has focused on developing 

designs for particular categories of clinical triaJs. The presumption is that the 

practitioner will select a category that best fits their clinical situation, and pro­

ceed to develop a design according to the rules of the selected category. In this 

dissertation we demonstrate that some clinical settings do not fit into the cur­

rent categories. Through example, we also argue that the full diversity of clinical 

situations is not recisonably split into any finite number of categories. 

The goal of the research for this dissertation is to unify and extend previous 

work in group sequential trial design to better address the clinical issues encoun­

tered in practice. In this dissertation we propose a family of designs that includes 

previous categorizations, but allows continuous movement between those categories 

while highlighting clinically relevant design parameters. We begin the construc­

tion in chapter 2 where we focus on the mathematical (or algebraic) construction 

of a family of stopping boundaries that contains the common designs. We post­

pone the statistical interpretation of this family until chapter 3 where we discuss 

the frequentist and Bayesian interpretations of a set of stopping boundaries, and 

describe statistical measures of design efficiency. The construction and interpre­

tations offered in chapters 2 and 3 results in a large family of designs that both 

unifies and extends previous work. Chapter 4 evaluates this family with the dual 

purpose of developing clinically meaningful interpretations of the design parame­

ters, and identifying members of the family that have similar properties. The first 

4 chapters of the dissertation are concerned with the prospective specification of 

decision rules prior to initiation of the trial. In 5 we discuss the implementation 

of these prospective rules, and present an example to illustrate the application of 

the proposed methods. 



In the remainder of chapter 1 we lay the foimdation for the rest of the disser­

tation. We begin with examples of clinical trials to illustrate the sorts of issues 

that must be addressed in the construction of later chapters. We then summaxize 

the historical development of group sequential clinical trials in both the frequentist 

and Bayesian settings to establish their current status and to formally identify the 

problem to be examined in this research. 

1.2 Examples 

Clinical trials are used in a wide variety of settings, and no single type of 

design can adequately address all settings. Consider for example the choice of a 

one- or two-sided hypothesis test in a standard fixed sample trial of two medical 

treatments. A one-sided hypothesis test would allow two decisions: (1) treatment 

A superior to treatment B, or (2) treatment A not superior to B (note that 'not 

superior' may or may not imply that A is actually inferior to B). A two-sided 

test would allow three decisions: (1) treatment A superior to treatment B, (2) 

treatment A inferior to B, or (3) A and B are approximately equivalent. It has 

been argued [11] that using a two-sided hypothesis test is unethical in some medical 

settings because it requires proving that one treatment is worse than another. 

We certainly would not want to propose a study to prove that a new treatment 

is harmful when compared to a placebo; hence, placebo-controlled trials of new 

treatments are commonly designed around a one-sided hypothesis test. On the 

other hand, a clinical trial aimed at comparing the analgesic efficacy of tylenol 

and aspirin would probably be designed using a two-sided test because proving 

superiority in either direction is both of interest and ethically reasonable. Thus, 

we see that in the medical setting there may be substantive ethical issues that 

dictate the statistical aspects of a trial design. 

The standard paradigm for evaluation of new medical treatments is usually 



considered in three phases [45]. A "phase I" trial is the first clinical use of a new 

therapy, and is focused on refining the treatment or examining toxicity prior to 

more detailed studies. A "phase II" clinical trial is used as an eflScacy screening tool 

to identify the best therapies to caxry forward into full-scale efficacy trials which 

axe called "phase III" trials. Phase I and II trials are usually relatively small 

(between 15 and 100 subjects) whereas a phase III study is larger and generally 

has a randomized control group. As we shall see in the next section, the type 

of trial (phase I, II, or III) may have some effect on the nature of the stopping 

boundaries in a group sequential design. 

We now consider several examples to demonstrate the diversity of issues that 

are encountered in the design of clinical trials. In particular these examples illus­

trate some of the issues that aiFect the choice of stopping boundaries for a group 

sequential design. 

1.2.1 An Efficacy Screening Trial 

Hyperthermia therapy involves treatment of cancer by direct heating of the 

tumor. Hyperthermia is felt to enhance the killing effects of radiation therapy, and 

there is some evidence that it is effective in a wide variety of cajicers. Researchers 

at the University of Arizona have developed a way to use hyperthermia to treat 

malignant brain tumors. These brain tumors are a very serious, but rare form of 

cancer that occurs in both young and old people. 

The specific form of hyperthermia under investigation for treatment of malig­

nant brain tumors is called ferromagnetic implantation (FMI). FMI treatment is 

used in conjunction with a form of radiation therapy, called brachytherapy, in which 

radioactive seeds are placed directly in catheters that have been inserted through 

the skull into the tumor bed. FMI treatment involves placing small metallic seeds 

into these same catheters, and placing the patient in a strong electromagnetic field 

which causes the seeds to get hot. The metallurgical composition of the seeds de­
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termines the temperature that they will reach, and for FMI treatments the seeds 

reach approximately 60 degrees celcius. The goal of an FMI treatment is to raise 

the intratumor temperature sensors to 42.5°C for 60 minutes. Two treatments are 

given, one immediately preceding ajid one immediately following the brachyther-

apy treatment. 

FMI treatment has undergone initial clinical testing in 25 patients to refine 

treatment technique and identify acute toxicity [51]. In early 1991 a followup trial 

was designed to get preliminaxy estimates of treatment efficacy. Since this type 

of brain tumor is rare, it was estimated that approximately 1 patient per month 

would be available for the trial, so the investigators considered designs based on 

a total of not more than 50 patients. The efficacy of FMI treatment was to be 

judged by patient survival since other endpoints such as tumor regression could 

not be reliably meeisured. Survival with FMI treatment was to be compared to 

historiccd data on a group of patients that had received brachytherapy without 

FMI treatment (i.e., patients treated before FMI treatment was available). A 

randomized trial of brachytherapy plus FMI treatment versus brachytherapy alone 

would have been preferred if more patients had been available. 

This trial is somewhat typical of other efficacy screening (phase II) trials in that 

the design called for treating a small number of patients with the intent of con­

ducting a larger randomized trial if some level of efficacy could be demonstrated. 

.A.lthough the trial wcls designed as a fixed-sample study with all 50 patients receiv­

ing FMI treatment, it would have been more efficient to incorporate a sequential 

monitoring plan (i.e., a group sequential design). Given the slow accrual rate for 

this study a group sequential design would have enabled dramatic improvements 

in the average amount of time required to complete the trial. 

In the FMI setting, we would be interested in stopping the trial as soon as 

we could determine that the treatment was not sufficiently better than standard 
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treatment. Early stopping in this situation is typical of phase II trials. It avoids 

exposing additional patients to the potential haxms of experimented treatments 

and enables researchers to move on to the study of other potentially beneficial 

therapies. On the other hand, one would be reluctant to consider early stopping 

for evidence of efficacy. An efficacy conclusion would lead to a large investment in 

time, effort, and patient resources in a multi-institutional randomized trial. Such 

a large trial should not be organized unless the preliminary efficacy evidence is 

quite convincing, which usually means evidence from a large number of patients. 

1.2.2 Trial of New Treatment Versus Placebo 

Colorectal cancer is the second leading cause of cancer deaths in the United 

States with an estimated 152,000 new cases and 53,000 deaths in 1993 [8]. Although 

there are no firm causes of colon cancer, one hypothesis is that high levels of bile 

acids will promote carcinogenesis. Primary bile acids are secreted by the liver to 

aid in cholesterol and lipid metabolism in the small intestine. Most of these acids 

become bile sedts and are reabsorbed in the small intestine. Small amounts of bile 

salts (2-3%) are delivered to the colon where the activity of anaerobic bacteria 

results in reformation of free bile acids. Some of these can be reabsorbed, others 

pass out in the feces. Many of the bile acids that are formed in the colon are known 

to promote carcinogenesis in animal studies; hence, they are hypothesized to play 

a role in human colon cancer. In addition, observational data in epidemiologic 

studies [27, 50, 30] have shown an association between colon cancer and levels of 

fecal bile acids. Other epidemiologic studies [36, 53] have shown a lower colon 

cancer incidence in populations that have diets that are high in fiber. Possible 

mechanisms by which a high fiber diet might reduce colon cancer risk include the 

capacity of fiber to bind bile acids, the ability of fiber to increase stool bulk which 

dilutes bile acids, the promotion effect of fiber on the growth of certain bacteria 

that have anticarcinogenic effects, and fiber-induced alterations to gut pH may 
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result in lower levels of caxcinogenic bile acids. 

These observations have provided motivation for axi intervention trial to test 

the protective effects of a high fiber diet. This trial is being conducted by the 

University of Arizona in subjects that have had colon polyps, which are small wart­

like growths in the colon. Colon polyps are felt to be a precursor to colon cajicer, 

and are removed in an outpatient procedure that is conducted using colonoscopy. 

People with a history of colon polyps axe usually given colonoscopy examinations 

at regulax intervals to monitor for polyp recurrence or development of cancer. 

The endpoint for the dietary fiber trial is polyp recurrence as determined with a 

colonoscopy examination three years after study entry. Note that this endpoint is 

really a surrogate measure of the colon cancer risk. Since colon cancer is a rare 

disease, an unreasonably large trial would be necessary to have sufficient power to 

detect a difference in risk. In these situations it is not uncommon to measure the 

treatment effect in a select group of subjects using a surrogate endpoint. 

Participants in the dietary fiber trial receive a daily dietary supplement in the 

form of a breakfast cereal. Half of the subjects are randomly assigned to receive a 

high fiber cereal and the other half receive a low fiber cereal. The randomization is 

"double blind" which means that neither the patient nor the evaluating physician 

knows the treatment assignment (this reduces potential sources of bias). The 

treatments will be judged by the difference in the 3-year polyp recurrence rate 

between the two groups. The study is designed around a two-sided hypothesis 

test with a type I error rate of a = 0.05, and a planned sample size of 1400 (700 

per group). Currently, 1250 of the 1400 subjects have been accrued. .A.t trial 

completion it is estimated that a total of 1050 subjects (525 in each group) will be 

evaluable for the primary analysis of polyp recurrence rates. This sample size is 

such that the analysis will have approximately 80% power to detect a 25% decrease 

in the polyp recurrence rate (a hypothesized reduction from a 40% recurrence rate 



to a 30% recurrence rate). 

Accrual to the dietary fiber trial began in 1991 and at this point subject re­

cruitment is almost complete. The next few years will be spent collecting followup 

colonoscopies in subjects as they finish their 3-year course of dietary supplemen­

tation. At first glance, it may not seem necessaxy to consider additional interim 

analyses since accrual is almost complete. On the other hand, even if all subjects 

have been randomized, they must be followed and eat the assigned cereal supple­

ment for three years; thus, there are still potential benefits to early termination. 

The benefits include: 

- Eeirly termination would shorten the treatment interval for those subjects 

that had been randomized less than three years prior to study termination. 

- Study costs would be reduced because on average the trial would take less 

time and involve less followup. 

- The trial would provide an answer more quickly, so that the better dietary 

strategy could be recommended to all people with colon polyps (including 

those still on study). 

Thus, continued monitoring of the dietary fiber trial is still warranted. 

As mentioned above, this trial was designed around a fixed-sample level 0.05 

test of a two-sided hypothesis, and sample size was determined to satisfy power 

requirements for a 25% decrease in the incidence of colon polyps. From the de­

sign description, it is evident that the investigators are primarily interested in the 

preventive effects of the high fiber diet rather than its potential negative effects. 

The design test has probability 0.025 that it will incorrectly find that the high 

fiber diet is beneficial. In the fixed-sample setting, a level 0.025 one-sided test is 

algebraically equivalent to the level 0.05 two-sided test if one is only interested in 

whether or not a high fiber diet is beneficial. The only difference between these 

tests is that the two-sided test formally examines whether the high fiber diet is 
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actually worse than coatrol. 

In contrast to the fixed-sample trial, there can be substantive, differences be­

tween a test based on a one- or two-sided hypothesis in the group sequential setting. 

The common two-sided group sequential test would stop if the data demonstrate a 

significant benefit with the high fiber diet or if the data demonstrate a significant 

harm with the high fiber diet. In contreist, a one-sided group sequential test can 

stop for benefit or for lack of benefit. Thus, the designs differ in that one includes 

a formal test of treatment harm, while the other tests lack of benefit. These same 

elements are present in a fixed-sample trial (i.e., one design has an inferiority crit­

ical value and the other does not), but because the sample size is fixed, there is no 

problem with accruing additional subjects simply to prove harm. 

The dietary fiber trial is in essence a placebo-controlled trial. As explained 

earlier, we tend to use a one-sided test in these situations so as to avoid accruing 

subjects simply to demonstrate treatment harm. On the other hand, there are 

a lot of observational studies supporting the benefits of a high fiber diet, and if 

a high fiber diet actually promotes carcinogenesis, it would be very important to 

have convincing evidence to that effect (i.e., proof of harm as in a two-sided test). 

Ultimately, this consideration would affect the particulcir boundaries chosen in a 

group sequential monitoring plan for the dietary fiber trial. 

Unlike a fixed-sample test, the critical values (or stopping boundaries) in a 

group sequential trial are not completely specified by the operating characteristics 

of the test; hence, the boundaries can be chosen to address clinical issues in the 

trial. Regardless of the conclusion, the dietary fiber trial should not be stopped 

unless the results are quite convincing. In particular if the trial stops at the first 

analysis with relatively few patients, then the observed difference between the high 

and low fiber groups had better be substantial otherwise it might be dismissed as 

a spurious occurrence due to small sample size. Tiiis is especially important since 
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a large effect in this surrogate measure (polyp incidence) may not be as large 

when measured according to the effect of interest (colon cajicer). Furthermore, 

several secondary endpoints aire of interest in this trial ajid having more subjects 

in the study would allow more power for these secondary analyses. Thus, in the 

UA dietary fiber trial, we need stopping points at the early analyses that are 

conservative in that they only allow stopping for extreme results. 

1.2.3 Trial of New Treatment Versus Standard Treatment 

Another example that has similar characteristics to the placebo-controlled trial 

is a randomized study comparing standard radiation treatment (XRT) to hyper­

thermia (HT) plus XRT in the treatment of recurrent breast cancer [52]. In previ­

ous trials hyperthermia has been found to enhance the tumor regression rate when 

compeired to historical data for women with recurrent breast cancer. This random­

ized trial was designed to provide a better test of the previous observations. In 

this setting a beneficial treatment caji have several effects; it can cause the tumor 

to regress, it can delay or obviate the need for further treatment, and it can even 

prolong life. An ineffective or harmful treatment can have the opposite effects. A 

single outcome was created by defining an "adverse event" that included tumor 

recurrence, retreatment of the same tumor, or patient death. Testing whether HT 

-t- XRT was worse thaji XRT alone wcis ethically questionable and not of interest; 

thus, the study was designed around a one-sided hypothesis test. 

As in the placebo-controlled trial of dietary fiber, it is of interest to allow early 

termination of the trial for differences in either direction. Specifically, if HT 4- XRT 

is indeed better than XRT alone, then it is important to stop and advocate wider 

use of hyperthermia. On the other hand, if HT XRT is not better, then the trial 

should be stopped to avoid exposing more women to the expense and potential 

harm of hyperthermia treatment. As in the dietary fiber trial, we would not want 

to stop for a positive result without sufficiently positive evidence. Thus within the 
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constraints of the operating characteristics, we would want to select critical values 

for the positive conclusion that were conservative at the early analyses. 

The hyperthermia trial differs from the dietary fiber trial in that the clinical 

concern with selecting the critical vaiues for the lack of efficacy conclusion is differ­

ent from the clinical concerns governing the critical values for a positive conclusion. 

A lack of efficacy conclusion in the hyperthermia trial is correct if either HT + 

XRT is harmful when compared to XRT alone or if the two are equivalent. .Al­

though these conclusions result in the same action (i.e., hyperthermia treatment 

is rejected), they do not have the same clinical implication. In particular, if HT 

4- XRT is actually harmful, then we would wajit the critical values to detect this 

at the earliest possible analysis so that we do not treat too many patients with 

the harmful therapy. This is opposite to the clinical concerns that motivate the 

need for conservative critical values at the early analyses in the dietary fiber trial. 

In fact for a negative conclusion, we actually want critical vaiues that are anti-

conservative at the ecirly analyses (while meeting the constraints of the operating 

characteristics), so that the trial is more likely to stop if hyperthermia is harmful. 

1.2.4 Equivalence Testing 

The Burlington Nurse practitioner trial [49] sought to determine whether nurse 

practitioner care could be considered equivalent to physician care for certain rou­

tine health problems. Patients in the mediced practice that conducted the trial 

were randomly assigned to see either a nurse practitioner or a physician. The 

nurse practitioner diagnosed the problem and decided if it could be solved without 

the services of the physician. Objective measures of the quality of care ba^ed on 

indicator conditions were made for each patient, and these quality measures were 

then used to compare groups. The objective of the trial was to determine if the 

care could be termed equivalent. 

As described later in greater detail (section 1.3.8), the usual frequentist con­
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struction must be altered for an equivalence trial because in the parameter space 

of the problem, equivalence is usually a single point rather than a range of values, 

and a single point alternative is not detectable unless the sample size is infinite. 

Thus, to construct an equivalence test we usually redefine equivalence to mean a 

treatment that is neither inferior nor superior. One then reaches an equivalence 

conclusion if the data allow simultaneous rejection of a superiority hypothesis and 

an inferiority hypothesis. 

In the nurse practitioner trial we define inferior treatment to be any difference 

between physician and nurse care that is less than some minor negative value 

where negative values denote inferiority of nurse care. Note that formal testing of 

positive differences is not of great interest since a positive decision would have the 

same effect as an equivalence decision; that is, routine patients would first be seen 

by nurses. Thus, in the nurse practitioner trial the design would be similar to a 

standard one-sided inferiority test in that it would choose between two conclusions: 

(1) nurse care is equivalent or superior to physician care, and (2) nurse care is 

inferior to physician care. The trial would differ from the standard test in that 

the null and alternative hypotheses would be reversed; that is, the null hypothesis 

would be inferiority and the alternative would be equivalence or superiority. In this 

case we may want to define inferiority at a larger value than we might otherwise 

in order to assure that an equivalence decision does not allow too much inferiority 

in nurse care. 

The primary motivation for sequential monitoring of the nurse trial is one of 

efficiency; i.e., one might as well save the expense of continuing a study if con­

clusions are possible based on early results. In contrast to a trial with toxicity 

concerns (e.g., the hyperthermia trials described above), there is no compelling 

reason to stop cis soon as differences are detectable. Thus, the nurse practitioner 

trial would probably have relatively few interim analyses, and would use conserva­
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tive stopping rules at early analyses. This would have a tendency to give a larger 

expected saanple size, but would tend to produce more convincing results upon 

completion. 

1.2.5 Selecting Between Two Active Treatments 

Acute myelogenous leukemia (AML) is a cancer of the blood forming cells in 

the bone marrow. It is characterized by proliferation of white blood cells which 

can affect the immune system and the ability of the bone marrow to produce red 

blood cells. This form of leukemia is relatively raxe with approximately 2.2 new 

cases per 100,000 people in 1986-1987 [37]. However, it has been the focus of much 

research since it affects children as well as adults, and hcis a high mortality rate 

(5-year survival rate is only 25% in children [37]). 

A clinical trial was initiated to determine which of two drugs, idaxubicin or 

daunorubicin, is more effective in treating AML [54, 19]. Standard treatment for 

leukemia generally involves combinations of drugs that are aimed at killing rapidly 

proliferating cells. It is stcindard practice to use a family of drugs knows as an-

thracyclines in combination with other drugs to induce and maintain remission in 

AML patients. Idarubicin and daunorubicin are both members of the ajithracy-

cline family, but axe potentially different in their effectiveness. The goal of the 

trial is to select the most effective drug as measured by its ability to induce re­

mission (remission occurs when there are no more cancerous cells found in blood 

and bone marrow samples). Note that it may be possible for one drug to be better 

at remission induction, but this effectiveness may not translate into better sur­

vival. Patient survival would have been a better measure of efRcacy, but would 

have required a larger sample size and longer study duration to detect clinically 

meaningful differences. 

In contrast to a trial with a placebo or standard treatment control group (ex­

amples 1.2.2 and 1.2.3), the clinical context of the AML trial is such that it is 
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justifiable to conduct a study to show either that idaxubicin is superior to daunoru­

bicin or that daunorubicin is superior to idarubicin. Thus, a design based on a 

two-sided hypothesis is waxranted. Such a design allows three decisions; superior 

(e.g., idarubicin superior to daunorubicin), equivalence (no difference discerned), 

or inferior (e.g., ideirubicin inferior to daunorubicin). 

As in the previous examples, monitoring the AML study is important because 

it improves study efficiency so that on average the best treatment is identified in 

less time with fewer patients. In the AML trial the treatments are symmetric in the 

sense that it is of equal interest to show the inferiority or superiority of idarubicin 

when compared to daunorubicin. This symmetry also applies to the monitoring 

plan; that is, it is just as important to stop the trial if idarubicin appeaxs to be 

better than daunorubicin as it is to stop with the opposite conclusion. 

A design based on a two-sided hypothesis also allows the possibility of stopping 

for an equivalence decision at each interim analysis. If at an interim analysis, there 

is very little difference between the two treatments, then perhaps the study should 

stop with a conclusion that either drug is acceptable. This of course would have to 

consider the precision with which the difference was estimated so that the study had 

sufficient information to support the conclusion. In the example of the AML trial, 

early stopping for the equivalence decision is not needed because the investigators 

were interested in analyzing differences in patient survival if the two drugs did not 

differ in their remission induction capabilities. To allow early stopping with an 

equivalence decision would have meant a smaller sample size and less power for 

the analysis of secondary endpoints such as survival. 

The AML trial began accruing patients in 19S4. The original design called for 

a fixed-sample trial, but as is common in many clinical settings, the data were in­

formally monitored for toxicity differences between the two treatments. .At one of 

the early informal analyses, there was indication that idarubicin was better at in­
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ducing remission than was daunorubicin, which led the investigators to implement 

a formal group sequential monitoring plan. In this retrospective implementation of 

a monitoring plan it is necessju-y to account for the fact that earlier analyses were 

conducted, but that the trial was not stopped. This is accomplished with stopping 

boundaries that axe very conservative at the early analyses so that stopping at 

one of the informal analyses would not have been likely. The chosen monitoring 

plan therefore incorporated an extra analysis to account for the earlier informal 

analyses. The maximal sample size was also increased to 160 patients in order to 

maintain the original operating characteristics of the test. The trial was eventually 

terminated after accrual of 130 patients with the conclusion that idarubicin was 

superior at remission induction than was daunorubicin. 

In general terms, current literature and software can be used to specify a group 

sequential design for each of examples 1.2.1 - 1.2.5. As demonstrated in 1.3 the 

designs in the current literature fall into several categories (one- versus two-sided 

hypothesis tests with early stopping for either one or both of the hypotheses) 

and each of the above examples would fit into one of those categories. The usual 

strategy for developing a design would be to first select an appropriate category, 

and then adjust the design parameters to fit the clinical situation. One of the 

goals of this dissertation is to show that these design categories can be related 

in a larger family that allows continuous movement between the categories. This 

extends the design options and allows better designs for clinical situations that 

are not covered by the current categories. We now describe a clinical trial that 

does not fit well into current design categories. The design of this trial using the 

methods developed in this dissertation will be discussed in chapter 5. 
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1.2.6 Spinal Stereotactic Radiotherapy 

Although it is uncommon, people with cancer sometimes develop tumors that 

grow into or very close to the spinal cord. These tumors may arise as metastases 

from other tumors or from primaxy cancer of the central nervous system. In either 

case the disease is very serious, and these patients are usueJly described as being 

terminally ill. 

Spinal stereotactic radiotherapy (SSR) is a new procedure for radiation treat­

ment of tumors growing close to the spine [26]. Standard radiation therapy is 

not sufficiently accurate to treat these tumors without an unacceptably high risk 

of radiation damage to the spine. SSR treatment was developed to increase the 

accuracy of spinal radiation therapy. It requires establishing a 3-dimensional co­

ordinate system and mapping the tumor boundary and spine into the coordinate 

system so that radiation can be accurately used to treat the tumor without hurting 

the spine. The basic steps in the procedure include attaching a frame with the co­

ordinate system to the patient's spine, taking CT films showing the tumor, spine, 

and frajne, reading this information into a computer which then reconstructs the 

geometry and establishes the proper angles and doses for delivery of the radia­

tion treatment. SSR treatment has undergone preliminary testing in animals (pig 

carcasses) to establish the accuracy of the process. It is currently ready to begin 

safety and efficacy tests in clinical trials on human subjects. 

Designating an appropriate measure of safety and efficacy is a central issue in 

the design of this trial. Perhaps the most basic measure of treatment benefit in 

a cancer trial is patient survival. Most forms of cancer are worrisome precisely 

because they cause death. By the same token, a treatment is certainly considered 

effective if it prolongs survival. On the other hand, many cancer treatments (e.g.. 

SSR therapy) are directed at controlling local disease. In these situations, the 

true effect of treatment may be more directly mecisured by a tumor regression 



rate. The problem with using a measure of local effect is that treatment effects 

on a global measure such as survival may go unnoticed. It is not rejisonable 

to assume that beneficial effects on local disease always translate into survival 

benefits. Furthermore, it is not possible to measure the association between the 

local outcome and survival because local effects cannot be measured after a patient 

has died. This is a problem known as "competing risks," and it is the reason why 

patient survival should be part of the endpoint even if therapies are directed at 

local disease [24]. 

When designing the SSR study, clinicians and physicists were interested in the 

tumor regression rate since it is a measure of the local effect of the treatment. 

However, adverse treatment effects on patient survival could not be ruled out. In 

particular, the treatment requires 12-14 hours of general anesthesia during attach­

ment of the SSR frame, CT imaging, treatment planning, and treatment delivery. 

The stress of long-duration anesthesia has substantial risk even in healthy patients, 

and certainly has the potential for affecting the survival of the subjects in this trial. 

Furthermore, since most of these subjects have terminal illnesses, it would not be 

unusual if they die soon after treatment; thus, there is real potential to mistake 

treatment-related death as death from the disease. Consequently, ignoring the sur­

vived endpoint in this study allows the possibility for SSR treatment to be labeled 

as efficacious even if it increases the risk of death. 

In order to address the concerns with non-local effects of SSR treatment we 

consider an adverse event rate where an adverse event is defined as patient death or 

a substantial decrease in neurologic function as measured by an objective numeric 

score. This meaisure describes both treatment benefit and treatment harm. Thus, 

if SSR treatment is successful it should prevent or delay neurologic deterioration 

and/or death. Conversely, if it is harmful it may increase the risk of death or 

radiation-induced neurologic deterioration. 



In order to address the interest in local treatment effects, we also give secondary 

consideration to radiographic measures of tumor regression. Relegating tumor 

regression to a secondary endpoint means that differences in the adverse event 

rate will take precedence over differences in the tumor regression rate. Thus, if 

SSR treatment is associated with an elevated adverse event rate, then its ability 

to shrink a tumor is no longer of interest. It is only in the absence of an effect 

in the primary endpoint that the differences in the secondary endpoint become 

important. 

In addition to endpoint specification, it is necessary to identify a suitable control 

group for the SSR trial. As discussed above, patients with spinal tumors are 

relatively uncommon, but even among those patients, SSR treatment can only be 

delivered to those who are healthy enough to withstcind the treatment. This is a 

very select group of patients for which there are no good historic data on survival 

or neurologic function. Although it is uncommon in phase I or II cancer trials, an 

internal randomized control group is recommended for the SSR study even though 

the planned trial represents the first clinical use of the device. Particularly in device 

trials, it would be more common to first conduct a small (15-25 subjects) pilot trial 

(phase I study) to determine acute toxicity and refine procedures. However, in this 

case the potential device toxicities include an elevated risk of death that could not 

be detected in the absence of a randomized control group. 

With this as background, it is apparent that the SSR trial does not fit into 

any of the classical phase 1, II, or III settings. The SSR trial has characteristics 

of a phase I study in that it is the first clinical use of the device, and the toxicity 

endpoint is of interest. However, the trial also hcis characteristics of a phase II or 

III study because the endpoints measure efficacy and comparisons will be based on 

a randomized control group. SSR therapy could in fact be evaluated in a sequence 

of small independent trials, however these trials would all have the same endpoints 
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and would be conducted on the same group of patients. In essence, such a sequence 

of trials is really a laxger study with interim analyses, and it should be designed as 

such. Note that the SSR example demonstrates how some therapies are probably 

more appropriately evcduated in a single group sequential trial rather than the 

usual three-phased approach. 

A group sequential trial for evaluation of SSR treatment must address a number 

of concerns. It must have an early analysis to cissure that the trial will stop if SSR 

treatment appears to be toxic. This analysis should occur after 15 to 25 patients 

have been treated since that is a common scimple size used in phase I device 

evaluation trials. As in the hyperthermia trials (examples 1.2.1 and 1.2.3) this 

study should stop if it can be decided that SSR treatment is not superior. It must 

not be continued simply to determine if it is more toxic than control; hence, a design 

based on a one-sided hypothesis test may be appropriate. On the other hand, if it 

is ethically justified, the trial should continue so that SSR eflScacy can be assessed 

according to the secondary endpoint of tumor regression. Thus, as in a two-sided 

hypothesis test (e.g., example 1.2.5), we need boundaries that allow aji equivalence 

decision, and are not excessively prone toward early termination. Note that this 

goai competes with the need for early sensitivity for the toxicity conclusion; it 

follows that an appropriate group sequential design must address this tradeoff, 

and therefore must have elements of both a one- and two-sided hypothesis test. 

Finally, if the tried shows that SSR treatment offers improvements in the adverse 

event rate, then the study should stop or be expanded to include other institutions. 

The next section of this chapter traces the historical development of the statis­

tical methods for group sequential clinical trials, and shows that this development 

has led to the implementation and availability of designs covering four general 

kinds of situations. Unfortunately, the demands of the SSR trial do not fit well 

into any of the four categories. At the end of this chapter we explain how this 
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trial requires a design that is intermediate to the identified categories. We then 

return to this exajnple in chapter 5 where the methods developed in the interven­

ing chapters are applied and illustrated in the development of a design for the SSR 

trial. 

1.3 Frequentist Approaches to Monitoring Clinical Trials 

This section focuses on frequentist approaches to monitoring or incorporating 

interim analyses in a clinical trial. It begins with a description of a classical 

sequential monitoring procedure in order to set the context and establish notation 

for description of group sequential procedures. We then describe the difference 

between the group sequential setting and cleissical sequential monitoring, and from 

there present the the historical development of methods for group sequential clinical 

trials. 

1.3.1 Wald's Sequential Probability Ratio Test 

The idea of sequential monitoring wcis formalized by Wald [55] with the devel­

opment of the sequential probability ratio test (SPRT). Wald considered a test of 

a simple hypothesis, and a design that computed the likelihood ratio test statistic 

after accrual of each subject. In his construction, the sample path for this statistic 

is tracked until it crosses a stopping boundary, at which point one or the other 

of the hypotheses is rejected. Wald derived a closed form approximation for the 

stopping boundaries that met pre-specified operating characteristics. 

To apply Wald's test to a clinical trial, consider two treatments labeled A  

and B, and an experiment in which subjects are accrued in pairs one of whom is 

randomly assigned to receive treatment A and the other treatment B. Suppose 

that treatment outcome is immediately observable, and that and V'J,- denote the 

outcome in the subject from the pair receiving treatment A and 5, respectively. 

For the purposes of this example, assume that for all subject pairs (z = 1,2,...) 
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and Yg^ are independent with Y^i ~ N{ha-,o^^) and Kg,- ~ N{fiB,cr^), where 

cr^ is known. 

Now suppose that we want to test the following simple hypothesis: 

H Q  :  F I  = 0  

H i :  f i  =  f l u  

where /z = Ha — y-B - Furthermore, we want a test that maintains the following 

operating characteristics: 

Pr(Reject H o l f i  =  0 )  =  a  

/'r(Reject = fii) =1—0. 

Within a pair of subjects the treatment difference (/i.4 — jib) is estimated by — 

Y£i, so that after accruing k pairs, we can compute the partial sum statistic: 

5;'" = E K;,. -
>"=1 

as a measure of treatment effect. The superscript in emphasizes that 1 pair of 

subjects is accrued between analyses. Note also that in the absence of sequential 

analysis, ~ N{kn,2ka^). 

For convenience we commonly represent boundaxies in a standardized scale so 

that we can consider their properties in general rather than for specific values of 

/^Ai and <7^. Specifically, we rescale the construction by standardizing the 

partial sum statistic by the standard error of Y^- — 

c - ( i )  
c-(i) _ 

In this standardized scale, treatment effects are parameterized by = /u/v/2^. 

and the hypotheses become Hq : = 0 and Hi : = (Jp' where: 
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Thus, in the absence of sequential monitoring, Sj[^' ~ N{k6^^\k). 

In this setting, Wald's SPRT calls for computing after accrual of the 

subject p a i r  { k  =  1 , 2 , . . . ) ,  a n d  c o m p a r i n g  i t s  v a J u e  t o  b o u n d a r y  p o i n t s  a t  a n d  d k  

where: 

J  ,/i'' logja) -
''' = *^1 

= k- -j , (1.1) 
loge(l - a) -loge(l -/3) 

and A trial using an SPRT design would then be terminated 

according to the following rules: 

< Ok Reject Hi 

Cfe < < dk Accrue additional subject pair (1.2) 

> DK Reject HQ. 

VVald derives the boundary points of equation 1.1 so that the type I and type 

II error rates are maintained at approximately a and I — respectively. The 

Wald SPRT can be represented graphically as a plot of and dk versus k (figure 

1.1a). The value of the test statistic can be plotted after each subject pair is 

accrued thereby forming a "sample path." The trial is stopped with the indicated 

conclusion once this sample path crosses one of the boundaries. Note that the 

same graphical interpretation is possible in the sample mean scale: Sk/k (figure 

Lib). 

1.3.2 Characteristics of Group Sequential Monitoring 

Two characteristics distinguish a group sequential trial from Wald's SPRT. 

First, a group sequential trial analyzes the data after accruing a group of subjects 

(or group of subject pairs) rather than after accruing each individual subject (or 

subject pair). This is more practical in a clinical trial because the data cleaning 



and reduction process is too time consuming to be performed after each individ­

ual. Second, a maximal number of groups is prespecified when designing a group 

sequential trial whereas the maximum possible sample size in the SPRT is infi­

nite. The practicalities of a clinical trial require the prior specification of a finite 

majcimal sample size because otherwise it would be impossible to know if enough 

subjects could be found to complete the trial. 

The notation for a group sequential trial is obtained through straightforward 

extension of the Wald notation. Assume the Scmie setting described in 3.1, but with 

analyses conducted after accrual of every n subject pairs rather than after each 

subject pair. Consider the following version of the partial sum statistic computed 

after accruing k groups each with n subject pairs: 

nk \r* 

' k " 

As before, this is a sufficient statistic for the treatment difference /z, but in contrast 

to is focused on the average treatment effect within each group of n 

subject pairs; thus, ~ N { k f j . , ' 2 k a ^ / n ) .  

Once again, the group sequential setting can be standardized, but this time 

we rescale by dividing by \j2ayn which is the standard error of {Y^i — YQi)/n. 

Now treatment differences axe described by <5^"^ = and the hypotheses 

become HQ : = 0 and HI : where: 

= (1-3) 

In this scale the stajidardized partial sum statistic cr'^ln^ which 

in the absence of sequential monitoring has a distribution that is essentially the 

same as that for continual monitoring: 

(1.4) 



From this construction it is obvious that standardization removes the difference 

between sequential and group sequential trials. It therefore follows that Wald's 

test should work equally well regardless of whether the basic unit of observation is 

individuals or means from groups of individuals. For this reason we simplify the 

notation for the partial sum statistic and refer to it as Sk instead of or 

By a similar argument, it is no longer necessary to distinguish between and 

and we will instead use S to denote an appropriately standardized value of 

the treatment difference parameter. 

In order to get a group sequential design one must also limit the maximal sam­

ple. The fact that the stopping bounds illustrated in figure 1.1 would work equally 

well for monitoring after each individual or after groups of individuals does not 

remove the impracticality that the maximal sample size remains unbounded. One 

way to constrain the maximal sample size is to force the Wald stopping boundaries 

to meet at some point. For example, consider a design in which (ai,c?i)...(a4,£^4) 

are computed by equation 1.1, but that we force termination on or before the 5th 

analysis by setting 

J 5, loge(S) + log=(|) 
OS = <is = , 

which is the average of the upper and lower values in equation 1.1. .A.n example of 

this "truncated SPRT" design (computed with a = I — 0 = 0.05 and 61 = 3.29) 

is pictured in figure 1.2a which shows that the sample path could not continue 

beyond the 5th analysis. Note that in a group sequential setting, the representation 

in figure 1.2a is misleading because the test statistic, Ski is not computed between 

the analysis times. A representation that is preferred for group sequential designs is 

shown in figure 1.2b. In this depiction, the trial slops if the sample path intersects 

one of the vertical lines which can only happen at an analysis time. 

There is nothing preventing investigators from using the boundaries of figure 

1.2 to obtain a group sequential clinical trial, however we are usually reluctant 
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to use decision rules without some idea of their statistical properties (especially 

type I and II error rates). Using Monte Carlo simulation, we can estimate these 

error rates, and for the particular example shown in figure 1.2 we find that the 

type I and II error rates are both approximately 0.007. This is remarkably low 

due to the large value of 6i that was used to construct the boundaries. It would 

be possible to search for a value of such that the operating characteristics were 

at the desired levels, but this would be a lengthy process if each candidate set of 

boundaries had to be checked by simulation. Armitage, McPherson, and Rowe 

[1] propose methods for directly computing the sampling density of Sk for any 

set of stopping boundaries thereby providing an efficient means of computing the 

statistical properties of a design. The remainder of this section describes their 

work and how other researchers have used their development to formulate group 

sequential designs for a variety of clinical settings. 

1.3.3 Armitage, McPherson, and Rowe (1969) 

Armitage, McPherson, and Rowe [1] (AMR) motivate their work by describing 

a debate between those with Bayesian and frequentist viewpoints [9, 2]. They 

note that this debate had been remarkable for its lack of quantitative information 

about the effects of interim analyses, and direct their paper at providing this 

information. The difference between this work and that of VVald is that Wald 

identifies stopping bounds that maintain the type I and type II error rates while 

AMR develop methods to compute these rates for any set of stopping bounds. 

In one of their settings, Armitage, McPherson, and Rowe consider data com­

prised of a sequence of random variables (Xi.-Yo,...) that are independent and 

normally distributed with mean 6 and unit variance. Note that these may be 

either suitably standardized data from individuals or from groups of individu­

als. AMR then consider a monitoring scheme in which the partial sum statistic, 

Sk = '£.i=iX{, at the analysis [k = 1,2,...) is compared to the usual fixed-



38 

sample critical value: (i.e., = 1 — a/2, where $(x) denotes the 

c.d.f. for the standard normal distribution). They use the phrase 'repeated signif­

icance testing' to refer to repeated application of the nominal level-a fixed-sample 

test; thus, the study is stopped if: 

15jki > (1.5) 

which is equivalent to the usual two-sided significance test if fc = 1. For notational 

convenience, let Zk = 

Armitage, McPherson, and Rowe seek methods for computing the probability 

that a trial terminates at the analysis. They proceed by defining the random 

variable M to denote the analysis at which the trial is terminated; that is, 

M  =  min{fc > 1 : |5fc| > Zk}. 

They let S  denote the value of the test statistic at the terminal analysis (i.e., 

5 = 5a/), and with this notation derive the joint density of (M, 5), which can then 

be used to find the probability that the trial terminates at the analysis (i.e., 

Pr{M = k), for k = 1,2,...). 

The density of (M, 5") at the point (fc, .s) is determined by the sampling scheme. 

In particular, for a triad to terminate at the fc"' analysis, we must have that |5fc| > 

Zk aind |5y| < zj for all j < k. If we denote the density of (M, S) under a mean of 

5 by p{k,s-,6), then the above conditions require that: 

p { k , s ; 8 )  =  I  •  •  •  f  U  if l^l > Cfc 
i=l 

0 otherwise. 

Here, 0(ii) denotes the standard normal density function, and the integration is 

over the set of all sample paths that do not stop before the k^^ analysis; i.e., 

(xi,...,xfc) : = 5 and - z j  < < Z j  \ / j  <  k l  .  
i=l 1 = 1 I 



39 

In theory this integral could be computed using numerical methods, however in 

practice the number of computations grows exponentially with k so that the com­

puter time is excessive even when k is relatively small. 

Armitage, McPherson, and Rowe, use a recursive definition of the sampling 

distribution of Sk to obtain the joint density of (M, S). The recursive derivation 

is computationally much more feasible, since the number of computations grows 

linearly in fc as opposed to the exponential growth of the above form. The recursive 

derivation is based on the idea that the density at the {k + 1)^' analysis can be 

computed using the density at the k^'^ analysis. Specifically, if we let gk{s\ S) denote 

the density of Sk under a mean of S, then the density at the (k + 1)®' analysis is: 

g k + i ( 3 ; S ) =  J < f ) { s - u - 8 ) g k { u \ 8 ) d u ,  (1.6) 

— - f c  

which holds for k  = 1,2,.... Notice that this is a convolution of the density for 

the next observation, X;t+i, with the density of the current observations, Sk- The 

following shows that this recursion must hold: 

P r { S k + i  < s  • ,  8 )  =  P r { S k + i  <  s  and \ S k \  <  Z k  ;  8 )  

=  P r { S k  +  X k + i  <  s  and \ S k \  <  Z k  8 )  

=  P r { S k  +  X k + i  <  s  ; S k , 8 )  Pr(|5it| <  Z k  8 )  

S  

~ J J — u  — 8 ) g k { u ;  8 ) d w d u  
-=fc -OO 

The last equality follows from the definition of g k { u \ 8 )  and the independence of 

Xfc+i and Sk- Differentiating this expression gives the desired result. Note that 

gk[s\8) is not defined if the study stops before the k'^^ analysis; thus, this is truly 

a sub-density that must integrate to 1 — Pr{M < k). The joint density of (M, 5) 
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at the point {k,s) can be expressed in terms of this sub-density: 

p { k , s ] 6 )  =  <  
< f ) { s  —  S )  if ^ = 1 and |5| > 
g k { s ; S )  if/: > 1 and |5| > (1.7) 

0 otherwise. 

Thus, the AMR algorithm for computing p { k ,  s; S) has the following steps: 

(1) Compute and store — ^) over Ri grid points: with —zi < 

< Z i .  

(2) For j  =  2,..., ̂  - 1: 

(a) Numerically integrate equation 1.6 to get gj{u; J) (note that this requires 

the grid of density points from the {j — 1)*' analysis). 

(b) Store values for over R j  grid points: with —Zj < 

<  Z j .  

(c) Increment j  and return to step (a). 

The result is the sub-density, gk{s;6], which is used in equation 1.7 to obtain 

P k { k , s ] 6 ) .  

Armitage, McPherson, and Rowe derive equation 1.7 for use in computing the 

stopping probabilities for the repeated significance testing design of equation 1.5. 

They then focus on calculating the amount by which the true type I error rate 

(i.e., Pr{M < k\5)) is underestimated by repeated level-a significance testing. 

This underestimation is tabulated for values of k rajiging from 2 to 200. AMR also 

recognize and discuss several applications of their work including the use of 1.7 to 

find stopping boundaries that meet desired type I error constraints, and the use 

of these methods in both the sequential and group sequential settings. We now 

describe how Pocock [44] extends and illustrates the work of AMR using sequential 

designs that are truly group sequential and are very applicable to clinical trials. 
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1.3.4 Pocock (1977) 

Pocock [44] considers clinical tricils constructed around the test of a two-sided 

hypothesis. Such a design actually selects between three decisions: 

H +  :  6  >  6 i  (Superiority decision) 

HQ : 6 = 0 (Equivalence decision) (l.S) 

H- : 5 < —5I (Inferiority decision) 

where Si denotes the 100,5% power point in the standardized scale. Pocock con­

strains the maocimum number of analyses (which we denote by m), and assumes 

that equal sized groups of patients are accrued between each analysis. Thus, he 

develops a true group sequential design, and demonstrates its clinical application. 

Pocock works in the scale of the normalized test statistic, which at the A:"* 

analysis {k = l,...,m) hats the form: Zk = Skl^/k- He uses decision rules of the 

form: 
Zk ^ cik Stop for inferiority 

Qk < Zk < dk Accrue additional group (1-9) 

Zk ^ dk => Stop for superiority. 

.A.t the final analysis {k = m), the decision rules have the same form, but the 

continuation decision is replaced by an equivalence conclusion (i.e., if < Zm < 

dm, we conclude equivalence). The hypotheses are symmetric, so Pocock considers 

symmetric stopping boundaries by setting Ok = —dk- He also motivates his design 

using arguments from repeated significcince testing, and therefore searches for a 

single critical value Gp such that the bounds meet a type I error constraint (the 

subscript "P" denotes a critical value for Pocock-style boundaries). Thus, Pocock 

stopping boundaries have the form: 

o - k  —  — G p  

d k  =  G p .  (1.10) 
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Note that Z k  >  G p  implies S k  > y/kGp] hence, Pocock boundaries can also 

b e specified in the partial sum scale if we reject whenever |5i:| > GpVk. This 

generalization is recognized and explored by Wang and Tsiatis [56] as described in 

section 1.3.9. 

To find G p ,  Pocock uses the density of (M, 5) as derived by Armitage, McPher-

son, and Rowe [1]. Conceptually, the algorithm guesses Gp, finds the associated 

type I error rate using the AMR algorithm, and refines the guess until the type I 

error rate converges to the desired value. In the normal setting, the type I error 

rate is strictly decreasing in Gp] hence, Gp is easily found with a binary search. 

Table 1.1a shows how Gp changes with the maximal number of analyses (m) and 

the type I error rate (q). 

In example 1.2.5, we describe a clinical trial to select between two drugs (idaru-

bicin and daunorubicin) used to treat acute myelogenous leukemia. This trial is 

based on the test of a two-sided hypothesis, and needs early stopping if either 

treatment can be shown to be superior to the other. A Pocock design would sat­

isfy these conditions, and thus could be considered for the AML trial. One would 

need to specify a maximal number of analyses (m) and the type I error rate (or) to 

determine the value for Gp which then determines the stopping rules for the trial 

(eq. 1.10). A Pocock design with m = o and a = 0.05 is illustrated in figure 1.3. 

We have summarized Pocock's work under an cissumption that the data are 

normedly distributed. In addition to this work, Pocock also explores the properties 

of stopping bounds that are computed if a normcd approximation is used on data 

that are binomially or exponentially distributed. He also explores boundary prop­

erties computed with normally distributed data using an estimated variance. In 

all CcLses he finds that the operating characteristics are very similar to the stated 

levels. 
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Table 1.1: Comparing Pocock and OBF Designs, 

a. Critical values (G.) for various designs. 

GP G n  
m a = 0.025 Q = 0.05 Q = 0.1 Q = 0.025 a = 0.05 Q = 0.1 

1 1.960 1.645 1.282 1.960 1.645 1.282 
2 2.178 1.875 1.527 2.797 2.373 1.899 
3 2.289 1.992 1.650 3.471 2.961 2.391 
5 2.413 2.122 1.787 4.562 3.915 3.191 
8 2.512 2.225 1.896 5.861 5.051 4.145 

b. Pocock and OBF designs with a maximum of 5 analyses and a = 0.05. 
Boundaries are for the sample mean statistic. 

Interim Pocock Design OBF Design 

Analysis Lower Bound Upper Bound Lower Bound Upper Bound 
1 -2.413 2.413 -4.562 4.562 
2 -1.796 1.706 -2.281 2.281 
3 -1.393 1.393 -1.521 1.521 
4 -1.206 1.206 -1.141 1.141 

5* -1.079 1.079 -0.912 0.912 

(* Fixed-sample critical value after 5 groups in the sample mean scale is 0.877.) 

1.3.5 O'Brien and Fleming (1979) 

O'Brien and Fleming [38] (OBF) develop different stopping boundaries for the 

same clinical setting examined by Pocock. Their development considers data that 

are binomially distributed (each subject experiences a treatment success or failure), 

and stopping boundaries that are based on a chi-square test statistic instead of the 

normalized statistic used by Pocock. Specifically, if we denote the usual Pearson 

chi-square statistic at the interim analysis (k = I,..., m) by xl-, then an O'Brien-

Fleming trial stops when kxl > Gq (the subscript "0" denotes a critical value 

for OBF-style boundaries). Note that the Pearson chi-square test is algebraically 



equivalent to the square of a test for binomial proportions bcised on a normal 

approximation; thus, in the above notation: xl = ̂ l/k, and: 

kxl> G o  1 5 j t |  >  G o  \ Z k \Vk> G o -

Thus, OBF boundaries have exactly the same form eis those in equation 1.10, but 

with OBF bounds a/t and dk are expressed in the partial sum scale instead of the 

scale of the normalized statistic as used by Pocock (i.e., substitute Sk for Zk in 

equation 1.9). 

The value for G o  in OBF boundciries can also be found to meet type I error 

constraints using a search routine based on the AMR algorithm. As might be 

expected, the critical values (Go) for an OBF design are not the same as those 

for a Pocock design (table 1.1a); thus, Pocock and OBF designs with the same 

values for m and Q have different stopping bounds (table Lib). In general the 

OBF designs have early stopping bounds that are larger auid later bounds that 

are smaller that the analogous Pocock bounds. Thus when compared to Pocock 

designs, OBF designs tend to be more popular because they are more conservative 

at the early ajialyses and have a final critical value that is closer to the usual fixed-

sample critical value. Some investigators want to avoid a discrepancy between the 

conclusion of a naive fixed-sajnple test and that of the appropriate group sequential 

test at the end of the study. Such a discrepancy is easier to avoid with the OBF 

design, and is more likely with a Pocock design. 

A s  with the Pocock design, the setting assumed by O'Brien and Fleming fits 

that of the .AML trial described in example 1.2.5. Once again, selecting a ma.\imal 

sample size and type I error rate determines the critical value Go for stopping 

boundaries that could be used in the AML trial. However, as illustrated in table 

1.1, the OBF stopping boundaries are not the same as the Pocock bounds. Recall 

fi'om example 1.2.5 that the presence of informal interim analyses led to the need 

for a design that was unlikely to stop at the early analyses. Certainly the OBF 


