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This dissertation investigates the mental representation of the root in the Moroccan dialect of spoken Arabic. While morphemes like roots have traditionally been defined as the smallest unit of sound-meaning correspondence, this definition has been long known to be problematic (Hockett, 1954). Other theories suggest that roots may be abstract units devoid of phonological or semantic content (Pfau, 2009; Harley, 2012) or that words are the basic unit of the mental lexicon (Aronoff, 1994, 2007; Blevins, 2006). The root of Moroccan words is examined with auditory priming experiments, using auditory lexical decision tasks, including the subliminal speech priming technique (Kouider and Dupoux, 2005). Chapter 2 shows that the subliminal speech priming technique should be modified with primes compressed uniformly to 240ms for Moroccan Arabic (the compression rate varies to achieve the uniform 240ms prime duration).

Chapters 3 and 4 apply supraliminal and subliminal speech priming technique to Moroccan Arabic. The priming effect of words that share a root are found to be robust and distinct from words which simply share semantic or phonological content. Furthermore, roots which are instantiated as novel coinages produce priming effects, which further suggests that the root is a structural unit. Each related word in a morphological family, however, does not prime all of its relatives, contradicting the idea of a root as a structural unit. These subliminal effects also differ from supraliminal effects, where overlap in phonological form between the prime and target results in facilitation when identifying the target. The results of these experiments suggest that the word is the basic unit of speech perception, rather
than the root. The root is is not an mental unit but a property of words or relationship among a morphological family. Competition from phonological neighbors is a late effect, since shared phonology facilitates only with the supraliminal technique but not the subliminal technique. Finally, realizational theories of morphology are supported, since take the word as the basic unit of the lexicon.

While the root may not have phonological content *per se*, root phonology is important for deriving morphological families. Chapter 4 uses weak roots (which do not consistently show three root consonants in each derived form) to show that semi-vowels are encoded as root consonants.
CHAPTER 1

INTRODUCTION – SEMITIC ROOTS, MOROCCAN ARABIC, AND LEXICAL ORGANIZATION

1.1 Introduction

Since the inception of modern linguistics with Baodouin de Courtenay and Ferdinand de Saussure at the end of the 19th and beginning of the 20th century, the field of linguistics has sought to understand the system of language in the minds of its speakers. One key aspect of the field is morphology, the study of words and their composition. Morphemes, or compositional word-elements, were defined early on as “the smallest individually meaningful element in the utterances of a language” (Hockett 1958:123). Though this definition is not without trouble (cf. Aronoff 1976; Anderson 1992; Aronoff 1994; Blevins 2006, etc.), the desire to explain the structure of words with a clear number of sound-meaning correspondences is still alive and well within the field. While concatenative morphology is relatively simple to dissect (e.g., the word unbelievable is composed of the prefix un- and stem believable. Believable itself is composed of the root believe and the suffix -able), non-concatenative morphology of the sing–sang–sung type is problematic for grammatical theories and psycholinguistic theories since the sound-meaning correspondences are less clear and more difficult to chop into meaningful chunks. In other words, prefixation and suffixation are so easy to account for in grammatical theories that they are almost uninteresting. Many languages of the world, however, display morphology much more complex than simple affixation. The affixes of Navajo blend with stems and one another, making
it difficult to determine where one morpheme ends and another begins (Fountain, 1998). Tohono O’odham words lose phonological material in derived forms (Hill and Zepeda, 1992; Fitzgerald, 1997). Dinka, a Nilo-Saharan language of the Sudan, utilizes vowel length, tone, and voice quality in multimorphemic but monosyllabic verb stems (Andersen, 1995). Lakhota final vowels undergo stem-conditioned ablaut and sound-symbolism (Ingham, 2003; Ullrich, 2008). Even Latin—and other well-known European languages—shows an array of verbal conjugation types with meaningless, but regular, morphemes (Aronoff, 1976; Matthews, 1972). These complex types of morphology represent the margins of morphological systems in the world’s languages, and it is these exquisite types of word-formation and inflection that require deeper explanations.

There are many challenges to morpheme-based theories of word-formation, including: zero-morphemes, null-morphemes, stem-internal changes, and multiple exponence. This is because each of these violates the 1:1 form-meaning correspondence which is the canonical morpheme. Take English plural formation, for example. While the plural -s is our standard, we also have sheep, fish, and moose which are both singular and plural. There is no overt minimal sound-meaning unit these plurals. Furthermore, there are morpheme-like elements which are semantically empty, rather than phonologically empty. The buccan- of buccaneer, the o of musicology, and the caboodle of kit and caboodle all appear to be morpheme-like because they have other morpheme-like parts. However these “morphemes” have no meaning in and of themselves. A single unit of sound may also correspond to multiple units of meaning, as in English am ‘first person singular’ and ain’t ‘second person singular negative’ or Latin amic-i ‘friend- Masculine.Nominative.Singular’. A “morpheme” can even be subtractive, such as French œuf [œf] ‘egg’ ~ œfs [ø] ‘eggs’ Tohono O’odham perfectives are related to the imperfective by truncation as in [hihim] ‘to laugh’ and [hihi] ‘laughed (per-
fective)’ or [cipşid] ‘to brand’ ~ [cipoʃ] ‘brand (perfective)’ (Zepeda, 1983). Some “morphemes” also occur word-internally, such as in English sing, sang, and sung. Thus, we might argue distinct stems are used for the verbal sing concept in English, but it is also plausible to consider the alternating vowel an infix as well. Problematic morphemes such as these can even occur in combinations, such as in English words concept, conceive, perceive, perception, deceive, deception, or inception. The prefixes in these examples (i.e., per-, de-, and in-) do not have a meaning on their own, neither does the root -ceive. The root itself has an allomorph -cept- in conjunction with the suffix -ion. Furthermore, not each of these prefixes, stem allomorphs, and suffixes can be used, such as the nonword *inceive. Most speakers would prefer begin to *inceive. Semitic roots fall into the same class of problems as the preceding examples.

Complex stem changes of the type seen in Semitic languages (e.g., /katab-/ ‘wrote’, /kaatib/ ‘author’) perplex linguists because these are not a small number of words confined within some ghetto of the mental lexicon, but a pervasive system used by speakers of all Semitic languages from Akkadian to Zway. The system of non-concatenative morphology seen in Semitic languages can even be considered the defining feature of the language family. These types of complex stem modification can be distilled into a number of abstract grammatical templates, but how such templates are represented and manipulated is the true debate for non-concatenative morphophonology, both in terms of linguistic and psycholinguistic theory.

This dissertation investigates how morphologically complex words are represented in the mind. Specifically, it investigates the underlying reality of the discontinuous root morpheme in Moroccan Arabic. The focus here is on the lexical properties of the root and how they can inform linguistic theory. Is the root a discontinuous element of sound-meaning correspondence? Testing this hypothesis
requires developing a methodology appropriate to test the earliest and most automatic aspects of word recognition (chapter 2), distinguishing morphological processing from phonological and semantic processing (chapter 3), and investigating distinct classes of roots (chapter 4).

1.1.1 What this dissertation is about

This dissertation accomplishes three things. First, it adapts the subliminal speech priming technique—an all-auditory experimental technique—for Moroccan Arabic. Second, it shows that the root cannot be reduced to semantics or phonology alone, and that this is a property of words. Finally, despite the fact that the root is a property of words, I show that the sort of phonological content theorists would associate with roots is, in fact, vital to the root representation.

1.1.2 What this dissertation does not cover

This dissertation remains agnostic on a number of issues. First and foremost, I focus on the root, testing whether or not it is a morpheme. While we can assume that the results related to roots as morphemes might be applicable to the pattern as a morpheme (or McCarthy (1981)’s skeleton and melody) or even prefixes and suffixes, those remain unexplored areas of researchdom.

Next, this dissertation focuses on auditory processing of a spoken dialect of Arabic. On the assumption that root and pattern morphology defines the Semitic family and roots are used in the lexical access process, all Semitic languages should show a similar pattern of results. Though the empirical scope is solely Moroccan Arabic, we may likewise assume that the results will generalize to Hebrew, Standard Arabic, Amharic, Tigrinya, Tigré, the Aramaic languages, the Gurage languages of Ethiopia, Maltese, and the modern Mahrian language of Yemen and Oman, as well as ancient languages like Akkadian, Phonecian, and Ugaritic. It
is worth noting that, if roots do not enable processing in some way, that not all Semitic languages should be expected to use roots or patterns.

Finally, I assume that a more complete theory of language must incorporate not only the symbolic evidence of language competence, but behavioral and neurophysiological evidence from language processing and performance as well. Thus, in light of two competing formal linguistic theories, behavioral or neurophysiological data may be used to distinguish which formal theory is more plausible.

1.2 Conclusion

This chapter first reviews templatic morphology in general. Second, I briefly examine Moroccan Arabic, the empirical focus of this dissertation. Next I review linguistic theory as it applies to the root morpheme in Semitic (in general). Finally I review the psycholinguistic evidence for the Semitic root morpheme.

1.3 What is Templatic Morphology?

Templatic morphology is a specific type of word-formation which is unlike the familiar affixation (prefixes and suffixes) of most European languages. Before turning to Moroccan Arabic specifically, it is worthwhile to look at templatic morphology from a broader perspective. This section looks at templatic morphology from a cross-linguistic perspective so that the oddities of Semitic can be brought to light.

1.3.1 Templatic Morphology from a Cross-Linguistic Perspective

The naïve notion of a template in general is a pattern or outline that is used for reproducing things. Like an artist’s stencil, templates allow the same basic shape to be repeated though the precise contents of that shape can vary (e.g., in terms of color, texture, etc.). The same concept applies to words in human language.
As a phenomenon, rather than a theoretical construct, linguistic templates refer not types of prefixes, suffixes, or infixes, but rather to the (re)arrangement of segmental and supersegmental material between related words in a morphological paradigm (broadly construed to include derivational as well as inflectional morphology). Templates are a stable phonological shape, and can be described with consonant or vowel slots, or in more general prosodic terms. Thus, the basic Semitic verbal template is often described as CVCVC because the Semitic verb stem usually has three consonants and two vowels in the same arrangement (e.g., Hebrew /katav/ ‘he wrote’, Standard Arabic /katab-a/ ‘he wrote’). Templates are sometimes called grades, measures, stems, ‘awzaan (Arabic, singular wasz) or binyanim (Hebrew, singular binyan). In Semitic, we see at least one more part to the template, because consonant quality indicates (broadly speaking) the lexical meaning. Thus, Interleaved with the Semitic vocalic and prosodic pattern is the consonantal root, which is also known as the shosh (Hebrew), jidher (Arabic), zär (Ge’ez) or asrew (Ge’ez, singular särw).

In most languages, related words vary primarily in terms of prefixes and suffixes. In English, for example, verbs have related forms like grow and growing. The Grow family, in this sense, is just like any other verb in English having the bare and the -ing forms. Templates, on the other hand, enforce a specific arrangement of two or more segments, subsegments, supersegments, or morphemes. Nothing templatic can be identified in a vacuum; a template must be identified based on some level of shared form and meaning (i.e., semantic, morphological and/or phonological). In English, the Grow family has a non-concatenative relationship between the non-past (grow) and past (grew, not *growed) forms. When multiple word families show the same pattern of relations (including Blow, Know, and Throw) we can call that a template, and define a rule which captures the alternations between word forms. In this case, the past form and the non-past
form differ in vowel quality [ou] versus [u]. Novel or nonstandard forms can be expected to follow this pattern, such as snow and ?snew.

Complex templates can be found in many languages. A few examples are given below:

1. Tiene (Bantu; Hyman, 2006; Hyman and Inkelas, 1997) shows a template sensitive to both prosodic and segmental content. The stative or reversive morpheme has two allomorphs: /l/ and /k/ (with predictable vowel qualities). These are used as suffixes or infixes to fit a bisyllabic pattern in which the final consonant is not coronal while the medial consonant is ([CV[ + Coronal]V[-Coronal]): compare /ból-a/ ‘break’ and /bólek-ɛ/ ‘be broken’ with /kab-a/ ‘divide’ and /kalab-a/ ‘be divided’.

2. Choctaw (Muskogean; Broadwell, 2006) displays approximately five or six stem-internal modifications which express different meanings. Compare the following three basic verbs with their derived counterparts: basic /bashlih/ ‘he cut it’ with the nasalized N-grade /bāshlih/ ‘he keeps cutting it’ with nasalization and stress on the first syllable, basic /habishkoh/ ‘he sneezed’ with HN-grade /habihíshkoh/ ‘he sneezed repeatedly’ with [-hí-] added as the penultimate syllable, and basic /taloowah/ ‘he is singing’ with the geminating G-grade /tálloowah/ ‘he finally sang’ with gemination of the initial consonant of the second syllable. The internal changes affect all verbs of a given grade identically, and include nasalization and high tone in the N-grade, an additional internal syllable (also nasalized and bearing high tone) in the HN-grade, and high tone and gemination in the G-grade.

3. Dutch (Germanic; Booij, 1998) has plurals, which take the allomorphs -en or -s in plural formation allowing one to predict which allomorph is to be selected based on the phonological structure of the base, notably there is an
output restriction that the Dutch plural should fill a trochaic template. Thus, trochaic kánon [kaːnɔn] ‘canon’ takes the -s plural (kanons) while iambic kanón [kaːnɔn] takes the -en plural (kanonnen [kaːnɔnən]) to create a word-final trochee.


5. Not all templates hold only of words within a word family. Sometimes every word of a language may be subject to a templatic restriction, such as minimal or maximal size constraints in terms of the syllable or mora. Turkish (Turkic; Inkelas and Orgun, 1995) shows this for some speakers /fa + m/ [fa:m] ‘my note Fa (musical term)’ where the vowel is lengthened to reach the bimoraic minimal word requirement.

What is striking about these templates is that all of them can be captured in terms of prosodic and morphological units, even in Tiene where coronals are dispreferred at the edge of the stem. I turn now to a discussion of why Semitic defies these conventions.

1.3.2 Templatic Morphology in Semitic–Roots and Patterns

Where templatic behavior has been observed, modern linguistic theory relies on using prosodic elements to account for this uniformity. Semitic languages display what is probably the clearest example known templatic system of any of the languages of the world. Not only are there templates for distinct verb forms (causatives, passives, comittatives, etc.) but they also exist for many noun types...
(place nouns, instrument nouns, occupational nouns, deverbal nouns, etc.). From the $\sqrt{\text{k}t\text{b}}$ family, we find Arabic forms like kataba ‘he wrote’, maktaba ‘bookstore, library’, and kaatib ‘author, writer’ which differ in terms of the root consonants and meaning from the $\sqrt{\text{d}r\text{s}}$ family (darasa ‘he studied’, madrasa ‘school’, and daaris ‘student, one who studies’). What is striking about Semitic languages, however, is that the templatic behavior is described as root-governed, rather than prosodically (i.e., rhythmically) governed. Such a morphologically dominated description ignores the prosodic descriptions that characterize Semitic and other languages. Thus, linguists talk about second-consonant gemination (i.e., doubling) or roots with abstract phonemes as one of the three phonemes of the root (e.g., deriving the Arabic word qam from the root $\sqrt{\text{qwm}}$). The root seems to always require three consonantal elements and position-targeting rules (Faust and Hever, 2010). This makes Semitic morphology seem unique in the world’s languages, as there are not morphological or phonological boundaries which seem to correspond to descriptive statements like ‘second root consonant’.

1.3.3 Conclusion

As this brief survey shows, many languages of the world, from typologically and genetically diverse language families, have abstract restrictions on the shape of words which cannot be easily defined in terms of prefixation or suffixation. This makes templatic morphology interesting and raises questions of what the mental representation of templatic morphology might look like. I turn now to survey how linguistic theory interprets Semitic morphology.
1.4 Why Moroccan Arabic?

Moroccan Arabic provides a new way to address the problem of the Semitic root which has yet to be well-tested. Hebrew, as a revived language, may show non-Semitic influence. Similarly Classical Arabic is a fossilized formal language; it is no one’s first language. Even Maltese which shows some evidence for the root (Twist, 2006; Ussishkin et al., 2013) has lost half of its Semitic vocabulary which makes finding items difficult. Furthermore, Moroccan Arabic is a spoken dialect only. Speakers rarely write it, because there is no standard orthography for the dialect. When writing in the Arabic script, for example, the sound \[g\] does not exist in classical Arabic, so it can be written with the graphemes \(\text{ق}\) (Classical \(\text{ɣ}\), typical in formal writing), \(\text{گ}\) (Persian, sometimes found in handwriting or on computers because it is a more easily accessible symbol), or \(\text{ݣ}\) (Official Moroccan, found on official signs and rarely elsewhere). Moroccan Arabic is sometimes written in the Roman alphabet as well, often with French-style grapheme-phoneme correspondences such that the word /ʃnu/ ‘what’ might be written chnou though the English-style is also found shnou, while the word /bya/ ‘he wanted’ might be written bra or bgha. Moroccan Arabic is interesting, then, because it a) is living Arabic dialect, b) has unique properties when it comes to vowels and their representation, and c) its speakers know it is not the same as the Classical language. In this section I examine these properties first and then the templatic morphology of Moroccan Arabic.

1.4.1 Linguistic Properties of Moroccan Arabic

First, as a dialect of Arabic, Moroccan Arabic is learned as a first language in the home, which cannot entirely be said of any formal, written language (Arabic, Hebrew, or elsewhere in Semitic). Arabic is a dialect continuum with diglossia, mean-
ing the language varies systematically and gradually from Casablanca to Dubai, and from Damascus to San’a. The disparate dialects, however, are united by the formal standard language, which is based on the usage in the Qur’an, the holy book of Islam. Arabic displays a highly diglossic situation, where the variety used in literature, news broadcasting, political speeches, and academic discourse is based on the Classical language of the Qur’an, while the language of daily life differs along an extremely large dialect continuum. Moroccan Arabic is a variety of this dialect continuum and may be free from some of the influences of an artificially preserved Classical language which is formally taught in school, and the consonant-heavy writing system of Standard and Classical Arabic.

Second, Moroccan Arabic has a dramatically reduced vowel inventory, where discontinuity of the root morphemes is called into question. While some dialects of Arabic have truly discontinuous roots, Moroccan Arabic contains many words with simply a single schwa [ə] as their lone vowel. Thus, from the root \( \sqrt{ktb} \) we find words like /ktəb/ ‘he wrote’, /ktab/ ‘book; it got written in the book of destiny’, /ktub/ ‘books’, and /ttəktəb/ ‘it was written’. It is worth noting that the CCaC verbal pattern, analogous to the Classical Arabic Form IX pattern, has over three dozen members and appears to still be productive in Moroccan Arabic (Harrell, 2004; Harrell et al., 2004), unlike Palestinian Arabic which only has five verbs in its Form IX reflex (Elihay, 2007). While the root of Hebrew or Standard Arabic is ineffable on its own, in Moroccan Arabic the three consonants of \( \sqrt{ktb} \) are simply syllabified into forms like /ktəb/ and /kəttəb/. While it is still debated whether Moroccan Arabic includes a phonemic [ə] and what its role in syllable structure may be (Dell and Elmedlaoui, 2002; Shaw et al., 2009; Gafos et al., 2010), I remain agnostic. For the purposes of this dissertation, [ə] can be considered phonologically present and the syllable structure of /ktəb/ could be either monosyllabic [.ktəb.] or bisyllabic [.k.təb.]. This assumption has no impact on the data or analysis pre-
Third, Moroccans seem to realize that their dialect is quite distinct from the formal, written variety of Arabic. This is evidenced by the number of language schools in Morocco which explicitly teach the dialect in a dialect-only course, a phenomenon which is not as widespread elsewhere in the Arabic-speaking world. A number of vocabulary items seem to have been assimilated from the neighboring and distantly related Amazigh (i.e., Berber) dialects, as well as some from French or Spanish, which means a number of lexical items are distinctly not Classical Arabic and may eliminate some orthographic confounds (the Arabic script differentially represents consonants and vowels).

1.4.2 The Root and Pattern in Moroccan Arabic

Though perhaps not as robust as Classical Arabic, Moroccan Arabic shows a large number of templatic stem-internal changes. Here I survey those in the verbal system and then the nominal system. One cannot clearly distinguish so-called ‘verbal’ from ‘nominal’ roots. Nouns, however, have clear templatic morphology in the diminutive and plural forms.

Verbs have a basic template of $CC\alpha C$, an intensive template of $C\alpha CC\alpha C$, and an inchoative template $CCaC$. The basic and intensive templates also can be passivized with a (t)t- prefix. Each verbal form also has a verbal noun. Verbal nouns have a variety of templatic shapes, as well as deverbal nouns for instruments and places $\alpha CC\alpha C$.

Nouns, in addition to the instrument and place forms described above, also have professional forms $C\alpha CC\alpha C$, diminutives $C^\wedge Ciyy\alpha C$ and some plural forms $CwaC\alpha C$, $CyaC\alpha C$, $CCay\alpha C$.
1.4.3 Conclusion

These properties, along with a grant from the American Institute of Maghrib Studies, make Moroccan Arabic an ideal place to test the lexical representation of the root. I turn next to the methods use in examining this question.

1.5 Grammatical Theory and Templatic Morphology

Linguists have a number of theories that deal specifically with Semitic morphology, and these are couched in some basic assumptions. In this section I first treat the assumptions of universalism and abstraction. Then I review theories of Semitic morphology.

1.5.1 Universalism and Abstraction

Because Semitic languages seem to make use of this language-specific, abstract root, grammatical theories of Semitic morphology differ crucially in two ideas: universalism and abstraction.

Universalism is an assumption about the human language faculty. The universalist position assumes that there are some general constraints on human language; all languages are built from the same fundamental pieces. At its strongest (Chomsky, 1965), universalism assumes that the human brain is hard-wired for language; the brain only has access to a limited number of ways to construct words and sentences. A non-universalist perspective assumes that human languages are only constrained by the human body itself, and there are no a priori limits to word and sentence formation. A universalist theory of Semitic morphophonology can rely only on universal processes and phenomena, those which are independently motivated and required to account for other languages of the world. A non-universalist position has no qualms about positing language-specific structures.
The truth, of course, is likely to be somewhere in the middle of these extreme positions.

Abstraction is the second major issue in the analysis of Semitic morphophonology. Earlier theories of grammar favor minimizing representations and maximizing computation. This continues into many current grammatical theories (e.g., autosegmental theories (Goldsmith, 1976; McCarthy, 1981), optimality theory (Prince and Smolensky, 1993/2004; McCarthy and Prince, 1995), etc.). On the other hand, some theories explicitly favor storage over computation (e.g., exemplar-based theories (Bybee, 1985), evolutionary phonology (Blevins, 2004), etc.). The crucial distinction here is whether or not evidence for abstract templatic units can be found. If there is evidence for abstract elements, theories of computation are supported. If there is no evidence for abstract units, storage-based theories are supported.

Both universalism and abstraction can be viewed as a continuum rather than as binary distinctions. It is conceivable that one universal process available to the human language faculty is found clearly only in a limited number of languages, or that languages might differ in their storage-to-computation ratios. Any theory of language must address which aspects of the theory (if any) are universal, and what level of abstraction is necessary to account for the phenomena we find in human language. The assumptions one makes based on these two principles are key to understanding the differences between linguistic theories. I turn next to briefly describing two theories which have been used to analyze Semitic morphophonology.

1.5.2 Autosegmental and Prosodic theories of Semitic morphology

Previously, Semitic languages have been analyzed with two main theories: Autosegmental Theory in the 1980s and Prosodic Theories which gained more trac-
tion in the early to mid 1990s. The prosodic theories are, generally, outgrowths of autosegmental insights and this should not be taken to assume autosegmental theory does not rely on prosody or prosodic units.

Autosegmental theory (McCarthy, 1979, 1981) makes use of advancements in tonal phonology to capture facts of Semitic morphology. Specifically, as tones are manipulated distinctly from the rest of the segmental content of the word, they are conceived of as occupying a distinct tier which links them to the syllabic positions independently of the segmental tier. Turning to Semitic, it is not tones but vowels themselves which are segregated onto their own tiers. This allows vowels, consonants, or even morphemes to be adjacent at some level in a derivation and makes sense of the discontinuous nature of the root. Autosegmental theory is very much an item-and-arrangement theory of morphophonology, in which morphemes are mental units which are arranged by the grammar. Autosegmental theory in universalist, as it takes the notion of tiers which were developed to model tone systems, and applies the tier notion to morphology. It is also a very abstract theory, since elements like the cv-skeleton have no segmental content.

Prosody theories (Bat-El, 1994; McCarthy, 1983; McCarthy and Prince, 1990; Laks, 2009; Ratcliffe, 1997; Schluter, 2007; Tucker, 2010; Ussishkin, 2000, 2003, 2005) follow McCarthy’s prosodic morphology hypothesis and generalized template theory by linking the internal changes in Semitic morphology to prosodic units. Thus, bisyllabic feet and the stem are aligned, additional material must be inserted stem-internally due to the highly-ranked constraints enforcing bisyllabic stem size. The best solution to the conflicting constraints is to modify or overwrite stem-internal material, such as the second root consonant or the vowels. Some of these theories accept a discontinuous root (McCarthy, 1983; Tucker, 2010) while others deny the existence of the discontinuous root as an independent morpheme (Bat-El, 1994, 2003; Schluter, 2007; Ussishkin, 2000, 2003, 2005). The main
difference between autosegmental theory and prosodic theories is the prosodic
theories eliminate the need for the cv-skeleton and replace it with prosodic ele-
ments, which are independently needed for other languages of the world. This
makes the prosodic theories more appealing from the universalist perspective, be-
cause the cv-skeleton can be captured with more general properties of language
(i.e., prosody).

1.5.3 Surface True morphology

Opposed to the autosegmental approach is the Surface True (Hudson, 1985, 1986,
1991) theory, which states that underlying representations can only be surface true
in an explicit mapping of root to pattern. This leads to representations in which
phonetic processes (i.e., lenition and other context-specific allophony) are repre-
sented in the root as sets of segments. The surface true theory of Semitic mor-
phology is anti-abstractionist in the sense that there are only fully specified seg-
ments and rules for the selection of allomorphs and allophones. It is also an item-
and-arrangement theory of morphology, in that morphemes are explicit sound-
meaning correspondences.

1.5.4 Lexeme and Paradigm-Based theories

Many modern theories of word-formation reject the notion of absolute sound-
meaning correspondences (Anderson, 1992; Aronoff, 1994, 2007; Beard, 1995;
Blevins, 2006; Stump, 2001, among others). Essentially, these theories are not
morpheme-based, but lexeme- or paradigm-based. These theories primarily focus
on inflectional morphology, and deal with the problems of multiple exponence,
zero-exponence, and null-morphemes detailed above. The great insight of these
theories, as (Blevins, 2006) puts it, is that full phonological word forms can predict
the inflectional features (i.e., person, gender, number, case, etc.) better than a root
with inflectional features can predict the phonological word-form. The paradigms for English words like *cat, *dog, *fox, *ox, *sheep, and *octopus* are all structured identically: one cell for the singular and one for the plural. The phonological material in the plural cell might vary, but each word has a singular and plural form. When the concept *Cat* with the feature *Plural* is needed, one simply looks up the *Cat* paradigm and select the lexeme in the plural cell. Finding the plural for *sheep* or *octopus* works no differently. While these theories are generally used to cover inflectional data, they show potential to be applied to the derivational “macroparadigm” structure of Semitic.

Word-based theories suffer from two criticisms. The first is they are computationally inefficient. Redundant information must be stored, when it would be more efficient to simply compute all instances of the regular plural. However, the brain may have much more room for storage than earlier linguistic theories suggest. Principled lexeme listing (Blevins, 2004) may as well solve many other linguistic problems, such as the problem of the missing base. Why, for example, should we need to compute a Moroccan word like /*kəlb*/ ‘dog’ from the root */klb* and the nominal pattern /*CəCC*/ constantly? The root-related verb /*kəlləb*/ ‘to search for’ likewise doesn’t seem to need a core *Dog* concept put into a verbal form. Likewise, English *concept* would be constantly derived from the meaningless morphemes *con-* and *-ceive*. Lexeme listing must be done in any theory of language, but it seems redundant to require computation as well as listing for the same irregular items.

The more damaging criticism of lexeme or paradigm-based theories is the lack of specificity in creating new lexemes. Analogy is used to create novel words, such that *dog* is to *dogs* as /*glork* is to *X* (presumably */glorks*). It is not clear why, in language with richer morphology than English, a plural would take one or another form. For example, the English loanword */taksi*/ ‘taxi’ in Arabic may take the in-
ternal plural /takaasi/ in some dialects or the suffixal plural /taksiyaat/ in others. When base forms are not lexically listed, word-based theories suffer because there is not always one underlying form from which to derive each related form. The criticisms of Bat-El (1994, 2003) and Ussishkin (1999, 2003, 2005) show the lack of basic words or stems (i.e., the basic CVCVC form I stem) to be the input for derivations are problematic.

One crucial benefit of a word-based theory is that it allows for morphological relations without explicit morphemes. Thus, a computationally explicit theory like Ussishkin (2005) (which is based on both prosody and whole words) derives new forms by overwriting elements of the base. Thus, we can derive the Hebrew intensive /(ki.tev)/ from basic /(ka.tav)/ by the addition of the vowels /i e/, which overwrite the original vowels due to the prosodic constraints. This theory give the insight that, using universal principles of phonology and morphology, Hebrew stem consonants may have a different status in a word than vowels (which can be overwritten), and the root emerges as an epiphenomenon from stem consonants. Thus, word-based theories may provide a good explanation if there is little experimental support for roots as morphemes.

Word-based theories tend to be realizational theories, in the sense of Stump (2001). That is to say, morphemes are not sound-meaning correspondences per se, but abstract computational elements which associate with particular lexemes. This theoretical development attempts to avoid the problems of null and multiple exponence and lack of clear form-meaning correspondences in item-and-arrangement theories. In this sense, the notion of gradient morphology Hay (2003, 2001); Hay and Baayen (2002); Hay (2002); Hay and Baayen (2003); Hay and Plag (2004); Hay and Baayen (2005) may be appealed to: some abstract processing units (i.e., morphemes) have stronger links to sound-sequences in a phonological word-form than others. This may also be a useful notion if there is mixed or weak evidence
for the behavior of roots as processing units.

1.5.5 Contentless Roots

One interesting aspect of realizational theories is that morphemes are, or can be, taken to have no phonological content per se. Harley (2012), following Pfau (2009) and Acquaviva (2008), suggests that Distributed Morphology (Halle and Marantz, 1994) has no need for roots with semantic or phonological content, but they are abstract structural units, linked to encyclopedic (i.e., conceptual) content and spelled out phonologically by vocabulary items (i.e., phonological words). Though the theoretical details and mechanisms differ, this idea of realizational morphology can be found in many disparate theories (e.g., Blevins, 2006; Anderson, 1992; Beard, 1995, among others).

1.5.6 Summary

Different theories make different predictions about the root and the pattern, but psycholinguistic evidence is coming down firmly in favor of the root being a psychologically real element involved in accessing words (Boudelaa and Marslen-Wilson, 2001a, 2004a,b, 2005; Boudelaa et al., 2010; Boudelaa and Marslen-Wilson, 2011; Deutsch et al., 1998; Frost et al., 1997, 2000, 2005; Prunet, 2006; Twist, 2006; Ussishkin and Twist, 2009; Velan et al., 2005). The nature of this representation, and its relation to linguistic theory, is the subject of this dissertation. I turn now to a review of the linguistic arguments in favor of and opposed to the root.
1.6 Arguments for and against the root

The root, as detailed above, is the pivotal morpheme—in the sense of Yu (2007)—which makes Semitic languages unique. Here I survey the reasons why the root might be rejected in terms of linguistic theory, why it might be defended, and some additional problems that previous literature has not treated well.

1.6.1 Why Reject the Root?

The anti-root position can be summed up as follows: There exist Semitic derivations which are clearly directional, non-concatenative, and based in universal elements of prosody. Each of the three elements here is discussed below:

1. Directional: These derivations are directional in the sense that there is a clear base whence another form is derived. This is the clear case in terms of denominal verbs, diminuatives, hypochoristics, and some plurals.

2. Non-concatenative: Such derivations are not characterized by simple prefixation or suffixation, but by stem-internal modifications.

3. Universal Units of Prosody: The derivations are describable in terms of units of sound which are independently needed in any analysis of the language and of language in general, including the syllable, mora, foot, stem, and prosodic word. This follows the prosodic morphology hypothesis and the generalized template theory (McCarthy and Prince, 1995) as well as Yu’s theory of infixation (Yu, 2007) in which morphological and phonological units and their boundaries are the locus for stem-internal changes.

Once it is accepted that some derivation in the language requires a fully-formed word or stem as it’s base, it could be concluded that all such derivations should take such elements as the base. Put another way, word-based mechanisms are
required, so that gives us clear reason to question the necessity of the root. These processes are clearly productive as they rely on new coinages and needn’t reference an abstract, underlying, language-specific root.

1.6.2 Why Defend the Root?

The pro-root position takes exception to the notion that there are always clear base forms from which to derive related forms, only an abstract element could be the base in some derivations. Faust and Hever (2010) eloquently defends the necessity of the root, allowing for some instances of word-formation to be word or stem-based but suggesting that others cannot be. They provide three clear arguments:

1. In most derivations there is a lack of a clear, surface-true base form. Thus, there is no basic form to reference in deriving a novel form.

2. The root has structure which certain morphological derivations reference, such as a rule that requires the medial consonant to be geminated.

3. The existence of word or stem-based derivations does not eliminate the need for an abstract root.

Beyond these, Prunet (2006) provides a summary of behavioral evidence arguing that evidence of an abstract root is seen in language games, the speech errors of at least one aphasic patient, and verbal processing (e.g., lexical priming).

Crucially, in order for the anti-root position to prevail, the problem of the base and the problem of morphological processes which seem to target specific root consonants must be overcome.

1.6.3 Further Problems with the Root

A hybrid model that uses both roots and stems as the basis of derivations could account for some of the anti-root criticism (Faust and Hever, 2010, for example),
but it cannot fully satisfy the anti-root position. The root represents an excess of abstraction. Derivations which are root-based may reference non-universal units like ‘penultimate root segment’. The anti-root position, then, is actually so strong that it cannot compromise on a hybrid theory, whereas the pro-root position is less extreme and can admit word or stem-based derivations. Here, in an attempt to clarify what a root must look like, I level three more criticisms at the pro-root position: first, the structure and mapping of root and template are unclear; second, principled lexical listing eliminates the need for some computation; and third, differences in production and perception may lead to a role for the root which the anti-root position can accept.

Before we begin this excursion, it is crucial to keep in mind that the root in Semitic is not consonantal. The segments are most often consonants, but many roots exist in different Semitic languages which must be analyzed as containing a semi-vowel, vocalic segment, or abstract segment which does not surface. This can be seen in the Amharic verb s’af- ‘write’. Historically, the root was $\sqrt{shf}$ but the gutteral (i.e., sub-velar) segment was lost and only survives in some derivations like mǝs’haf ‘notebook’. If the root is taken to be $\sqrt{shf}$, the gutteral segment must be specified to be inert or vocalic in verbal derivations and only active in deriving the noun. These types of roots are often called weak roots. The treatment of these so-called weak roots means that semi-vocalic or wholly vocalic segments must be allowed as root segments. The Semitic root, then, is discontinuous and segmental, not purely consonantal. Many pro-root positions acknowledge this, including (Bender and Fulass, 1978; Faust and Hever, 2010; Hudson, 1985, 1986).

First, the root representation is unclear. Earlier theories like Hudson (1985, 1986) and McCarthy (1981) explicitly give conventions for associating radicals–root segments–into a template, but the naïve expressions of empty slots or simple linear order is not always explicit enough to withstand scientific scrutiny.
Take, for example, the notation used in Faust and Hever (2010). Roots are described in the C-C-C style, where C stands for a radical\(^1\). These appear to be ordered linearly, but the mapping algorithm is not always explicit, such as from an Arabic form 1 CaCCaC where the two medial segments are identical. There are two basic methods of associating the radicals with the template: slot indexation and directionality.

Slot indexation labels the radicals and associates them to their relevant slot. Thus, a root takes a shape like \(k_1-t_2-b_3\). It is associated to a template such as the perfective verb stem \(C_1 aC_2 aC_3\) or the geminated form \(C_1 aC_2 C_2 aC_3\). This method, however, does not capture the generalization that the geminated form of the verb is used by Hebrew and Arabic for quadraliteral patterns as well, such as \(C_1 aC_2 C_3 aC_4\).

Another association convention is the more nuanced linear techniques used in the developments of McCarthy’s version of autosegmental theory of Semitic morphophonology. Here we can assume the association technique of Yip (1988), where the two edges are first associated and then the middle segments, from left to right. This accounts for the spread of some consonants, such as in the quadraliteral pattern CaCCaC. A triliteral root will geminate it’s medial consonant, whereas a quadraliteral root has no need. This is slightly problematic, however, when extended to Ethiosemitic and its frequentative pattern, CəCaCCəC. For triliteral roots, the medial consonant is geminated and duplicated, giving fəlalləg- from the root \(\sqrt{flg}\). Quadraliteral roots, however, do not simply fill more internal slots, but they extend the template (Rose, 2003; Schluter, 2007). Tucker (2010) suggests that roots can be organized linearly and fit into prosodic templates, which is a promising theory for unifying the triliteral and quadraliteral templates. Here, linear order does the work, but word-based derivations may still be necessary to account for some templates, like the Amharic frequentitive (see above).

\(^1\)Clearly this notation harkens back to the idea that these radicals are consonantal, or at least letters (Standard Arabic ḥuruuf (حُرُوف) in the orthography.)
Second, the pro-root position is, in general, vehemently opposed to lexical listing. To the best of my knowledge, there is no accepted algorithm for computing the cost of storage versus computation in formal theories of language. It is clear from word-frequency effects that humans store a large number of morphologically complex words, but also that we must have a mechanism for computing words as well. Computational theories of language arose at a time when storage for computers was costly, and may reflect silicone biases, rather than flesh-based ones. It is not entirely clear, however, that all forms can be computed. A principled approach to lexical listing can be found in Blevins (2004). Blevins reminds us that only those elements which are synchronically productive are the realm of phonology proper, while historical residue is stored. Thus, when the concatenation (or interdigitation in Semitic) of morphemes are not productive, we can simply list them in the lexicon, whether or not they could potentially be generated. Faust and Hever (2010), however, maintain that each word of Hebrew which could be decomposed into root and pattern morphemes ought to be. Hebrew agentive nouns, for example, have two possible formations: root and stem. When the agentive suffix -an attaches to a stem there are no prosodic changes and the meaning is compositional. When it attaches at the root level, the root is forced into the CaCC template with the -an suffix.\(^2\) Taking the Evolutionary Phonology approach (Blevins, 2004), one might check to see if both the stem and root possibilities\(^3\) are, in fact, productive. If novel forms (either as nonce words or agentive nouns from recent borrowings which conform to Hebrew root phonotactics) attach at the stem level, that may indicate that the root derivations are not, in fact, synchronic and can simply be listed in the lexicon\(^4\).

Third, since the antiroot position is so extreme, a hybrid of stem and root-based

\(^2\)Or, possibly, the CaCCan template.
\(^3\)In terms of Distributed Morphology, the root attachment is lower than the stem attachment.
\(^4\)The Faust and Hever (2010) analysis in terms of DM can still be utilized if the phonological word is simply a listed vocabulary item, not something synchronically constructed
derivations is not likely to satisfy the antilroot criticisms. A hybrid theory still engages in an extravagance of abstraction by reifying root and templates as psychologically real and language-specific. If the antilroot position is to be falsified, it must be done in terms of derivations (or inflections?) which are synchronic and productive, where novel forms are produced with clear reference to the root. Note the emphasis on production. Perception has rarely been treated within formal linguistics, and the processes of affix stripping and abstraction required to identify morphemes has not been the focus of generative theories of linguistics. It is not implausible that perception has unique mechanisms which are distinct from and perhaps inaccessible to the mechanisms responsible for productive derivation. Evidence which suggests that the root is active in perception does not conflict with the anti-root position per se which denies it’s applications in derivation.

Fourth, the properties of the root assumed by linguists and psycholinguists are not identical. Linguistic theory, particularly generative theories, assume that all roots are created equally. That is, each word has a root representation which can be used to generate it and related novel coinages. Psycholinguistically, however, we know that a root which does not occur in many distinct words may not be psychologically active. In fact, some Hebrew words clearly do not have psychologically active roots at all (Velan and Frost, 2011). Thus, linguists and psycholinguists are often discussing different theoretical entities with the same label. Linguists cannot simply accept experimental evidence which favors a root without first aligning their basic assumptions about what a root is with those of the experimenters.

One notion that preserves the idea of a root morpheme in a way that is consistent with the antilroot position, however, is by using the ideas of realizational theories of morphology to divorce conceptual meaning from phonological form. If roots are abstract processing units instead of structural units with phonological

---

content, the antiroot arguments no longer apply. All languages would presumably use similar abstract processing units, and those units are free from semantic and phonological content.

1.6.4 Summary

The anti-root position, then, rejects the root as a unit of sound-meaning correspondence because it is overly abstract and language-specific rather than universal. The pro-root position argues that the root easily accounts for Semitic languages and may be combined with word-based derivations for a complete account of the languages. Both positions, however, are largely couched in item-and-arrangement theories of morphology. This dissertation, then, is concerned with lexical representations and morphophonological computation. Its goal is to answer the questions: how are words represented mentally in Moroccan Arabic and what role does the root play in lexical storage and access? Does any evidence from linguistic theory converge with psycholinguistic evidence for the representation of Semitic words? What role should lexical listing and productivity play in linguistic theory? Specifically, I will examine how the lexical properties of the root may help us to identify a discontinuous root morpheme which is behaviorally valid and amenable to some of the concerns from formal linguists.

1.7 Lexical Representations and Lexical Processing

When discussing the root, I assume that the general theoretical descriptions of the root are correct. Thus, the root is the entity of sound-meaning correspondence which recurs in any given family of related words or stems. As a morpheme, the root is identified by its phonological content. I assume that this theoretical definition of the root so we can test for evidence of the theoretical construct with be-
behavioral evidence. Note that weak roots, which have a slightly different theoretical definition, are covered in chapter 4. There is no other clear and concise way to discuss the root, so the search here is to see whether or not this mental entity (or some other) is supported.

I also assume a binary definition of lexical entrenchment. That is, a word either has a lexical representation, or it doesn’t. A lexical representation is a cover term for the linkages between phonological word-forms, abstract roots or stems, and the links to morphosyntactic, semantic, and encyclopedic information. Multiple levels of representation are implicit in the types of examples linguists often use, but they become crucial when searching for behavioral correlates of theoretical constructs.

Finally, I assume that words have multiple levels of representation. This is widely assumed in psycholinguistic (e.g., Dell et al., 1997) and formal linguistic literature (e.g., Halle and Marantz, 1994). Thus, a word is composed of multiple elements, such as its phonological form, which itself has morphological structure, and links to a semantic or conceptual form. The Moroccan citation form for the word *he writes*, for example, is /iktəb/ ‘he wrote’; this word includes many levels of representation. The phonological word-form is /iktəb/. Articulated phonetic instances of the word may vary slightly, including [iktəb] and [iktəp] where the final consonant is fully or partially devoiced, and the auditory system processes this phonetic input, which the phonological system recognizes as a set of phonemes, which constitute one phonological word-form. Above the phonological representation is a morphosyntactic representation of some kind. Linguists would often gloss this as write/imperfective/3ms indicating that this word is a form of write in the imperfective aspect and indicates a third person masculine singular subject. We also know this form is a verb, based on the morphosyntactic structure (e.g., the perfective morpheme or agreement inflections), semantics (e.g., actions tend to be verbs), or context (e.g., word order may indicate this is a verb). At some level
this word is linked to the speaker’s encyclopedic knowledge of writing; a speaker knows: which implements are required to write, which artifacts are produced by the act of writing, why people might write, who notable writers may be, their own experience of writing, prominent instances of the word’s use, and so forth. When a word is established or entrenched in the speakers’ lexicon, all of these connections and more⁶ are made.

Furthermore, the structure of a word’s representation is a theoretical construct in and of itself. When linguists describe the symbolic patterns of language, many aspects of these links are abbreviated or simplified. A psycholinguistic theory of language, however, must spell these connections out so they can be tested. Here, I assume a theory of lexical representations which is largely in-line with Dell et al. (1997, among others), shown in Figure 1.1. The speaker hears a phonetic form [ktəb] or 𓀈, which is mapped onto phonemes /k/, /t/, /ə/, and /b/. Phonemes are mapped onto a phonological word-form /ktəb/. The phonological word-form is analyzed into its root or stem 𓀈 (morphosyntactic level), which is mapped into some semantic, conceptual, and encyclopedic representations (e.g., WRITE or 𓁳). Going the other way, the path from concepts to speech naturally diverges around the phonological word-form level, when words are converted into motor commands for speech (e.g., 𓁳).

In Figure 1.1 the morphosyntactic level is represented as one linear relation, but it may be an entire system of representations of its own, shown by the tree in Figure 1.2. I ignore the complex structure of this level to focus solely on root representations.

This assumed structure of a word isn’t entirely uncontroversial, though it is familiar in the field. Caramazza (1997), for example, might eliminate the root (i.e., lemma) representation altogether in favor of semantic-conceptual knowl-

⁶I set aside issues related to orthographic word-forms, which aren’t entirely germane here.
Figure 1.1: Levels of Representation in the Lexicon (cf Dell et al., 1997) – Encyclopedic concepts (represented by the checkmark, book, writing hand, computer, and Egyptian scribal outfit) are connected to root morphemes (e.g., √write) at the morphosyntax level. The morphemes themselves are abstract elements connected to whole phonological word-forms (e.g., /iktəb/). These wordforms are connected both to input phoneme categories (i.e., /k/, /b/, /a/, /i/ and /t/), and to the output system (e.g., 𓀁).
Figure 1.2: Morphosyntactic representation of /ikteb/ – A Distributed Morphology account of imperfective aspect, 3ms subject agreement, the verbalizer Do, and the root \(\sqrt{\text{write}}\). This complex is spelled out as /ikteb/ ‘he writes’.

edge linking directly to a generic verbal representation (here Do) and the phonological lexeme /ktəb/. While such a model does have its advantages, it fails to explain morphological priming, particularly in light of a lack of semantic priming. Caramazza argues against a modality independent lemma, which is similar to—but not identical with—this type of root node. The root node is retained in this model because it explains the lack of semantic priming, but retains morphological family priming. In the Caramazza model, it is not clear how priming between /kteb/ 3MS/PERFECTIVE/Do/Write and /ketteb/ 3MS/PERFECTIVE/Make/Write would obtain, since the conceptual representation of Do/Write and Make/Write may not overlap with one another any more than with the morphologically unrelated /ħɔnnaʃ/ 3MS/PERFECTIVE/MAKE/SNAKE ‘he scribbled’ (a denominal verb from /ħɔnʃ/ or /hanaʃ/ حنش ‘snake’, remembering that the Arabic script is always written in a connected, cursive or snake-like style).
1.7.1 Speech Errors and the structure of the lexicon.

Abd-El-Jawad and Abu-Salim (1987) compile a corpus of Arabic speech errors, noting a number of root exchange errors. These errors involve exchanging the root consonants in two words, but not the grammatical patterns. This supports theories in which root consonants and vocalic patterns are distinct mental entities. The results from Jordanian Arabic speech errors are not replicated in Tunisian.

Hamrouni (2010) uses an induced error task to try to induce the root exchange errors found in (Abd-El-Jawad and Abu-Salim, 1987) for Tunisian Arabic. These errors are hypothesized to occur whether or not the resulting word exists in the lexicon or not, because they are root-based. Subjects heard a verb-noun pairing, such as /lawwan ʕuud/ ‘make.colored stick’ asked to turn the words into the pattern VERB the NOUN such as /y-lawwan ʕuud/ ‘color the stick’. Most of the trials asked the participants to use the two words in the same order, but some asked participants to reverse the lexeme order. For these reversed trials, subjects were expected to produce /y-ʕawwad l-luun ‘familiarizes the color’, exchanging the roots but using the correct grammatical patterns. Some roots, however, are not lexicalized in every grammatical pattern. These trials manipulate real words such as /mannʕa liʕba/ ‘save game’ into /y-laʕʕab l-minʕa/ ‘play (Nonword)’. If roots are manipulated, there should be no difference between errors which produce real words versus those which produce nonwords.

The results in Hamrouni (2010), however, do not replicate the spontaneous errors reported by Abd-El-Jawad and Abu-Salim (1987). Root exchange errors comprised so little of the data that no analysis could be conducted. Of the 1920 responses analyzed, only 291 were errors of interest. Of these, only 15 were root exchange errors, and only 9 were vocalic pattern errors. A full 86% of the speech errors exchanged the entire stem – both the consonantal root and the vocalic pattern – indicating speakers do not regularly synthesize roots and patterns during
speech production, since the roots and patterns did not appear to be manipulated independently with any regularity. The lack of independent manipulation of roots and patterns may be for one of three reasons. First, there may be a reporting bias in the speech error corpus. Root exchange errors might be so noticeable for Arabic speakers (despite their incredible rarity) that they stand out much more than other errors. Second, the paradigm used by Hamrouni (2010) may produce these errors in languages with concatenative morphology, but non-concatenative morphology may be resistant to this particular technique. Another technique may prove more fruitful for inducing root-based speech errors. Finally, root exchange errors may simply not be common errors because Semitic speech production doesn’t involve the regular manipulation of roots and patterns. A paucity of root exchange errors may come about because stems are stored and accessed and computation of stems (i.e., synthesis of independent roots and patterns) is slow, impeded, or otherwise difficult.

The results reported by Hamrouni (2010) suggest that roots may play little role in speech production. This negative evidence, however, cannot be taken as clear support for any model, as there may be other factors which influenced the lack of root effects. Until these findings are replicated, the evidence from speech errors must be considered inconclusive.

In addition to disfluent speech in normal speakers, disfluent speech can be studied in abnormal speakers. Two lesion-deficit studies of one aphasic patient show a significant number of root-based errors.

1.7.2 Aphasia

Prunet et al. (2000) and Idrissi et al. (2008) examine one Lebanese aphasic patient, ZT, with damage to the left perisylvian region of his brain, the areas generally though responsible for many aspects of language. ZT could comprehend orally
with only mild problems, but is severely impaired in reading and writing in both Arabic and French. ZT makes one peculiar type of speech error in Arabic that does not happen in French: root metathesis errors.

ZT is shown to consistently have more metathesis errors in Arabic than French. This is attributed to a phonologically contentful root morpheme, though there is no mechanism given for why metathesis errors might occur. Prunet, Béland and Idrissi take this as support of McCarthy (1981)’s theory whereby roots are consonantal entities on one tier, and thus adjacent to one another. The damage ZT suffered results in root morphemes, and generally only root morphemes, to occasionally scramble their linear order. Prefixes and infixes remain in situ, while root consonants may be reordered within the fixed prosodic pattern. Furthermore, weak glide root consonants, which do not always surface faithfully, can also be subject to scrambling. This metathesis is argued to be purely morphophonological, and not influenced by the consonant-heavy writing system of Arabic.

Of more interest, is the fact that these metathesis errors often produce non-words. The nature of Semitic roots makes it such that any such metathesis is quite liable to produce real-words, so ZTs root metathesis is argued to be unaffected by lexical biases.

Evidence for the permutability of Semitic root consonants is also found in language games and speech errors, but the evidence from speech errors is not conclusive (Hamrouni, 2010). Furthermore, other Semitic-speaking aphasic patients are not reported to make metathesis errors Barkai (1980), but the patient Dudu does make root and pattern selection errors which results in non-occurring words in spontaneous speech. Finally, the theoretical argument for the permutability of root consonants, as well as pattern selection errors, is based on the generation of existing word-forms in the manner of McCarthy (1981) in spontaneous speech. It is not clear how fast the spontaneous speech of ZT (or Dudu) is, and a reaction
time study might illuminate whether or not nonword metatheses and real-word metatheses are indeed identical, as well as normal access time versus error access time.

1.7.3 Behavioral experiments: visual masked priming, cross-modal priming, word-picture interference

Numerous experimental studies use psycholinguistic tasks that involve deciding if a series of letters makes a word or naming the word that letters represent. All of these find evidence in support of the root and pattern as morphemes in Hebrew and in Arabic. Root effects are generally quite robust, but pattern effects are more fragile.

The groundbreaking work of Frost et al. (1997) demonstrates that the roots and patterns play an important role during visual lexical access in Hebrew. Numerous studies have confirmed this with visual masked priming Frost et al. (1997); Deutsch et al. (1998); Frost et al. (2000); Deutsch et al. (2003); Boudelaa and Marslen-Wilson (2004b,a, 2005); Frost et al. (2005); Velan et al. (2005); Boudelaa et al. (2010); Velan and Frost (2011), cross modal priming Boudelaa and Marslen-Wilson (2004b), auditory priming (Boudelaa and Marslen-Wilson, 2004b), and word-picture interference tasks (Kolan et al., 2011).

Pattern priming for verbs obtains, but not nouns (Frost et al., 1997; Deutsch et al., 1998) in Hebrew. In Arabic, pattern effects obtain for both Boudelaa and Marslen-Wilson (2004b,a, 2005). Boudelaa and Marslen-Wilson (2004a) further deconstructs the pattern into the prosodic skeleton and vocalic melody (cf. McCarthy, 1981) and shows that in visual masked, cross-modal, and supraliminal auditory priming there are consistent effects of the prosodic skeleton, but not vocalic melody. These consistent effects suggest that the skeleton is one underlying processing unit. Boudelaa and Marslen-Wilson (2004a) suggest that the Tunisian di-
alect interferes with vowel melody priming, but it isn’t entirely clear that we should expect priming from any morpheme. The melody, for example, distinguishes active from passive verbs. The melodic passive is not particularly common in Standard Arabic, and it isn’t clear that this the active or passive melodies would be efficient ways of organizing the lexicon.

There are no effects of semantic priming, only morphological (Frost et al., 1997; Deutsch et al., 1998; Boudelaa and Marslen-Wilson, 2004b). Likewise, effects of orthographic form in Hebrew or Standard Arabic do not usually obtain. Bilinguals do show form effects in English (Frost et al., 2000), and orthographic effects obtained at the when prime duration was quite short (32ms Boudelaa and Marslen-Wilson, 2005). Frost et al. (2000) claims that lexical factors including neighborhood density and prime lexicality do not mediate or moderate form priming. Thus, there appears to be no form priming in Hebrew. Morphological effects, however, are consistent for strong verbs for both roots and patterns.

The time course of roots and patterns is different, however. Boudelaa and Marslen-Wilson (2005) shows that roots and patterns have a different time-course of access in a visual masked priming lexical decision task. Roots show consistent effects at 32ms, 48ms, 64ms, and 80ms. Patterns, however, only induce facilitation at the 48ms prime duration (and 64ms prime duration for nouns).

Verbal pattern priming obtains when the prime is a nonroot in a real pattern (Deutsch et al., 1998), but verbal pattern priming only obtains when the root is strong and displays three letters. Masked presentation of weak roots may facilitate reaction times, but so can presenting the partial root consisting of the stable root consonants for roots whose first consonant is defective (Velan et al., 2005). Boudelaa and Marslen-Wilson (2004b) shows that weak roots (in this case glide-initial roots) which display stem allomorphy do show priming effects in a cross-modal lexical decision task. With roots, significant facilitation obtains when the the tar-
get and prime share a root, regardless of the root’s strength or semantic distance between the words. For patterns, however, effects obtain only when the target is a strong root (i.e., a canonical exemplar of the pattern). It appears that, visually speaking, the pattern needs to be complete in its canonical form for priming effects.

Nonword priming, however, shows interesting effects. Nonwords which are presented as just the root consonants (indistinguishable from some verbal or nominal forms of the word) consistently show effects for strong verbs. Nonwords consisting of real roots in augmented patterns (i.e., hif’il) which do not create an existing word, however, fail to facilitate reaction times to existing words which share the root (Frost et al., 1997). Thus, the Hebrew-speaking mind may, essentially, show form effects for root consonants, but not when those accessing those consonants requires the affixal material to be parsed off.

Neurophysiological data confirms the differing role of roots and patterns. Boudelaa et al. (2010) reports a mismatched negativity (MMN) EEG study, finding a 160ms MMN for roots measuring from the deviation point, but a 250ms MMN for patterns. Thus, roots show fronto-central effects earlier than patterns, and these effects are left-lateralized. This suggests that roots have more semantic function and patterns have more grammatical functions.

Furthermore, roots appear to drive the productivity of words in terms of root family size Moscoso del Prado Martín et al. (2005); Boudelaa and Marslen-Wilson (2011). Orphan words, which do not have any related words, also do not show pattern priming effects (Velan and Frost, 2011).

1.7.4 Subliminal Speech Priming

The subliminal speech priming technique (Kouider and Dupoux, 2005) was designed to be an all-auditory analog of visual masked priming. This auditory only technique is uniquely situated to investigate dialectal differences, unwritten lan-
guages or dialects, preliterate populations, and any others who do not access lan-
guage visually.

Two pilot experiments prepared for this dissertation, however, failed to induce identity priming effects. This indicated that there was some aspect of Moroccan Arabic which made it unsuited to scrutiny with this auditory masked priming tech-
nique. chapter 2 details how the technique can be modified so that it could be fruitfully applied in chapter 3 and chapter 4.

1.7.5 Summary

Experimental evidence largely supports the idea of the root morpheme as a con-
taining phonological, or at least orthographic, content. However, the inability of Hamrouni (2010) to induce the types of speech errors reported in Abd-El-Jawad and Abu-Salim (1987), Prunet et al. (2000), and Idrissi et al. (2008), as well as the lack of priming from real roots instantiated in legal but unlexicalized patterns (Frost et al., 1997) suggest that there may be less to the root than meets the ear. If the subliminal speech priming technique can be applied to a Semitic dialect, it may give us new data to direct the debate.

1.8 A note on terms and symbols

In this dissertation I must adopt the terminology of roots and patterns in order to investigate their cognitive reality. While I assume the root from a descriptive point of view, the descriptions should not be taken as an assumption that roots must be present in any model of language or language behavior. The traditional description of the root as triconsonantal is clear and concise, nothing else is.

I took no care to make transcriptions uniform or standard between languages presented here, except for the Semitic languages. English transcriptions are a
broad for American English in IPA. Moroccan Arabic—along with the rest of the Semitic languages—is described as a hybrid between IPA and traditional Semitic conventions. Emphatic (pharyngealized or uvularized) consonants are represented with a sublinear dot and the palatal glide as /y/. Other consonants are represented in IPA. Amharic and Ethiopian Semitic languages have their emphatic consonants represented with an apostrophe after the consonant (e.g., /t'/) since they are ejectives. Other languages are not converted from their sources. Slashes (/ /) are used for lexemes or word-forms and phonetic forms unless the phonetic form must be distinguished, in which case square brackest ([ ]) are used.

1.9 Conclusion

As noted above, the notion of the root as a sound-meaning correspondence is problematic for theories of word formation. In chapter 2, I modify the subliminal speech priming technique, the most promising technique for examining the morphological structure of an unwritten dialect from an all-auditory perspective, for use with Moroccan Arabic.
CHAPTER 2

WORD DURATION AND SUBLIMINAL SPEECH PRIMING

2.1 Introduction

Subliminal priming techniques are one of the most promising ways to investigate morphological representations, and have been extensively used in visual lexical decision tasks (Forster and Davis, 1984; Forster, 1998; Prunet, 2006, among many others). The subliminal speech priming technique (Kouider and Dupoux, 2005) is an auditory analog of visual masked priming, which masks compressed prime words with speech-like noises. If the subliminal speech priming technique can be applied to a spoken Arabic dialect, we will have a reliable spoken word recognition technique to investigate the organization of the Semitic lexicon. Three pilot studies on Moroccan Arabic with the subliminal speech priming technique, however, failed to detect identity priming, the most basic effect expected if the technique is working (cf. Taft et al., 2008, who modified the technique when monosyllabic words of English failed to produce identity priming). After pursuing multiple causes, it was discovered that the duration of Moroccan words was, on average, much shorter than the duration of English words. The mean duration of all Moroccan Words (monosyllabic and bisyllabic) recorded for chapter 3 and chapter 4 is 525ms \((SD = 95ms, range = 213 - 875ms)\) while the mean duration of all English (monosyllabic) words recorded for the experiment reported in this chapter is 643ms \((SD = 99ms, range = 424 - 977ms)\). This 118ms difference in average word duration suggests that prime duration is crucial for the technique in terms of a fixed number of milliseconds (rather than relative to a word’s normal duration).
There may be, for example, a threshold, below which a prime is unintelligible. If this threshold is around 210ms, most English monosyllabic words would be near that target when compressed to 35% of their original duration but Moroccan words would be unintelligible, accounting for a lack of repetition priming effects. This chapter presents five experiments designed to test the limits of human perception in the well-studied English language: how short can primes be compressed and still produce repetition effects? Assuming that perception of compressed words is similar in English and Moroccan Arabic, the compression rates which prove to be useful for English will serve as the basis to refine the subliminal speech priming technique so it can be used to study other language and dialects, including Moroccan Arabic.

In the domain of lexical access research, visual studies dominate the field. Visual studies are less time consuming than auditory studies because manipulating text-based stimuli and word lists doesn’t require the additional step of recording and manipulating auditory files. Visual studies further benefit from clear timing: it can be easily determined when a visual stimulus is presented. Auditory stimuli are not simply presented at one point in time, but unfold over time. There is less certainty about when the clock should be turned on when measuring reaction time in auditory tasks (see Goldinger, 1996, for a review of auditory techniques). Visual studies also benefit from the visual masked priming technique, which utilizes words which are not consciously perceived to influence a subjects’ behavior. Unconscious presentation of stimuli is viewed as an ideal method for testing language behavior: unconscious aspects of language processing are early, automatic, and immune to any conscious strategies that participants might use. Linguists, however, generally assume that spoken (or signed) language is the most natural mode of language because it is the mode naturally acquired by children. Learning to read and write is learned later in life, compared to spoken (or signed) language. Until
recently, however, there was no satisfactory auditory analogue to visual masked priming.

Kouider and Dupoux (2005) propose the subliminal speech priming technique as a method of investigating the earliest stages of spoken word recognition. The technique uses compressed and attenuated prime words embedded in speech-like noise (see Figure 2.1). The structure of each trial with the subliminal speech priming technique is analogous to the masks and briefly presented primes of visual masked priming (Forster and Davis, 1984). This technique has been shown to be sensitive to repetition of real words and insensitive to the repetition of nonwords (Kouider and Dupoux, 2005; Kouider et al., 2007; Davis et al., 2010). Real word priming effects indicate that the technique detects lexical processes. A lack of effects for nonwords, however, shows that it is only lexical processes which are detected: memory or phonological processing alone cannot be responsible for the real word effects. Recently, the technique has also been shown to be sensitive to morphological relations (Ussishkin et al., 2013) in Maltese.

Thus, the subliminal speech priming technique is promising for investigating the morphological representations of Moroccan Arabic, but first an appropriate compression method must be determined which will allow for repetition priming for real words, but not nonwords. Here I test English monosyllabic words to see if there is such a limit to human perception, beyond which there will be no repetition priming. It is not clear if there is a hard cognitive limit for recognizing compressed words, or if the limit is related to the average word duration in the language, but the results from English are an expedient way to determine a likely compression duration target for Moroccan Arabic and other languages.

The following experiments test the compression limit of English monosyllabic words. In these experiments, subjects hear both a prime and a target word. Then subjects decide whether or not they recognize the second word they hear—the only
Figure 2.1: Elements of a Subliminal Speech Priming Trial. The subliminal speech priming technique (Kouider and Dupoux, 2005) includes four elements on two simultaneous tiers. The target word is the only element on the target tier is played at a normal volume and contemporaneous with the masking tier. The masking tier is attenuated and includes a forward mask, a prime, and four backwards masks. The masks are attenuated, compressed, and reversed words, shown graphically by being rotated 180 degrees. The prime is simply attenuated and compressed. Kouider and Dupoux (2005) recommends compressing the prime to 35% of its original duration, but the experiments herein test fixed prime durations between 200 and 280ms. The target begins immediately when the prime ends.
Figure 2.2: Time course of priming – Over the course of time in the experiment, subjects hear two words. The access time for word 1 and word 2 are symbolized by lines. Note that the processing times for words 1 and 2 overlap, meaning the words should be processed at the same point in time. If the two words are similar (in terms of phonological form, semantics, or morphology), there may be a facilitation effect, because some shared portion the lexical access process for the first word may be still active when it comes time to process the second.

<table>
<thead>
<tr>
<th>Time</th>
<th>Word 1 Processing Time</th>
<th>Word 2 Processing Time</th>
</tr>
</thead>
</table>

If subjects are faster (compared to the control condition) at responding to this target word, we can conclude that the two words somehow share a route of access or a symbolic representation. The first word primes the subject to respond to the target word because of some similarity in morphological, phonological, or semantic representation (see Figure 2.2). The relationship tested here is identity: subjects hear the same word twice in succession. This should be the strongest priming effect, since subjects are assumed to use the same mechanisms for processing the word a second time.

How facilitation occurs in priming tasks, particularly subconscious priming, is a matter that psychologists debate (cf. e.g., Forster, 1998). I assume that the subliminal speech priming technique taps into earlier stages of lexical access than the regular auditory priming technique (Kouider and Dupoux, 2005). The subliminal speech priming technique gives subjects a very short window to process the prime word, so any processing that happens in that short window must be early and automatic, at least when compared to the overt, supraliminal priming technique. Facilitation effects in these experiments answer the linguist’s question: are these
two words closely related? The qualifier in that question, closely, warrants some discussion. Linguistic theory tends to make heavy use of categories and binary distinctions, so what use is judging distantly related words from closely related ones in a synchronic sense? How could two words possibly be distantly morphologically related? Psychological techniques measure in analog scales, not digital ones. There may be a number of non-lexical factors involved in performance. Those factors which appear to be early, strong, and automatic—measured in milliseconds by response times—are likely to be the ones most relevant to the structure and organization of the lexicon (cf. Prunet, 2006).

While repetition and morphological form priming are detected in Maltese (Us-sishkin et al., 2013), pilot studies did not detect repetition priming in Moroccan Arabic. The lack of repetition priming suggests the technique needs to be modified. One key difference between Moroccan words and English words, which did show repetition priming, is their duration (measured in seconds). Kouider and Dupoux (2005) recommend that the prime word be compressed to 35% or 40% of its original duration with the subliminal speech priming technique. For some Moroccan words, however, the 35% compression rate left the word’s compressed duration less than 100ms. This experiment tests monosyllabic words of English to see if there is an compression goal beyond which words do not induce repetition effects. The ideal compression goal, in milliseconds, should serve as a floor for prime durations in Moroccan Arabic. If Moroccan Arabic words are simply shorter than English or French words and using (Kouider and Dupoux, 2005)’s relative 35% compression rate compresses the primes beyond the point of recognition, this compression goal will tell us what the true prime duration should be for Moroccan Arabic.

When the prime is too short, we expect to see effects of neither real word nor nonword repetition. This is because the word is too compressed to be recognized
at all. As the prime duration increases, we should see a “sweet spot” where repetition effects obtain but not nonword repetition (cf. Kouider and Dupoux, 2005). Prime durations which see real-word repetition but not nonword repetition are the desired compression goal. Longer prime durations will see both real-word and nonword repetition effects, and these are undesirable. Nonword repetition effects indicate that the technique is detecting non-lexical effects, such as priming based on the phonemes alone or some form of memory of the prime word. This experiment tests prime durations at 200ms, 220ms, 240ms, 260ms, and 280ms. Contra (Kouider and Dupoux, 2005), the compression goal in this study is sought with fixed durations, rather than a compression rate relative to the word’s original duration. This is intentional. If, for example, the “sweet spot” is a relatively small window in terms of absolute prime duration (rather than relative compression rate), a 100ms difference in a word’s original duration (the type that may come about from a speaker carefully pronouncing some words in a word list and using a more casual style for others) may make the difference between a compressed prime falling within the “sweet spot” or outside of it.

2.2 Experiment 1

Given that prime duration must play some role in subliminal speech priming, what is the shortest compression goal which can be used for monosyllabic words? This experiment investigates the prime duration for real word repetition and nonword repetition effects. Those durations which show real-word repetition priming but not nonword repetition priming are the appropriate duration for use with the subliminal speech priming technique. The language used for this experiment is English. There are two benefits of using English. First, English-speaking subjects were readily accessible. Second, we can compare the results of English to other languages (such as Moroccan Arabic) to see if the human perception system func-
tions the same across different languages. The factors tested are the experimental condition (Identity, Control), lexicality (word, nonword), and prime duration (200ms, 220ms, 240ms, 260ms, 280ms) for a \((2 \times 2) \times 5\) design. Prime duration is a between-subjects factor.

2.2.1 Methods

Participants

Participants were recruited either via Amazon’s Mechanical Turk or were University of Arizona undergraduates. Regardless of recruitment platform, subjects were tested with the remote application of DMDX and used their own computers at a place and time convenient to them. Mechanical Turkers were paid $0.70 US for their time, while University of Arizona students received course credit. Approximately 25 participants were recruited for each experiment to achieve a goal of 20 subjects per experiment. Data was excluded from subjects who were a) non-native speakers, b) neither using headphones nor occupying a quiet room, c) achieved less than 70% accuracy on experimental trials, d) achieved greater than 70% accuracy on a post-test of prime awareness, or e) reported a history of hearing problems. 16 subjects participated in the 280ms prime duration condition (32 recruited and 14 excluded–4 non-native speakers, 4 for low accuracy, 9 for prime awareness with some reasons overlapping). 19 subjects participated in the 260ms prime duration condition (30 recruited and 11 excluded–4 non-native speakers, 1 for accuracy, 6 for prime awareness). 19 subjects participated in the 240ms prime duration condition, 25 recruited and 6 excluded–3 non-native speakers, 2 for history of hearing problems, 1 for accuracy, 3 for awareness with some reasons overlapping). 24 subjects participated in the 220ms prime duration condition (27 recruited and 3 excluded–1 non-native speaker, 1 for low accuracy, and 1 for prime awareness). 25 subjects participated in the 200ms prime duration condition (28 recruited and 3
excluded–1 non-native speaker and 2 for low accuracy).

Materials

English words were selected in two factors with two levels each – Lexicality (Real word, nonce word) and Condition (Identity, Control) – with five prime durations for a $2 \times 2 \times 5$ design. 72 real-words and 72 nonwords were used. The real words had a frequency between 50 and 150 times per million (mean frequency 84 times per million, $SD = 26$) in the SUBTLEXUS corpus (Brysbaert and New, 2009). The unstressed neighborhood density varied between 18 and 27 (mean density 22.2, $SD = 3.1$ Vaden et al., 2009). The lexical uniqueness point of the word was always at the end of the word. These words were tested at five different prime durations (200ms, 220ms, 240ms, 260ms, 280ms). Earlier studies suggested that no repetition priming would obtain when words were compressed to 120ms or 160ms, so 200ms is the shortest duration reported here since the 200ms duration is indicative of the shorter durations as well. An interaction between the lexicality factor and the experimental condition factor will show that there are differential effects for words and nonwords. Such an interaction indicates the prime duration is our compression goal. When real words and nonce words show differential effects (i.e., a facilitation effect for the real-word identity condition but not the nonce word identity condition) we will have identified the sweet spot in terms of prime duration. The real and nonword stimuli are presented in Appendix A.

Procedure

The experiment was presented with the remote application of DMDX for all subjects, meaning subjects may have participated at home, in an office, or at a local café. Subjects read the instructions and consented via button press. Subjects were instructed to use headphones and occupy a quiet room if possible, eliminating as
many distractions as they could. Subjects also heard one sample word at the vol-
ume level of the target words, and a second at the level of the primes. They were
instructed to adjust their volume so they could comfortably hear both words, and
not to adjust it again for the duration of the experiment. A pilot experiment showed
no difference between subjects who used speakers in a quiet room or headphones
outside of a quiet room when this volume check was in place. Data from subjects
was discarded if they did not report either a) occupying a quiet room and using
speakers or b) using headphones regardless of their location.

Subjects responded with the left and right arrow keys (yes and no, respectively).
After the experiment proper, subjects preformed a second lexical decision task, this
time on the subliminal primes from a new set of stimuli. Subjects were instructed
to expect hearing the prime before the target word, and to base their decision on
whether or not the prime was a word they recognized or not. Data from subjects
who were aware of the compressed primes—measured by greater than 70% accu-

racy on the post-test—was discarded.

2.2.2 Results

A linear mixed-effects regression (LMER) model was used to analyze the data
(Baayen, 2008). When the inclusion of random slopes improve the fit of the model,
p-values are simulated, otherwise they are derived according to Baayen (2008)\(^1\).
While some have questioned the reliability of LMER models in recent years, those
models which consider random slopes as well as random intercepts appear more
viable than traditional F1 and F2 ANOVA analyses (Barr et al., 2013). Reaction
times were measured from target offset, and target duration and trial number were
included in the models. Target and uncompressed prime duration, as well as the
prime’s compression ratio (as a percentage), trial number, and subject’s age were

\(^1\text{i.e., } 2 \times (1 - \text{pt(abs(t), NumberOfObservations-FixedFactors})\)
Table 2.1: Experiment 1 – Table of Means

<table>
<thead>
<tr>
<th></th>
<th>Real Control</th>
<th>ID</th>
<th>Difference</th>
<th>Nonwords Control</th>
<th>ID</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>280ms</td>
<td>279ms</td>
<td>191ms</td>
<td>88ms</td>
<td>280ms</td>
<td>246ms</td>
<td>34ms</td>
</tr>
<tr>
<td>260ms</td>
<td>278ms</td>
<td>236ms</td>
<td>42ms</td>
<td>274ms</td>
<td>253ms</td>
<td>21ms</td>
</tr>
<tr>
<td>240ms</td>
<td>350ms</td>
<td>339ms</td>
<td>11ms</td>
<td>335ms</td>
<td>336ms</td>
<td>-1ms</td>
</tr>
<tr>
<td>220ms</td>
<td>329ms</td>
<td>311ms</td>
<td>18ms</td>
<td>310ms</td>
<td>309ms</td>
<td>1ms</td>
</tr>
<tr>
<td>200ms</td>
<td>350ms</td>
<td>339ms</td>
<td>11ms</td>
<td>335ms</td>
<td>336ms</td>
<td>-1ms</td>
</tr>
</tbody>
</table>

tested in each model. The means of each compression rate are presented in Table 2.1.

Two words (pull and wind [wɪnd]) and five nonwords ([gaʊnt], [θæst], [ðɪn], [waɪt], and [jɪs]) did not achieve 70% accuracy from subjects and were excluded in the analysis. 2.8% of the observations were excluded as outliers. An interaction was detected between the experimental manipulation and the prime duration factor at the 280ms ($p < .0001$) level as well as the experimental manipulation and the lexicality factor ($p < .03$) with the experimental condition, lexicality, and trial number as random slopes for subjects. This motivates examining the effects of each prime duration separately. Here I treat each of the prime durations as its own experiment.

For the 280ms prime duration, one word (bank) and six nonwords ([gaʊnt], [lændʒ], [pɹoʊs], [waɪt], [waʊnt], and [jɪs]) did not achieve 70% accuracy and were excluded from the analysis. 2.5% of the observations were excluded as outliers. There was no interaction detected between the two factors ($p > .05$), indicating that the same effects obtained for both words and nonwords. The best fitting model includes random slopes for lexicality and trial number by subject. The experimental condition was significant ($Estimate = -51ms, SE = 5.7615, t = -8.908, p < .0001$)
and lexicality ($Estimate = -52\,ms, SE = 14.0995, t = -3.693, p < .0005$). Trial number ($Estimate = -0.4\,ms, SE = 0.1629, t = -2.302, p < .05$), subject age in years ($Estimate = 4\,ms, SE = 2.0487, t = 2.072, p < .05$), and target duration ($Estimate = -345\,ms, SE = 57.2396t = -6.025, p < .0001$) were also significant. This indicates that nonwords are slower to respond to, but the effect of repetition priming is identical at this prime duration.

For the 260ms prime duration, four words (join, shop, song, and wind (i.e., the noun [wɪnd]) did not achieve 70% accuracy from subjects, along with 5 nonwords ([kweɪt], [θæst], [wɑst], [waʊnt], and [jis]) and were excluded from the analysis. 2.4% of the observations were excluded as outliers. The best fitting model tested the experimental condition, target lexicality, trial number, and target duration with random slopes for lexicality and trial number for subjects. There was an interaction detected between the experimental condition and lexicality ($Estimate = -29\,ms, SE = 12.46372, t = -2.321, pMCMC = 0.0136$), indicating that words and nonwords show differential effects. Repetition priming obtains for nonwords words ($Estimate = -22\,ms, SE = 7.7606, t = -2.878, p < .005$) with trial number as a random slope for subjects significant along with target duration ($Estimate = -380\,ms, SE = 77.3855, t = -4.909, p < .0001$) and trial number ($Estimate = -0.7\,ms, SE = 0.1583, t = -4.267, p < .0001$) as well as for real word repetition ($Estimate = -42\,ms, SE = 7.763, t = -5.446, pMCMC = .0001$) and target duration ($Estimate = -334\,ms, SE = 81.470, t = -4.097, pMCMC = .0002$) were significant. Both real words and nonwords show facilitation, though the estimate for real words is significantly greater than for nonwords at this prime duration.

For the 240ms prime duration, two real words (meant, pull, and thin) and seven nonwords ([ɡænd], [lændʒ], [mændʒ], [θæst], [ðɪn], [wɑɹt], and [jis]) did not reach 70% accuracy after removing inaccurate subjects, so they were excluded.
2.4% of the observations were excluded as outliers. There was no interaction detected between the experimental condition and lexicality ($p > .05$), but there was an effect of repetition ($\text{Estimate} = -20 \text{ms}, SE = 5.6128, t = -3.489, p < .0005$) as well as target duration ($\text{Estimate} = -241 \text{ms}, SE = 53.9638, t = -4.474, p < .0001$), age ($\text{Estimate} = 3 \text{ms}, SE = 0.8661, t = 3.354, p < .001$), and prime compression percentage ($\text{Estimate} = -219 \text{ms}, SE = 1028.2517, t = -2.131, p < .05$) with random slopes for the experimental condition for items and target duration for subjects. This result is quite odd, because it resembles the results for the 280ms prime duration, not the 260ms prime duration. This suggests that both words and nonwords show repetition effects equally (as in the 280ms rate) rather a differential effect or no repetition effects at all (predicted if words are excessively compressed). A post-hoc test of just the real words indicated effects of repetition priming ($\text{Estimate} = -27 \text{ms}, SE = 8.3255, t = -3.211, p < .005$) and age ($\text{Estimate} = 3.3 \text{ms}, SE = 0.9621, t = 3.063, p < .005$) but not target duration ($p > .05$) when random slopes for the experimental condition were included for items. For nonwords, only target duration was significant ($\text{Estimate} = -411 \text{ms}, SE = 59.12, t = -6.955, p < .0001$), not the experimental condition ($p > .05$). This post-hoc test reveals that the real-words and nonwords may not behave identically after all.

For the 220ms prime duration, one real word (pull) and four nonwords ([θæst], [ðɪn], [wort], and [jɪs]) did not reach 70% accuracy after removing inaccurate subjects, so they were excluded. 2.4% of the observations were excluded as outliers. There was no interaction detected between the experimental condition and lexicality ($p > .05$). There was an effect of repetition ($\text{Estimate} = -15.73, SE = 4.35, t = -3.616, p_{MCMC} = 0.0004$) but not lexicality ($p > .05$). Target duration was also significant ($\text{Estimate} = -320 \text{ms}, SE = 46.88, t = -6.820, p_{MCMC} = 0.0001$). As in experiment 1c, this motivates a post-hoc analysis since it is unexpected.
When only real words are considered, there is a significant effect of repetition \((Estimate = -24 ms, SE = 5.998, t = -3.939, pMCMC = 0.0001)\), target duration \((Estimate = -315.903, SE = 86.317, t = -3.660, pMCMC = 0.0004)\), and the prime compression percentage \((Estimate = -2303.625, SE = 1110.608, t = -2.074, pMCMC = 0.0368)\). When only nonwords are considered, only the target duration is significant \((Estimate = -389 ms, SE = 58.54, t = -6.646, p < 0.0001)\). There is no effect of repetition \((p > 0.05)\).

For the 200ms prime duration, two real words (pull and wind [wɪnd]) and nine nonwords ([bæntʃ], [gaʊnt], [lændʒ], [ðæst], [ðɪn], [wɑɹt], [jɪs], and [jɪt]) did not reach 70% accuracy after removing inaccurate subjects, so they were excluded. 2.2% of the observations were excluded as outliers. There was no interaction detected between the experimental condition and lexicality \((p > 0.05)\). There was no effect of repetition \((p > 0.05)\) or lexicality \((p > 0.05)\). Target duration was significant \((Estimate = -330 ms, SE = 50.84, t = -6.289, pMCMC = 0.0001)\). A post hoc analysis shows no repetition effects for either real words or nonwords alone (both \(p > 0.05)\).

It is also of note that the percentage of the total recruited subjects who were excluded for the post test of awareness decreases along with prime duration \((280 ms = 28.1\%, 260 ms = 20\%, 240 ms = 4\%, 220 ms = 3.7\%, 220 ms = 0\%)\).

2.2.3 Discussion

Real word priming was detected between 280ms and 220ms. Nonword priming was detected at 280ms and 260ms. The interaction of the factors did not reveal differential priming effects at the 240ms and 220ms rates, perhaps because of the small size of priming effects and lack of power. At the 240ms and 220ms rates, the distinction between real word and nonword effects was only detected with a post-hoc analysis. Nonetheless, these results suggest that monosyllabic primes with the
Table 2.2: Summary of Prime Durations – The “sweet spot” for the technique (shown in gray) is between 240ms and 220ms, where real word repetition obtains but not nonword repetition.

<table>
<thead>
<tr>
<th>Prime Duration</th>
<th>Real Word Repetition</th>
<th>Nonword Repetition</th>
</tr>
</thead>
<tbody>
<tr>
<td>280ms</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>260ms</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>240ms</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>220ms</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>200ms</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

The subliminal speech priming technique should be compressed to between 240ms and 220ms. The higher rate of 260ms may produce larger (and thus more reliable) effect sizes, but risks nonword priming. The upper bound of 240ms may be expected to produce larger priming effects than the lower bound of 220ms, but that is not born out by the results here. Different speakers and recording techniques may not provide results with the relative 35-40% rate, so it should be adjusted so that prime duration falls within 220-240ms. The optimal compression rate here is suggested for monosyllabic words of English.

2.3 General Discussion

Experiment 1 was designed to test the limits of human perception and identify a prime duration in terms of milliseconds which would induce repetition effects for real monosyllabic words of English but not nonwords. The appropriate duration for compression of monosyllabic English words with a frequency between 50 and 150 times per million is 240ms, which is the longest duration which produces repetition effects for real words but not nonwords.

These results suggest that a floor of 220ms for prime durations is recommended
with the subliminal speech priming technique. 260ms primes should give maximal effect size (increasing statistical power) with minimal risk of nonword repetition effects obtaining. Any attempt to use this technique as presented by Kouider and Dupoux (2005) where the 35% compression ratio would result in prime durations below 220ms may not be sensitive to repetition priming at all. This recommended floor ought to obtain for longer words as well: if monosyllabic words are unrecognizable when compressed beyond 220ms, surely bisyllabic, trisyllabic, quadrisyllabic, or longer words would also be unrecognizable. Furthermore, prime durations of 260ms or longer risk detecting non-lexical phenomena since nonword repetition priming may obtain. Here it is not certain that this ceiling should be applied to polysyllabic words.

It is also not yet clear, however, if the compression goal discovered here is appropriate for all words of any given language. Further research is required to see how word length (measured by syllables, segments, or average duration in milliseconds), lexical frequency, neighborhood density, morphological family size, and other lexical factors may be relevant for the compression rate required to detect real word repetition effects without nonword repetition effects.

Moreover, languages may have different ideal compression rates. One pilot study in English failed to detect nonword repetition effects at the 260ms duration. Some experiments (see chapter 4) detect nonword repetition effects at the 240ms rate, so other factors may yet influence the ideal prime duration for this technique. If average word duration in Moroccan Arabic is shorter than the average English word duration, a difference in the “sweet spot” of priming is not entirely unexpected. Researchers should carefully consider the compression of primes with the subliminal speech priming technique, and test for nonword repetition priming until compression rates for a given language or speech community are established. The “sweet spot” identified in these experiments, however, can be taken as a base-
line to more easily adapt the technique in the future.

Further research may determine whether the limits of the technique discussed here are language and community specific, or if this represents the limits of human cognition. The percentage of recruits who can reliably identify prime words falls to 0% when words produce no priming, which may indicate that there is a hard limit to the the lexical system. Lexical factors such as frequency and density may also play a role in the optimal prime duration for this technique. Certainly it is no surprise that compressed words can be understood, as even academic lectures can be recorded and played back at double speed comprehensibly. Data from subjects who achieved 70% accuracy on the post-test of prime awareness was discarded in these experiments, so some speakers may individually be able to detect primes with shorter duration. It is not known what factors (age, gender, familial handedness, socioeconomic status, vocabulary size, average speech rate, genetic endowment, intoxication, etc.) may influence a subject’s ability to perceive (or not perceive) compressed primes.

2.4 Conclusion

The subliminal speech priming technique is still in its infancy, but the results presented here, and in the following chapters, suggest that this technique is a fruitful domain of future research. The technique may open up the field of lexical access to all sorts of questions, most notably how unwritten dialects are processed, the effects of bilingualism and diglossia with unwritten dialects, prosody and supersegmental features of spoken language, auditory studies on illiterate and preliterate populations, etc.

Next, I apply the technique technique to Moroccan Arabic to investigate if the Moroccan Arabic lexicon includes root morpheme elements in chapter 3.
CHAPTER 3

SUPRALIMINAL AND SUBLIMINAL ROOT PRIMING IN MOROCCAN ARABIC

3.1 Introduction

Semitic words are often described as being composed of a discontinuous triconsonantal root (e.g. /k_t_b/, which is synthesized with a mostly vocalic pattern e.g. /_a_a_/) to produce word-forms, such as the Standard Arabic /katab-/ ‘wrote’ (see chapter 1 for more details). The triconsonantal root theory is a compelling formal description of Semitic morphology, but is there evidence that the root plays a processing role in spoken word recognition? This chapter provides such evidence from supraliminal and subliminal auditory priming in five experiments that test semantic, phonological, and morphological (i.e., root) relationships between Moroccan words. The semantic relationship is tested with synonymous word pairs, the phonological with word pairs which differ by one root consonant, and the morphological with word pairs that share the root. I show that auditory repetition and morphological priming effects robustly obtain across experiments and that root priming effects are distinct from semantic and phonological effects in Moroccan Arabic. The morphological relationship, however, is a property of words: the morphological or root relationships tested are not uniformly applicable to all words within a morphological family. The implications for a cluster analysis of morphologically related words in speech perception are discussed below.

Semitic languages are known for a peculiar set of language-family specific alternations: these alternations are generally referred to as Root and Pattern (R&P) morphology (see chapter 1) and are characterized by a large number of word-
internal changes. These changes are exemplified by the Moroccan Arabic forms /ktəb/ ‘he wrote’, /kəttəb/ ‘he made someone write’, /katəb/ ‘he corresponded with’, and /ktab/ ‘it was destined (i.e., written in a cosmic sense)’ Harrell (1962). In each of the proceeding Moroccan words, three consonantal phonemes—the root $\sqrt{ktb}$ – occur in the same linear order, but each word has a different prosodic and vocalic pattern. Linguists differ on the best way to represent R&P morphology, or even if a root representation is necessary when accounting for these languages (see chapter 1). Many formal models of language posit the root as a mental entity (e.g., Arad, 2005; Bachra, 2001; Bender and Fulass, 1978; Boudlal, 2009; Faust and Hever, 2010; Hudson, 1986; McCarthy, 1981; Rose, 2003; Tucker, 2010, amongst many others). Here I assume these theories are correct and search for evidence of the root morpheme from the perspective of language behavior by measuring subjects’ reaction times in auditory lexical decision tasks. This chapter reports a series of experiments that use auditory priming techniques to test if there are morphological relationships between words in the mind of Moroccan Arabic speakers, and if those morphological relationships are best described by a root morpheme of the abstract, triconsonantal type proposed by McCarthy (1981); Arad (2005); Faust and Hever (2010) and others. I show that neither semantics nor phonology alone account for the results of auditory priming, suggesting the formal root is represented in the mind. While the root accounts for the facts of auditory priming with real words, There are no root-effects for novel words which are not part of the speaker’s lexicon. The root cannot be an independent, sublexical entity since these non-words—words which were built with real roots and patterns like novel coinages—do not facilitate lexical access at the earliest levels of lexical access as well-attested words do.

Moroccan Arabic has four main verbal patterns equivalent to their standard Arabic cognates: Form I (CCəC), Form II (CaCCəC), Form III (CaCəC) and Form
IX (CCaC) (see chapter 1). If there is a priming effect between words like /ṛṭab/ ‘it became smooth, soft (Form IX)’ and /ṛəṭṭəb/ ‘he made something smooth, soft (Form II)’, the amount of phonological and semantic similarity is substantial: not only are the two words nearly homophonous, they’re nearly synonymous. We should not accept root priming effects without first seeing whether they are distinct from semantic and phonological effects. These experiments use new data (Moroccan Arabic) and methodology (auditory priming) to replicate earlier results of root priming (Boudelaa and Marslen-Wilson, 2011; Boudelaa et al., 2010; Boudelaa and Marslen-Wilson, 2005; Frost et al., 2005; Boudelaa and Marslen-Wilson, 2004a,b, 2001a,b; Frost et al., 2000; Deutsch et al., 1998; Frost et al., 1997; Twist, 2006; Us- sishkin and Twist, 2009; Ussishkin et al., 2013; Velan and Frost, 2011; Velan et al., 2005) and extend those to examining all aspects of the root as a morpheme.

Whether or not the mind represents morphemes independently remains an important issue for formal linguistics. The lexicon has historically been the place where sound-meaning relationships reside. Furthermore, this theoretical entity has often become a dumping ground for irregularity. On the lexicon, Chomsky states: “I understand the lexicon in a rather traditional sense: as a list of ‘exceptions’, whatever does not follow from general principles,” Chomsky (1995, p. 235). Words, however defined, are said to reside in the lexicon as there is no set of general principles which can predict how a semantic concept is linked to any given phonological form. Moreover, exactly what is listed in the lexicon is up for debate. Is it fully-specified word-forms? Or are bound and free morphemes all listed in the same place, facilitating analysis and synthesis of word-forms?

Stockall and Marantz (2006) call attention to the arbitrariness of previous analysts by criticizing dual-route models, where allomorphs are simply lexically listed. Stockall and Marantz (2006) suggests that a theory where allomorphs are simply lexically listed is nonsensical in terms of priming or paradigms. That is to say, if
two lexical entries have absolutely no connections between them (as separate listing would suggest), there is no reason that *teach* and *taught* should be related in the mind other than the fact that these words have shared semantics and some phonological similarity. Worse yet are allomorphs, such as *go* and *went* which have no phonological similarity. If *go* and *went* are simply listed in the lexicon as two distinct words, we would expect semantic priming at best, but no phonological or morphological priming between the two distinct words. This is not the case. *Stockall and Marantz (2006)* suggests that there must be some level of mental representation or processing where allomorphs such as *teach* and *taught* are linked, since data from MEG recordings show priming effects. In the same way, these experiments will show that Semitic verbal derivations, including forms like */ktəb/* and */kəttəb/* share some level of mental representation that is distinct from simply phonological form and semantics because these words prime one another, as measured in supraliminal and subliminal lexical decision tasks (see Figure 1.1 in chapter 1). Experiments 2, 3a, and 3b show that morphological, root-based, effects obtain when semantic or phonological facilitation effects do not. This suggests that the root exists as an abstract mental entity, or at least that there are morphological connections between words which are not the same as similarity in phonological form or meaning.

Novel coinages, as used in experiments 4a and 4b, are non-existing words derived from existing roots and patterns, but the word itself has no lexical representation of its own. These are logically possible words from the perspective of both phonology and morphology, but these phonological forms (i.e., the particular combination of roots and patterns as a phonological word) are not part of the speaker’s lexicon. For example, the Moroccan nonword */ħəttər/* shares the consonants of */htər/* ‘he talked nonsense; wandered’ and the legal pattern CaCCaC. The novel coinage*/ħəttər/* might plausibly mean ‘he made someone talk nonsense; made
someone get lost; or kept on talking a lot of nonsense’, but speakers reported difficulty in interpreting words like this. English equivalents to the Moroccan novel coinages used in experiments 4a and 4b would include words like *inceive* or *circumception*, both of which are plausible words of English. Most English speakers, however, may have never read or heard either *inceive* or *circumception*. Furthermore, many speakers might have difficulty assigning these novel coinages a meaning, particularly without any context. Novel coinages have been used in the visual domain (Duñabeitia et al., 2008) to suggest that orthographic word-forms show evidence of composition in word processing, and that individual morphemes have their own orthographic representations listed. Thus, we know that orthographic words like *darkness* prime *happiness* and that even non-word sequences of letters and symbols like %&%&ness will prime *happiness*. This autonomous morphological decomposition process seems to be specific to word recognition tasks, rather than a property of vision in general (Duñabeitia et al., 2011). If root morphemes are represented independently of words, we expect that the novel coinage should be able to activate such a root representation and produce significant priming effects.

Furthermore, not only should a root processing unit be able to be activated by phonology alone, but roots should activate all of their family members. Experiment 5 tests this by looking at the three major verbal forms in Moroccan Arabic and testing the priming effects of verb forms. If roots are processing units with phonological content, we may expect roots to preferentially activate one related form or another, but how a root is initially activated should be irrelevant to the later activation.

While formal models of language differ from models of language behavior, the crossroads of the two, where models of language and language behavior converge, leads us towards a better understanding of both types of models. Uniting the formal, symbolic system of language with evidence from language behavior will give
us a more parsimonious theory of language (Chomsky, 2000; Poeppel and Hickok, 2004, among others). In this chapter, I present behavioral evidence against the consonantal root in Semitic using only auditory techniques. These experiments look for priming effects to investigate which factors are important during lexical access. While behavioral evidence cannot show what a lexical representation or the access process looks like, it is strong evidence for the existence of particular entities or pathways in the lexicon. Though there is evidence suggesting that root relationships are important in the lexical system, the relationship itself does not constitute a root processing unit or morpheme.

Before we can test if Semitic root effects correlate with all aspects of the formal root definition (see chapter 4), we first need to establish that the root is a mental entity that can be detected with behavioral techniques. Furthermore, it must be shown that root-based morphological effects are distinct from semantic and phonological effects. If semantics or phonology alone can account for these effects, there is no reason to assume that the root is a distinct mental entity (See chapter 1). If either semantics and phonology do not produce similar effects as the root, then we can confidently assume that what we call the root is some sort of mental entity form a behavioral perspective. I use verbs to test these possibilities.

Six experimental priming conditions can untangle the effects of semantics and phonology from the representation of the root (if any): repetition, phonology, semantics, morphology, and a control. Each experiment tests a morphological (root related) condition, along with repetition (identity) and control (unrelated) conditions. Repetition and control conditions establish the baselines to test the phonological, semantic, and morphological conditions. Experiment 2 tests the semantic relationships. Experiments 3a and 3b test for phonological priming. Experiments 4a and 4b test for an independent existence of a root morpheme by using novel coinages. Finally, experiment 5 tests the ability of the three major forms of the
Moroccan Arabic verb to prime equally. If there are root priming effects without semantic and phonological effects, we can conclude that the root-relationship plays a major role in lexical access, and may therefore have some lexical representation. Furthermore, if nonwords built from real roots show priming effects, that is evidence that roots would have an independent existence apart from the words in which they are incarnated. If all verbal forms can activate their related forms, we will have strong evidence for a root-based theory of morphological families in speech perception. These six experiments show that the morphological relationship is distinct from both semantics and phonology. Furthermore, the morphological relationship is quite strong, as it is detectable with both priming techniques. There are differences between supraliminal priming, which tests these relationships at a late stage of lexical access, and subliminal priming, which tests the earliest levels. The lack of each root to equally prime its family members, however, casts doubt on the root as an independent entity in the lexicon. These experiments show that morphological families have a place in linguistic theory, and morphological cluster theory of lexical access (e.g., Frost et al., 1997) for Semitic languages.

3.2 Experiment 2: Semantics

First, to what extent does the meaning of a word interact with the word’s morphology? This experiment tests whether root effects are similar to semantic effects, and if semantics affects root priming. Since morphemes are defined as meaningful units, the meaning of the word or morpheme may be a key factor when recognizing words. Similarity in meaning is known to affect auditory word recognition (Radeau, 1983), though it might not interact with morphological effects (Emmorey, 1989). This experiment manipulates one experimental factor with four different prime types (a $1 \times 4$ repeated measures design): identity, an unrelated control, semantics, and root. Semantics is defined as synonyms, and the root is the
theoretical construct defined by linguists and philologists in theoretical, descriptive and prescriptive grammars. If root priming and semantic priming are equivalent, we can conclude that there is no need for a root morpheme to account for root effects.

This experiment is designed to show whether identical, semantically related, and morphologically related items show priming effects compared to the unrelated control condition. Furthermore, the morphologically related words were divided in half: half were judged by one or two native speakers as close in meaning, and half judged as distant in meaning. Thus, the results of priming can be tested not for just semantically related words, but also two classes of morphologically related words: those which are related both morphologically (by the root) and semantically, and those which are semantically unrelated but share the root (cf. Frost et al., 1997). If there is a semantic effect either from the main experimental condition or within the morphologically related items, we can conclude that semantics plays a role in lexical access for Moroccan Arabic speakers, and such effects can be compared to those for repetition priming. Based on numerous studies of morphological processing in general and Semitic in particular (e.g., Frost et al., 1997; Boudelaa and Marslen-Wilson, 2001a; Emmorey, 1989; Velan and Frost, 2011; Ussishkin and Twist, 2009, among others), root priming, if not semantic priming, is expected to obtain in this task.

3.2.1 Methods

Experiment 2 is an auditory lexical decision task. Participants heard two words in each trial: a prime word, a 150ms interstimulus interval of silence, and then the target word. Subjects were instructed to disregard the primes and focus on the targets. Rather than a yes/no lexical decision, the experiment uses a go/no-go response (following Perea, 2002) in an effort to increase accuracy. In a go/no-
go task, subjects are instructed to only respond to real-word stimuli, thus subjects were asked to only respond to words that they recognize. No response will time out, allowing for accuracy to be measured but no reaction time data is then collected for nonwords and reaction times for incorrect responses cannot be analyzed.

Participants

60 subjects were recruited for this experiment. Five recruiters were hired to spread word of mouth, each recruiter was pursuing either a BA or MA in linguistics at a Moroccan university. The subjects, then, represent the people most likely to interact with younger Moroccans attending university such as their friends, family, and colleagues.

Participant data was discarded for lack of accuracy, skipping demographic questions, being too young to give consent, abnormal hearing, etc. Thus, the recruitment target was set at 60 participants, in order to reach a target goal of 48 subjects. Data was excluded from subjects who did not speak Arabic as their first language (4), reported problems with hearing (1), and did not use headphones to complete the experiment (2), leaving data from 42 subjects (cf. Simmons et al., 2011).

Materials

A total of 54 target words were selected to appear in four counterbalanced conditions, and 54 phonotactically legal nonwords were created as filler items. The Moroccan words for this—and all other Moroccan experiments—were based on a list of verbs taken from (Harrell et al., 2004), which was vetted by two native speakers. Words which the speakers did not recognize or considered only classical words were eliminated from consideration. The identity condition is an exact repetition of the target using the same token (e.g. sound file) as the target. The semantic
Table 3.1: Experiment 2 – Conditions

<table>
<thead>
<tr>
<th>Condition</th>
<th>Prime</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>həbbəṭ ‘come down’</td>
<td>həbbəṭ</td>
</tr>
<tr>
<td>Control</td>
<td>ftəq ’unsew, unseam’</td>
<td>həbbəṭ</td>
</tr>
<tr>
<td>Semantics</td>
<td>nzəl ‘go down’</td>
<td>həbbəṭ</td>
</tr>
<tr>
<td>Root</td>
<td>həbbəṭ ‘lower, bring down’</td>
<td>həbbəṭ</td>
</tr>
</tbody>
</table>

condition represents synonyms of the target as judged by two native speakers. The morphological condition is a word related via the root. The full set of priming conditions for one target word, həbbəṭ, is given in Table 3.1. In this experiment, there was no attempt to control for the morphological form of the target or prime, so both targets and primes vary in verbal pattern. Furthermore, half the root-related items were divided into opaque (distant in meaning) or transparent (close in meaning) relations. The real word stimuli are presented in Appendix B.

The nonword filler items were constructed from legitimate phonemes, syllable structure, and verb patterns of Moroccan Arabic, though none of the verbal roots occurred in dictionaries of Moroccan Arabic (Harrell, 2004), Standard Arabic (Wehr and Cowan, 1979), or the Palestinian (Elihay, 2007) or the Gulf (Qafisheh, 1997) dialects (chosen because of their wide geographic coverage and the availability of dictionaries which were readily accessible). Words and nonwords were vetted by two native speakers to avoid inclusion of nonwords as real words (and vice versa) in the study. In every case the nonword was preceded by a real-word prime. This was designed to avoid an anticipation strategy.

Items were recorded by one phonetically-trained male speaker from Rabat. He repeated each word three times, and the middle token was selected in each case unless the token was unclear or contained non-linguistic noises. All the verbs of the language (as found in Harrell (2004)) were recorded over a span of approximately
two months, and the speaker was unaware of any experimental conditions at that time. The recordings used as primes and targets were manipulated only so they were similar in terms of volume, they were otherwise identical.

**Procedure**

Subjects participated in the experiment on laptop computers running DMDX ([Forster and Forster, 2003](#)) using the keyboard (left and right arrows) to collect responses. No data was collected on the location of participation by subjects. Written instructions were provided in both French and Arabic simultaneously, and the instructions were read aloud (or paraphrased in the spoken dialect) to subjects upon request in the language of their choice. Consent was obtained via button press as subjects began the experiment. Subjects were instructed to use headphones, and consider all Arabic words they know (i.e., their local dialect and the formal, standardized dialect), though the stimuli were presented as spoken in the local dialect. Each trial consisted of two words presented binaurally. There was a 150ms interstimulus interval between the prime and target. There was a 2200ms timeout measured from target onset. Because the lexical uniqueness point of each target word cannot be calculated, the reaction times are measured from both target onset and target offset. Subjects were asked to only respond to Arabic words that they recognized, broadly defined since some words of Classical Arabic or French are used in the Moroccan dialect. Subjects received visual feedback for correct (Correcte صحيح) and incorrect (Incorrecte غير صحيح) responses.

Many additional quasi-independent variables were tracked for use in the statistical model. Order of presentation (Trial number) was recorded, as well as target and prime duration. Participants also responded to 11 demographic questions (see Figure 3.1) which could be used to control sociolinguistic factors that might influence the results, since lexical factors such as word frequency and neighborhood
Figure 3.1: Demographic Questions – These questions were asked of subjects for each experiment, and could be entered into the model as quasi-experimental factors.

<table>
<thead>
<tr>
<th>Question</th>
<th>Binary Choice Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age: Numeric</td>
<td>How old are you?</td>
</tr>
<tr>
<td>MotherTongue: Arabic / Other</td>
<td>Which language is your mother tongue?</td>
</tr>
<tr>
<td>Dialect: Casablanca or Rabat / Other</td>
<td>Which dialect do you speak?</td>
</tr>
<tr>
<td>Gender: Male/Female</td>
<td>Are you male or female?</td>
</tr>
<tr>
<td>Hearing: Normal/Abnormal</td>
<td>Have you had medical problems with your hearing?</td>
</tr>
<tr>
<td>SES: Hi/Low</td>
<td>Have you or either of your parents attended university?</td>
</tr>
<tr>
<td>Headphones: Headphones/Speakers</td>
<td>Are you using headphones or speakers?</td>
</tr>
<tr>
<td>Home: Arabic / Other</td>
<td>Which language do you usually speak at home?</td>
</tr>
<tr>
<td>Lefthanded: Right/Left</td>
<td>Are you left handed or right handed?</td>
</tr>
<tr>
<td>Read: Arabic / Other</td>
<td>Which language do you prefer to read in?</td>
</tr>
<tr>
<td>French: Highly Proficient / Not</td>
<td>Do you speak French very well?</td>
</tr>
</tbody>
</table>

density were not available. These demographic questions could also be used to exclude data from subjects who were not taking enough time to read these questions (a median time of less than 500ms for reading and responding to all the questions) or recruiters who were answering questions quickly (and presumably inaccurately) for subjects. Statistical models did not consider interaction of more than the number of experimental factors plus one, to avoid unnecessary statistical tests. Except for Age, each question was recorded as a binary choice, though in some cases (Dialect, Home language, etc) subjects choose from more options (e.g. for MotherTongue, subjects had a choice of Arabic, Berber, French, English, Spanish, and Other, with Berber, French, English, and Spanish all being considered “other”). It was expected that SES, Home, Read, and French would all measure some degree of bilingualism, and the only one might be appropriate in the final model. Of course, these factors might not be consistently significant across each experiment since the particular sample population in each experiment differs. Participants were first asked to complete the short demographic survey on the computer, then
they received 20 practice items. Next they began the experiment proper.

3.2.2 Results

One real word (/ˈda/), and two nonwords were removed from the analysis because of accuracy below 70%. Data was trimmed so that responses greater than 2.5 standard deviations from each subject’s mean was discarded. 2.7% of the total observations were eliminated as outliers. A linear mixed-effects regression (LMER) model was used to analyze the data. P-values are simulated with a monte carlo simulation (pMCMC) when the inclusion of random slopes does not significantly alter the model, otherwise calculated according to Baayen (2008) as in experiment 1 in chapter 2.

Models including just the experimental manipulation (the basic models) and models including quasi-experimental factors (the full models) were tested, measuring from both target onset and target offset (cf. Goldinger, 1996). Random slopes, as well as random intercepts were examined and random slopes were included whenever they improved the fit of the model. Only interactions of the experimental condition(s) and one quasiexperimental factor were investigated: given the number of participants in this and the following experiments, such three or four way interactions are likely to be uninterpretable and only risk type 1 error.

The primary model of these four, however, is the full model measured from target offset. Lexical Uniqueness point may be a key measure for target identification (Radeau et al., 1989); it is likely to be near the end of each word due to the structure of Semitic languages (Ussishkin and Twist, 2009). Using target onset and offset as points of measurement provide near approximations, particularly since the target’s duration can be included in the model. Thus, the two different measurement points are provided in the interest of being conservative (Goldinger, 1996, and references therein). Nonetheless, in this and the following experiments the basic and
full models, along with onset and offset measurements, generally converge. I report only the full model measuring from target offset here unless the patterns of significance between the models fail to converge.

The total factors which could be considered in the statistical model include: Experimental Condition (Control, Repetition, Morphology, Semantics), Age, Mother Tongue, Dialect, Gender, Hearing, SES, Headphones, Home, Lefthanded, Read, French, and Trial Number (see Figure 3.1). Quasi-experimental factors are only included in models reported here when they are statistically significant. Mother Tongue and Hearing were used to exclude subjects a priori, and not considered in the full model. Target and prime duration were also known (measured in seconds) and could be included in the full model. No other conditions or variables were considered in this analysis (cf. Simmons et al., 2011).

The raw means can be seen in table Table 3.2. Only correct responses were considered. Latencies less than 200ms or greater than 1500ms from the target onset were discarded.

The experimental condition was significant, with the identity (Estimate = −174ms, SE = 15.59, t = −11.19, pMCMC = .0001) and root (Estimate = −139ms, SE = 15.57, t = −8.92, pMCMC = .0001) conditions differing from the control, but not the semantic condition (Estimate = −6ms, SE = 15.67, t = −0.36, pMCMC = .736). Prime duration (in seconds, estimate = −367ms, SE = 118.33, t = −3.11, pMCMC = .002) was also significant. The inclusion of ran-
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### Table 3.2: Experiment 2 – Means and Percent Error

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>ID</th>
<th>Root</th>
<th>Semantic</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RT Onset</strong></td>
<td>969</td>
<td>794</td>
<td>823</td>
<td>959</td>
</tr>
<tr>
<td><strong>RT Offset</strong></td>
<td>494</td>
<td>321</td>
<td>351</td>
<td>485</td>
</tr>
<tr>
<td><strong>Percent Error</strong></td>
<td>6.9</td>
<td>4.7</td>
<td>4.9</td>
<td>6.2</td>
</tr>
</tbody>
</table>
Table 3.3: Experiment 2 – Means for morphologically related trials

<table>
<thead>
<tr>
<th></th>
<th>Close</th>
<th>Distant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Onset</td>
<td>823</td>
<td>824</td>
</tr>
<tr>
<td>Offset</td>
<td>350</td>
<td>351</td>
</tr>
<tr>
<td>Percent Error</td>
<td>7.6</td>
<td>8.4</td>
</tr>
</tbody>
</table>

dom slopes did not significantly improve the fit of the model. It is interesting to note that the effect sizes are not mediated by the inclusion of target duration in the analysis: these effects are quite robust.

While the semantic and control conditions do not differ significantly, the morphological condition was divided into words judged by two native speakers to be close in meaning and those pairs judged to be far in meaning. There is no significant distinction between morphologically related trials which were judged to be close in meaning and those judged to be dissimilar \( (\text{Estimate} = 19\text{ms}, SE = 28.437, t = 0.659, p_{MCMC} > .05) \). Target duration \( (\text{Estimate} = -558\text{ms}, SE = 169.869, t = -3.287, p_{MCMC} = 0.003) \) was, however, significant. There is no detectable effect of semantic relatedness within the morphological condition when tested in isolation or with the aid of other factors. The means are given in Table 3.3 where only the trials in the morphological condition are considered.

3.2.3 Discussion

These results suggest that semantics plays little or no role in early lexical access of Moroccan Arabic verbs. I made two distinct attempts to detect semantic effects: first, I used synonymous prime-target pairs as one of the main experimental conditions. Second, half the morphologically related words were judged to be close in meaning, while consultants judged half the words to be distant in meaning.
The question consultants responded to was: /wəʃ l-məʕna qrib wla bʕid/? ‘Is the meaning distant or close?’ Thus, if there were a distinction between morphologically related items which are semantically similar and those which are semantically different, it should have been detected. Neither of these attempts uncovered any effect of semantic priming.

The lack of an effect for semantic relationships between words is, perhaps, surprising, since semantic effects obtain in other languages with auditory techniques (Emmorey, 1989; Holcomb and Neville, 1990; Radeau, 1983; Radeau et al., 1998). There are three possible explanations. First, the lexical decision task may tap primarily into the level of phonological word-form, not deeper into semantic and conceptual representations. Second, semantic effects may simply be delayed in the processing of Moroccan Arabic, perhaps due to widespread bilingualism or the morphological structure of Semitic languages. Subjects do not appear have enough time to access word meaning with a 150ms ISI. Assuming a morphological access route (cf. Frost et al., 1997; Boudelaa and Marslen-Wilson, 2004a,b, et seq.) exists (see chapter 1), it appears to be so important that a semantic route, if available, may be significantly underdeveloped in Moroccan Arabic. Another explanation is that both attempts at defining semantic relatedness have simply failed.

While synonymy could be a poor measure of semantic relatedness in Moroccan Arabic, the lack of any difference within the morphological condition is striking. Semantically close morphologically related items generally differ only in argument structure: the different forms of Moroccan Arabic verbs are generally transitive/intransitive, causative/inchoative, active/passive, comitative/reciprocal, etc. (Harrell, 1962). The non-significant facilitation effect measured by the means may indicate that a more sophisticated test could detect semantic differences. However, neither (Frost et al., 1997) nor Boudelaa and Marslen-Wilson (2004b) find semantic effects. Future research might use a longer ISI to test for later semantic effects,
test associative relationships, or make use of different tasks in a more extensive battery of tests to detect semantic effects in Arabic or related languages.

The strong and significant effect of morphology (i.e., the root), however, suggests that it is a major contributor of lexical access in Moroccan Arabic, regardless of the meaning. A lack of semantic effects for Semitic morphology was also shown visually in Hebrew (Frost et al., 1997). Both Hebrew and Moroccan Arabic show productive root & pattern morphology, so there is no reason to expect major differences between the two languages or the two modalities. We can also see that morphological effects are distinct from repetition effects in this case, where the morphological form of the verb was not controlled or limited for targets or primes. This experiment has demonstrated that root processing is distinct from semantic processing, since morphological effects robustly obtained while semantic effects did not. I turn now to the relationship between roots and the phonological form of words.

3.3 Experiment 3a: Supraliminal Phonology

To what extent does the phonological form of a word interact with the morphology of the word? This experiment uses supraliminal auditory priming to test the factor experimental condition with four levels of relationship – a 1 × 4 design: identity, control, phonological, and root related. This experiment allows for a direct comparison between the phonologically related condition and morphologically related condition, as well as identity and control conditions. This experiment uses supraliminal auditory priming (experiment 3b uses the same materials with the subliminal speech priming technique). Theories of spoken word recognition often rely on the cohort effect (e.g., Norris et al., 2000; Marslen-Wilson and Tyler, 1980; McClelland and Elman, 1986; Luce and Pisoni, 1998), where phonologically similar words are activated at the same time as the target word because they share the
same sounds. Because of this cohort effect, I expect to see phonological priming in addition to the root-based priming seen in Experiment 2.

This experiment tests if identical, phonologically similar, and morphologically related items show priming effects compared to the neutral unrelated control condition. Furthermore, it shows that there is a distinction between phonological and morphological effects with supraliminal priming.

3.3.1 Methods

The same methods as Experiment 2 were employed, except that experiment 3a used the items from experiment 5a (described in chapter 4) as additional distractors. This made efficient use of subjects time and provided a variety of word patterns for subjects to respond to.

Participants

Participants were recruited in the same way as Experiment 2. 86 participants were recruited, though the target number was only 60. A communication error with two recruiters caused the excessive number of subjects. Data from 22 subjects was excluded because they were not native speakers of Arabic (7), reported hearing problems (2), did not use headphones (1), answered demographic questions without reading them (9), or for less than 70% accuracy (3). Data from 64 subjects was analyzed.

Materials

48 target words were selected to appear in four counterbalanced conditions. Primes in the phonological condition shared the first and third consonants as the targets, but differed in the second consonant (e.g. /xmar/ ~ /xtar/). The morpho-
Table 3.4: Experiment 3a – Experimental Conditions

<table>
<thead>
<tr>
<th></th>
<th>Prime</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>xtər ‘become thick (e.g. of liquids)’</td>
<td>xtər</td>
</tr>
<tr>
<td>Control</td>
<td>mrəʒ ‘spoil (of fruits &amp; vegetables)’</td>
<td>xtər</td>
</tr>
<tr>
<td>Phonology</td>
<td>xmrə ‘rise (of bread), ferment’</td>
<td>xtər</td>
</tr>
<tr>
<td>Root</td>
<td>xəttər ‘make thick, thicken’</td>
<td>xtər</td>
</tr>
</tbody>
</table>

Logical condition is a word related via the theoretical root. These conditions are shown in Table 3.4 for the verb /xtər/. Words related by phonological form share two consonants, words related by the morphological root share three. Unlike Experiment 2, the verbal forms used in this experiment were consistent. Targets were all form I verbs (of the CCəC shape), and morphologically related items were all form II verbs (CəCCəC shape). Nonword filler items were constructed in the same way as in Experiment 2. The real word stimuli are presented in Appendix C.

Procedure

The procedure was identical to the one used in Experiment 2.

3.3.2 Results

Statistical models were constructed in the same way as experiment 2. Two real words (/hďər/ and /nkəð/) failed to obtain 70% accuracy, along with 13 nonwords. These were excluded from the analysis. Data was trimmed so that responses greater than 2.5 deviations from the subjects mean were discarded, this consisted of 2.3% of the total data. The experimental condition was significant for the identity ($\text{Estimate} = -179, SE = 11.11, t = -16.07, pMCMC = .0001$), phonology ($\text{Estimate} = -79, SE = 12.99, t = -7.11, pMCMC = .0001$), and
Table 3.5: Experiment 3a – Table of Means and Percent Error

<table>
<thead>
<tr>
<th>Mean RTs</th>
<th>Cont</th>
<th>ID</th>
<th>Morph</th>
<th>Phon</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT Onset</td>
<td>957</td>
<td>781</td>
<td>782</td>
<td>881</td>
</tr>
<tr>
<td>Rt Offset</td>
<td>497</td>
<td>324</td>
<td>206</td>
<td>421</td>
</tr>
<tr>
<td>Percent Error</td>
<td>5.4</td>
<td>2.7</td>
<td>2.2</td>
<td>3.6</td>
</tr>
</tbody>
</table>

The raw means can be seen in Table 3.5. Also significant were age (in years, \(\text{estimate} = 15\text{ms}, SE = 3.14, t = 4.6, p_{MCMC} = .0001\)), target duration (in seconds, \(\text{estimate} = 533\text{ms}, SE = 112.49, t = 4.74, p_{MCMC} = .0001\)), prime duration (in seconds, \(\text{estimate} = -992\text{ms}, SE = 58.79, t = -16.88, p_{MCMC} = .0001\)), and high proficiency in French (\(\text{estimate} = 74\text{ms}, SE = 34.67, t = -2.12, p_{MCMC} = .015\)), though prime duration was not significant when measuring from target onset (\(p > .05\)).

A post-hoc analysis shows that the morphological and identity conditions are not significantly different from one another, contrasting with the results of Experiment 2 (\(p > .05\)). This difference does not hold, however, when in the basic model measuring from target offset where the root and identity conditions do differ (\(\text{estimate} = -102\text{ms}, SE = 20.05, t = -5.86, p_{MCMC} = .0001\)).

3.3.3 Discussion

This experiment shows effects of repetition, morphology, and phonology, though the effects of morphology and repetition here are identical. These effects suggest that the lexicon is structured with links between words based on both their morphological and phonological structure. In addition, the morphological effects are indistinguishable from repetition (in three of the four models), unlike the phonol-
ogy condition; this indicates that the morphological relations between words are stronger than purely phonological relations. The stark difference between morphology and phonology is also seen in the effect estimates of the model, where morphological facilitation effects are over twice the size of phonological facilitation effects.

The lack of a distinction between morphological and identity conditions may be an artifact of strictly controlling for verb form in the task: all the targets in this experiment are form I verbs (i.e. $CC_oC$) and root-related primes are form II verbs (i.e., $C_oCC_oC$). An analysis process, which distinguishes roots from patterns, may be highly activated due to the repetitive nature of the task subjects preformed. Nonetheless, the root relationship appears to be as strong as the identity one, as measured by reaction times in this task.

It is also interesting to note that the root condition appears to be faster than the identity condition, which is not entirely expected. Form II words are naturally longer than form I words, though target and prime durations were included in the model which should account for differences in length. There are more form II words in the dictionary than form I (Harrell, 2004), it may be the case that form II verbs are quicker to identify than form I and a morphological route is therefore quicker when form II is the prime compared to form I. Experiment 5 (this chapter), however, does not bear this prediction out and the cause remains a mystery.

3.4 Experiment 3b: Subliminal Phonology

This is the subliminal speech priming version of experiment 2, which tests the earliest stages of auditory word recognition. The subliminal speech priming technique compresses primes to 240 milliseconds and masks with reversed and compressed words. This compressed technique is analogous to visual masked priming. See
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1Closer phonological relationships are tested in chapter 4.
chapter 2 for more details. Since phonological effects are not normally detected with this technique (Kouider and Dupoux, 2005), this experiment will further de-tangle root-effects from phonological effects.

3.4.1 Methods

The same method as experiment 3a was used.

Participants

Participants were recruited in the same manner as experiment 3a. 50 subjects were recruited, data is analyzed from 33 of the 50 subjects. Seven subjects were excluded for being non-native speakers, 4 for a history of hearing problems, and 12 for low accuracy with some overlap.

Materials

As experiment 3a, except some of the poorly preforming items from experiment 3a (less than 70% accuracy) were replaced with new items. After these replacements, two real words (/hḍər/ and /nkəd/) and three nonwords failed to achieve 70% accuracy and were excluded from the analysis.

Procedure

The procedure was identical to the one used in Experiment 2, except rather than supraliminal priming the subliminal speech priming technique (Kouider and Dupoux, 2005) was used, with modifications as detailed in chapter 2. As noted earlier, testing for nonword repetition ensures that the technique is truly subliminal and no non-lexical factors are influencing the subjects, so rather than a go/no-go
design a yes/no lexical decision task was used. Accuracy was facilitated by replacing poorly performing non-words with better-performing ones (see above).

### 3.4.2 Results

Statistical models were constructed in the same way as experiment 2. 0.9% of the data was eliminated as outliers. The means can be seen in Table 3.6. Including the experimental condition as a random slope improved the fit of the model. Both repetition ($\text{Estimate} = -57.79ms, SE = 18.840, t = -3.067, p < .003$) and root ($\text{Estimate} = -76ms, SE = 19.392, t = -3.915, p < .001$) priming obtain here, though there are no effects of phonological form ($\text{Estimate} = 3ms, SE = 17.06, t = -0.173, p > .05$). Target duration was significant ($\text{Estimate} = 469ms, SE = 119.346, t = 3.926, p < .001$), as well as high proficiency in French ($\text{Estimate} = 55ms, SE = 27.316, t = 2.031, p < .05$). This same pattern emerges as in experiment 3a, with the exception that there is no effect of the phonological condition.

There is no significant effect of nonword repetition priming ($p < .05$), so we can assume that the subliminal speech priming technique is working properly and only lexical effects are being captured.
3.4.3 Discussion

Here we see the same pattern of results as with the overt auditory priming technique (experiment 3a) with one difference; there is no phonological priming at all. Phonological priming must take place at a later stage of lexical access, since phonological priming is detectable with supraliminal techniques. The earliest stage of lexical access—as measured by the subliminal speech priming technique—only shows repetition and root effects.

The lack of phonological effects is troubling for models of spoken word recognition which rely on a cohort effect (Marslen-Wilson, 1987). This is, however, in line with the results found by Kouider and Dupoux (2005) for French. This may indicate that the subliminal speech priming technique examines a very early stage of lexical processing where phonological neighbors are not yet activated, or a two-pass system where neighbor activation has already decayed, and the cohort effect seen in experiment 3a represents a second-pass verification system. It should be noted that the phonologically related forms here do show a small, non-significant 6ms facilitation effect. Once again, we see the effects of root priming as larger than repetition priming. This remains unexpected.

One caveat must be applied here as well. All of the primes were real words. If there is a prime lexicality effect with the subliminal speech priming technique, we might expect non-words to produce facilitation since there would be no competition between forms at the lexical level. I address this issue in experiments 4a and 4b.

3.5 Experiment 4a: Roots without words

To what extent does the root need to be instantiated in an occurring word in order to produce priming? We have seen above (Experiments 2, 3a, and 3b) that mor-
morphological effects do not seem to be additive of phonological form and semantics. If nonwords can produce morphological effects, this suggests that morphemes have their own independent existence, since lexical effects can only come about when there is a lexical representation of some kind (as in Frost et al., 1997). To test whether non-words can prime real words, a number of novel coinages were produced. Novel coinages are a particular type of nonwords which are created with legal morphemes in combinations that are not already part of the speaker’s the lexicon. These novel coinages were created by using roots that occur as Form I words, but incarnating them in Form II patterns which were judged by one native speaker as possible but not occurring words. These novel coinages were thus plausible real words which displayed real roots (and real verbal patterns), but should not be solidly represented in the mental lexicon of Moroccan Arabic. Thus, these novel coinages test prime lexicality. If the root morpheme is independently represented in the lexicon, there should be priming effects from novel coinages. If the root morpheme cannot be activated by nonwords, it cannot be represented in the mind independent of real-word representations.

This experiment tests the experimental condition factor with three levels: repetition, control, root-related and the factor form II lexicality (Real, Nonce). Whether the form II version of the root exists may play a role in the morphological processing of the word. The design is thus $2 \times 3$.

This experiment shows that a word need not be an established member of the lexicon to produce priming, for novel coinages also produce root effects. However, there is a differential effect for real-word primes and new coinages, which suggests that these root effects are weak, like phonological priming.

3.5.1 Methods

The same methods as Experiment 2 were employed.
Table 3.7: Experiment 4a – Conditions

<table>
<thead>
<tr>
<th>Prime</th>
<th>Form II - Real</th>
<th>Target</th>
<th>Form II - Nonce</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id.</td>
<td>sʕəd ‘be happy’</td>
<td>sʕəd</td>
<td>hțər ‘talk nonsense, wander’</td>
<td>hțər</td>
</tr>
<tr>
<td>Cont.</td>
<td>səbbəq ‘do first, give in advance’</td>
<td>sʕəd</td>
<td>bləɣ ‘reach’</td>
<td>hțər</td>
</tr>
<tr>
<td>Root</td>
<td>səʕʕəd ‘make happy’</td>
<td>sʕəd</td>
<td>hattər Nonce Word</td>
<td>hțər</td>
</tr>
</tbody>
</table>

**Participants**

Participants were recruited in the same way as Experiment 2. 40 participants were recruited. Data was excluded from participants who reported being non-native speakers of Arabic (6), a history of abnormal hearing (1), who had less than 70% accuracy (5), or had a median reaction time of less than 500ms on the demographic questions (13, 4 of these having also been rejected for accuracy). This left 19 subjects in the analysis.

**Materials**

72 target words were selected to appear in six counterbalanced conditions. The identity condition is an exact repetition of the target. The theoretical root links items morphologically. An unrelated control represents the baseline for comparison. Crossed with this factor is Form II (Real, Nonce), a measure of prime lexicality. Half of the verbs have a well-established morphological relationship, while the other half do not. The conditions can be seen in Table 3.7. Nonword filler items were constructed in the same way as in Experiment 2. 10 real words (/ḥdət/, /fʒər/, /ḥbəl/, /ḥtər/, /nفəd/, /nhəq/, /nʒəṛ/, /nkəd/, /qṛəṭ/, and /xrəz/) and 18 nonwords did not achieve the 70% accuracy threshold and were eliminated from the analysis. The real word stimuli are presented in Appendix C.
Table 3.8: Experiment 4a – Means

<table>
<thead>
<tr>
<th></th>
<th>Onset</th>
<th></th>
<th>Offset</th>
<th></th>
<th>Percent Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nonce</td>
<td>Real</td>
<td>Nonce</td>
<td>Real</td>
<td>Nonce</td>
</tr>
<tr>
<td>Control</td>
<td>1144</td>
<td>1043</td>
<td>665</td>
<td>593</td>
<td>5.9</td>
</tr>
<tr>
<td>ID</td>
<td>926</td>
<td>843</td>
<td>463</td>
<td>934</td>
<td>0.8</td>
</tr>
<tr>
<td>Root</td>
<td>975</td>
<td>960</td>
<td>510</td>
<td>514</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Procedure

The procedure was identical to the one used in Experiment 2.

3.5.2 Results

The means of the experimental conditions can be seen in Table 3.8. 2.6% of the data was excluded as outliers. An interaction between Form II lexicality and the experimental condition was found at the root level \((Estimate = 84ms, SE = 25.756, t = 3.271, p < .002)\), but not for the basic models which did not include target duration \((p > .05)\)\(^2\) The full model measuring from offset was \textit{a priori} decided as the best model, but it should be noted that the target duration appears to moderate the interaction, so we may expect interaction to be subtle. The full model measuring from target onset also detects this interaction. The effect of the experimental condition at every level of form II lexicality must be examined to isolate these differential effects.

When only the words which have an existing form II neighbor are considered, the experimental condition is significant at the identity \((Estimate =

\(^2\)The basic offset model finds effects of repetition \((Estimate = -210ms, SE = 16.89, t = -12.433)\), root \((Estimate = -122ms, SE = 14.06, t = -8.668)\), and prime lexicality \((Estimate = -37ms, SE = 14.75, t = -2.510)\) while the onset model finds only effects of the repetition \((Estimate = -212.61, SE = 17.05, t = -12.47)\) and root \((Estimate = -123ms, SE = 14.12, t = -8.70)\) conditions. Both basic models include random slopes for the experimental condition.
-70ms, \( SE = 18.98, t = -8.991, pMCMC = 0.0001 \) and root (\( Estimate = 121ms, SE = 18.61, t = -6.511, pMCMC = 0.0001 \)) levels, as well as target duration (\( Estimate = 570ms, SE = 98.85, t = 5.772, pMCMC = 0.0001 \)). This root condition in this case contains real word primes, not novel coinages. For words whose form II neighbor is a novel coinage, both the identity (\( Estimate = -193ms, SE = 18.86, t = -10.287, pMCMC = 0.001 \)) and root (\( Estimate = -171ms, SE = 21.60, t = -7.898, pMCMC = 0.001 \)) conditions are significant, as well as target duration (\( Estimate = 236ms, SE = 107.66, t = 2.194, pMCMC = 0.290 \)). The inclusion of random slopes did not significantly improve the models.

While the pattern of significance is the same, the measures of effect size are dramatically different, suggesting this is the source of the interaction. An examination of the estimates of effect sizes for the full models, as well as the raw means, suggest that novel coinage root priming has an advantage over real word root priming. This may, however, be confounded by morphological family size effects.

Further post hoc effects support the differential behavior of the identity and control conditions for prime lexicality. When the root condition is examined alone there are no effects of form II lexicality (\( p > .05 \)), indicating that real and nonce primes may produce similar root priming effects. What differs is the identity and control conditions. When the root condition is excluded, there is a significant effect of form II lexicality (\( Estimate = -48ms, SE = 20.67, t = -2.331, pMCMC = 0.0201 \)) as well as target duration (\( Estimate = 859ms, SE = 93.62, t = 9.172, pMCMC = 0.0001 \)). When the root condition is excluded, form II lexicality measures morphological family size, and the existence of a form II family member means words are faster to identify than when the family is smaller.
3.5.3 Discussion

While the results of this experiment are not easy to interpret, novel coinage words do produce priming in their related forms. It is not clear, however, if this root priming is distinct from phonological priming, since nonwords are known to produce repetition effects in auditory priming tasks (Goldinger, 1996).

We also see the significant effects of prime lexicality and morphological family size. When a word lacks one of its most likely morphological relatives (e.g. its form II relative, the word is slower to identify. These results could be taken to mean that the root’s representation is strengthened based on the number of words it surfaces in (i.e., morphological family size), and that the access route based on the root is active when words are not controlled for frequency (a task which remains, at this time, impossible).

Furthermore, real word primes and nonword primes show no prime lexicality effect here, since there was no detectable difference when only the root condition was examined for effects of prime lexicality. So nonwords or novel coinages which share a root show morphological priming as the root in real words. For these novel coinages, we see that the root alone is enough to prime words, however, the effect sizes are quite different between real-word primes and novel coinages. This may suggest that there are different mechanisms behind these two effects.

I turn now to an investigation of these factors with the subliminal speech priming technique to see how they may differ when the primes are not consciously audible. Since the subliminal speech priming technique is not sensitive to phonological form effects, the morphological nature of the effects described here can be established or rejected.
3.6 Experiment 4b: Subliminal Prime Lexicality and Morphological Family Size

This experiment uses the same real-word prime-target pairs as experiment 4a with the subliminal speech priming technique. Following the overt auditory technique in experiment 4a, an effect is detected for new coinages from existing roots. Since phonological effects do not obtain with the subliminal speech priming effect (neither above in experiment 3b nor in Kouider and Dupoux, 2005), morphological effects from nonword primes would entail an independent lexical representation of these morphemes. The priming for novel coinages suggests that root representations are automatically extracted early in the word recognition process.

3.6.1 Methods

The same methods as Experiment 2 were employed.

Participants

Participants were recruited in the same way as experiments 3a and 3b. The target recruitment was set at 60 to get the target of 48 participants. Data was excluded from participants who reported being non-native speakers of Arabic (4), abnormal hearing (1), who had less than 70% accuracy (18), or a combination of these qualities. This left 38 subjects in the analysis.

Materials

As in experiment 3b, nonwords with poor performance (< 70% accuracy in experiment 3a) were replaced with new nonwords; otherwise the items were the same as experiment 3a. Eight of the real-word targets (/ʕrək/, /krəf/, /nfəd/, /nhəq/, /nkəd/, /qṛəṭ/, /ṛḍəx/, and /xrəz/) did not reach 70% accuracy and were eliminated from the analysis along with 21 nonwords.
**Procedure**

The procedure was the same as in experiment 3b.

### 3.6.2 Results

2.4% of the data was trimmed as outliers. The means appear in Table 3.9. No interaction between the experimental factors was detected ($p_{MCMC} = .0986$), regardless of whether the point of measurement was target onset or offset, and if quasi-experimental factors were included or not. There was no effect of Form II neighbors ($p > .5$) but the identity ($Estimate = -77ms, SE = 16.42, t = -4.700, p < .0001$) and root conditions ($Estimate = -57ms, SE = 17.03, t = -3.325, p < .001$) and target duration ($Estimate = -652ms, SE = 99.54, t = -6.550, p < .0001$) were significant. This suggests that a nonword prime can activate a real word. There was no effect of nonword filler repetition priming ($p > .05$).

The lack of effect of an existing form II neighbor is striking, particularly compared with experiment 4a in which the identity and control conditions see an effect of the form II family member (where a form II family member indicates a larger morphological family size). This null effect motivates a post-hoc analysis, in which the targets with real form II family members and those without are analyzed separately. If there is no effect of an existing or non-existant form II neighbor, identical results with a post-hoc analysis should confirm this fact.

When only the targets with real form II family members are analyzed, there are indeed significant effects for the Identity ($Estimate = -93ms, SE = 23.71, t = -3.920, p < .0001$) and Root conditions ($Estimate = -78ms, SE = 26.80, t = -2.912, p < .005$) as well as target duration ($Estimate = -610ms, SE = 140.43, t = -4.341, p < .0001$) with the experimental condition as a random slope. For the targets without extant form II family members, however, we see a different pattern. The identity condition is significant ($Estimate = -56ms, SE = 18.2287, t =$
Table 3.9: Experiment 4b – Means

<table>
<thead>
<tr>
<th></th>
<th>Onset Nonce</th>
<th>Real</th>
<th>Offset Nonce</th>
<th>Real</th>
<th>Percent Error Nonce</th>
<th>Real</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>979</td>
<td>979</td>
<td>519</td>
<td>535</td>
<td>2.1</td>
<td>2.6</td>
</tr>
<tr>
<td>ID</td>
<td>935</td>
<td>898</td>
<td>471</td>
<td>453</td>
<td>1.6</td>
<td>1.7</td>
</tr>
<tr>
<td>Root</td>
<td>958</td>
<td>911</td>
<td>491</td>
<td>463</td>
<td>1.9</td>
<td>1.8</td>
</tr>
</tbody>
</table>

$-3.097, p < .003$) as well as target duration ($Estimate = -731ms, SE = 149.5967, t = -4.884, p < .0001$) and order of presentation ($Estimate = -0.39ms, SE = 0.1781, t = -2.164, p < .04$), but not the root related condition ($Estimate = -33ms, SE = 17.8590, t = -1.857, p > .05$).

This post-hoc analysis suggests that words with larger morphological family sizes are quicker to be identified than those with smaller morphological families, and that nonce words may not activate their real-word family members.

Furthermore, the lack of priming for novel coinage primes in the post-hoc analysis also shows that subjects distinguish compressed form II verbs (with gemination) from their compressed form I counterparts. While these two forms may sound similar when compressed, subjects this experiment detects a difference between the two prime types. If subjects were unable to distinguish geminated (form II) verbs from nongeminated (form I) verbs, we would expect subjects to show facilitation in the Form II condition, as the near phonetic match would be mapped to its closest lexical item. The lack of an effect in the Form II - Nonce condition, however, leaves no doubt that subjects heard these two forms as distinct.

3.6.3 Discussion

In contrast to supraliminal auditory priming in experiment 3a, the subliminal technique suggests one of two things. Either a) that morphological family size does not
play a role lexical access with the subliminal speech priming technique and the root is an independent entity with phonological content, or b) that only real-word primes facilitate their related targets. Given the lack of significance for form II relatives in the main analysis, it is reasonable to assume that an analysis such as that of Frost et al. (1997) is correct, and that roots do have phonological content which can be activated from nonce words.

These contrasting results show a need to use a variety of techniques to investigate auditory word recognition. Since the subliminal technique avoids the confound of non-lexical processes—shown by the absence of nonword repetition effects—it should be given priority in examining the structure of the lexicon: nonword repetition, by definition, must reflect a non-lexical process (e.g. memory, pure phonology, etc).

One additional result of this experiment is the differential effects of form II priming with real words and nonce words, compared to identity priming in the post-hoc analysis. Form II nonce words did not prime their related form I real words, but those same real words showed repetition priming. Subjects can, indeed, distinguish between the compressed form I and form II primes. Of course, the two verb forms differ not only in gemination, but also in syllable structure. But these differences, to the non-native speaker, might seem rather slight when words are uniformly compressed to 240ms. Nonetheless, this experiment shows repetition—but not form II priming for form I real words when the related form II prime is not a real word.

The results of this experiment suggest that either morphological family size does not play a role lexical access with the subliminal speech priming technique and the root is an independent entity with phonological content, or that only real-word primes facilitate their related targets. I assume that a root-based analysis—such as Frost et al. (1997)—is correct, and that roots do have phonological
content which can be activated from nonce words. If this interpretation is correct, we expect that any root-related word should demonstrate priming. I turn next to test this hypothesis.

3.7 Experiment 5

3.7.1 Methods

The same methods as Experiment 2 were employed.

Participants

Participants were recruited in the same way as experiment 2. 86 subjects were recruited in an attempt to get 48 total subjects. Data was eliminated from subjects who were nonnative speakers (4), reported a history of hearing problems (1), reported not using headphones (2), responded to demographic questions with less than 500ms median reaction time (1), achieved greater than 70% on a post-test of prime awareness, did not achieve 70% accuracy (42), or a combination of these factors leaving data from 34 participants.

Materials

53 roots were selected which each appear in the three fundamental patterns in Moroccan Arabic: Form 1 (CCοC), Form 2 (CοCCοC), and Form 3 (CaCοC). Each root was tested with the target as its Form 1 family member or the form 2 family member. This target form factor was crossed with the experimental condition. Each root was tested in four experimental conditions. The first of which is the identity condition, where the prime is a repetition of the target. The second is the common relative: when the target is the form 1 family member the prime is form 2, and vice versa. Forms 1 and 2 are the most commonly occurring forms in the lexicon. The
Table 3.10: Experiment 5 – Conditions

<table>
<thead>
<tr>
<th></th>
<th>Form 1 Target</th>
<th>Target</th>
<th>Form 2 Target</th>
<th>Prime</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>ʔəhm ‘understand’</td>
<td>ʔəhm</td>
<td>ʔəhm</td>
<td>ʔəhm</td>
<td>ʔəhm</td>
</tr>
<tr>
<td>Control</td>
<td>ʔerek ‘go away to war’</td>
<td>ʔəhm</td>
<td>ʔerek</td>
<td>ʔəhm</td>
<td>ʔəhm</td>
</tr>
<tr>
<td>Close Relative</td>
<td>ʔəhm ‘make understand’</td>
<td>ʔəhm</td>
<td>ʔəhm</td>
<td>ʔəhm</td>
<td>ʔəhm</td>
</tr>
<tr>
<td>Distant Relative</td>
<td>ʔəhm ‘understand one another ’</td>
<td>ʔəhm</td>
<td>ʔəhm</td>
<td>ʔəhm</td>
<td>ʔəhm</td>
</tr>
</tbody>
</table>

Third is the less common relative, where the form 3 family member is the prime. Finally, there is an unrelated control to serve as the baseline. Primes and targets may include a /t-/ prefix which, in general, reduces the number of arguments by one (i.e., distinguishing passives from actives, reflexives from reciprocals, or inchoatives from causatives). Whenever a forms without the prefix was available, that was chosen. The real word stimuli are presented in Appendix E.

Eleven of the roots had targets which did not attain 70% accuracy and all target items from those roots (ʕyn, ʕda, ʕwd, lqa, lzm, myl, nwb, qyl, ḳwn, hda, and xwa) were excluded from the analysis.

Procedure

The procedure was the same as in experiment 3b.

3.7.2 Results

2.4% of the data was trimmed as outliers. The means appear in Table 3.11. An interaction was detected between the target form factor and the subjects’ reported socioeconomic status (SES) was detected. When the 12 low SES subjects (who reported that neither they nor their parents attended university) are analyzed, there is no effect of the experimental condition ($p > .05$) or the target form fac-
Table 3.11: Experiment 5 – Means

<table>
<thead>
<tr>
<th></th>
<th>Onset</th>
<th></th>
<th>Offset</th>
<th></th>
<th>Percent Error</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1 Target</td>
<td>F2 Target</td>
<td>F1 Target</td>
<td>F2 Target</td>
<td>F1 Target</td>
<td>F2 Target</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>847</td>
<td>993</td>
<td>396</td>
<td>427</td>
<td>2.0</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td>ID</td>
<td>796</td>
<td>921</td>
<td>341</td>
<td>359</td>
<td>2.3</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>R1/2</td>
<td>802</td>
<td>895</td>
<td>351</td>
<td>327</td>
<td>2.2</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>R3</td>
<td>836</td>
<td>911</td>
<td>391</td>
<td>349</td>
<td>1.7</td>
<td>2.6</td>
<td></td>
</tr>
</tbody>
</table>

tor ($p > .05$), though the means suggest that there may be a further interaction of these two factors.

When the high SES subjects were analyzed, an interaction between the experimental condition and the target form was detected. When only the form 1 targets are analyzed, there is a significant effect of the identity ($Estimate = -79 ms, SE = 25.73, t = -3.088, pMCMC = 0.0020$) and near related (i.e., form 2 relative, $Estimate = -56 ms, SE = 24.80, t = -2.275, pMCMC = 0.0258$) conditions, as well as target duration ($Estimate = -496 ms, SE = 163.36, t = -3.038, pMCMC = 0.0010$) but not the distantly related condition (i.e., form 3 relative, $Estimate = -10 ms, SE = 24.69, t = -0.416, pMCMC = 0.6452$). This indicates that Form 3 verbs do not prime their form 1 counterparts for high SES subjects. When the form 2 targets were analyzed, however, a different pattern of results is seen. Identity ($Estimate = -89 ms, SE = 28.23, t = -3.160, pMCMC = 0.0024$), the Form 1 near relation ($Estimate = -124 ms, SE = 27.81, t = -4.453, pMCMC = 0.0001$), the form 3 distant relation ($Estimate = -116 ms, SE = 29.09, t = -3.989, pMCMC = 0.0004$), and target duration ($Estimate = -447 ms, SE = 169.92, t = -2.633, pMCMC = 0.0050$) were all significant. There was no effect of repetition for nonword filler items ($p > .05$) with condition as a random slope for subjects).
A post-hoc analysis coded the primes for number of syllables and the inclusion of the t-prefix but neither of these were significant ($p > .05$ in both cases).

These results indicate that, rather than simply accessing a root representation directly from a full word form, subjects seem to access related family members through distinct routes, but not all the routes are equal. Form 2 targets are readily accessed from hearing any family member, but form 1 targets are not accessed after hearing a form 3 family member. It is also interesting to note the effect sizes differ dramatically between the two forms. While target duration is present in the model, the two verb forms are inherently of different lengths.

Furthermore, the interpretation of the results of experiment 4b cannot be correct, if every morphologically related form does not activate a root representation. The prediction of a theory with a root element is that the root links to each family member equally, regardless of which form activates the root. The alternate theory, that nonwords are mapped to their nearest phonological neighbor is appealing, despite the lack of phonological priming in experiment 3b. Alternately, a network model may prove fruitful, with differently weighted connections between each member of the paradigm. In order to account for the facilitation of nonce words in experiment 4b, a network could have a root element with phonological content that is a weak route to access.

It is also interesting to note that the results of this experiment show that form II verbs primed by form I are faster to identify than form I verbs primed by form II and also faster than repetition priming for either form I or form II verbs. This contrasts the similar results in experiments 3a and 3b where form II verbs primed form I verbs to a greater extend than repetition priming.

Nothing can be said currently of the low SES subjects, since no effects obtained for them. It is interesting to note, however, that some aspect of education may influence the processing of morphologically related forms like this. (though see
Table 3.12: Summary of Experiments 1, 3a, 3b, 3a, and 4b

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Effect Tested</th>
<th>Methodology</th>
<th>Facilitation?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Semantics</td>
<td>Regular</td>
<td>No</td>
</tr>
<tr>
<td>3a</td>
<td>Phonology</td>
<td>Regular</td>
<td>Yes</td>
</tr>
<tr>
<td>3b</td>
<td>Phonology</td>
<td>Subliminal</td>
<td>No</td>
</tr>
<tr>
<td>3a</td>
<td>Novel Coinages</td>
<td>Regular</td>
<td>Yes</td>
</tr>
<tr>
<td>4b</td>
<td>Novel Coinages</td>
<td>Subliminal</td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>Pattern Types</td>
<td>Subliminal</td>
<td>Mixed</td>
</tr>
</tbody>
</table>

experiment 6b in chapter 4)

3.8 General Discussion

The results of all six experiments are summarized in Table 3.12. Semantic effects do not obtain with the overt priming technique. Phonological effects obtain with the over technique, but not the subliminal technique. Novel coinages do show root priming effects. Each pattern, however, does not show the same effects of root priming.

While evidence from linguistic performance cannot directly show evidence for linguistic competence, we can use the results of psycholinguistic experiments to help refine linguistic theories since the process of auditory word recognition and lexical access must reflect some aspects of lexical representation and organization. The results of these experiments argue for a morphological family organization in Moroccan Arabic, but not a root as an independent lexical entity speech-perceptionwise.

First, these priming experiments show that morphological relations are detectable in Moroccan Arabic when subjects are not aware of the prime, at least among the most productive forms. Semantic or phonological relations, however,
do not show facilitation in the subliminal speech priming technique. The fact that the semantics of a word is not activated in the lexical decision task is, perhaps, unsurprising. Even in visual lexical decision, semantics are not activated, though the semantic categorization task does show effects with visual masked priming (Forster, 2004). This suggests the possibility of a similar task effect, where the meaning of a word is irrelevant for identifying it. Phonological effects, at least in terms two-thirds overlap in root consonants, likewise do not obtain with the subliminal technique whereas they do obtain with the overt technique.

The major conflict in these results, is the results of experiment 4b and experiment 5. Experiment 4b shows that novel coinage primes can activate their real-word morphological relatives, which suggests a phonologically contentful root element in the system. Experiment 5 shows that form 3 verbs (of the CaCeC type) do not prime their form 1 (CCeC) counterparts, which is not predicted by a root theory. If the interpretation of experiment 4b is correct, we expect that roots should be accessed from hearing any word in a morphological family. This does not appear to be the case, however. If the results of experiment 5 are correct, we expect a word-based hypothesis may be correct, such that a network of words (i.e., a morphological paradigm) may have different, direction-specific, connection weights between words. The word-based theory, however, would predict no facilitation from non-existant forms since they are not well established in the speaker’s lexicon of phonological forms. Nonetheless, the root theory’s predictions are clear and it seems more likely that the morphological cluster theory may prove fruitful.

The post-hoc analysis of experiment 4b revealed no statistical evidence of novel coinages priming their real-word counterparts, but this fact may have be due to the reduced power. There was a 33ms non-significant effect which suggests that novel coinages do facilitate reaction to their root-related family members. There was not, however, any evidence of an effect of morphological family size in experiment
4b, as there was in experiment 4a, which is surprising. Since there are strong morphological family size effects in non-priming visual lexical decision tasks in Hebrew (Moscoso del Prado Martín et al., 2005) and the supraliminal task in experiment 4a, it seems odd that there would be no effect in experiment 4b. This experiment, then, deserves replication in a laboratory environment to see if the results hold.

Sociolinguistic factors also affect the reaction time for the lexical decision, but the target and prime durations appear more influential by and large. Some aspect of family education seems to interact. These inconsistent sociolinguistic effects may be because the sociolinguistic factors have been added in post-hoc, rather than being controlled and manipulated. It is also important to remember that both prime and target duration not only represent the time it takes to pronounce the word in question, but also a number of other lexical factors—e.g. frequency (Gahl, 2008), neighborhood density, or morphological family size—or even sociolinguistic factors related to an individual’s dialect. Further research is needed to see exactly how these lexical factors are related to the word’s duration, and future research that can quantify these attributes may refine the models presented above. See the next chapter for a further discussion on this matter.

A model of morphological priming, however, must take all of these factors into account. Abstracting away from sociolinguistic factors, we need a model that allows for non-words to activate real words and also for words in a family to differentially activate their family members. The basic model of root priming is developed by Frost et al. (1997) and shown in Figure 3.2. Each word in a morphological family can activate the root, and each root then activates the rest of the family members. This model appears untennable, however, given the results of experiment 5. As shown in Figure 3.3, there is no reason to suspect that a root would differentially allow access to any forms. Thus, in Figure 3.3 the form 2 /ketteb/ has a route to form 1 /kteb/ but form 3/kateb/ has no access to form 1 /kteb/.
Figure 3.2: The Root Access Route (Frost et al., 1997) – Upon hearing the segments /k/, /t/, and /b/, the root representation becomes activated, which activates the word family containing ktəb, kəttəb, kateb, ktab, etc.

Lexemes

\[
\begin{align*}
\text{ktəb} & \quad \text{kəttəb} & \quad \text{kateb} & \quad \text{ktab} \\
\end{align*}
\]

Root

\[
\sqrt{ktb}
\]

Phonemes

\[
/kəttəb/
\]

Figure 3.3: The problem with the root access route is the two pathways below are predicted to be identical, whereas experiment 5 shows there is no route to /katəb from /ktəb on the right.

Lexemes

\[
\begin{align*}
/kətəb/ & \quad /kəttəb/ & \quad /katəb/ & \quad /kəttəb/ & \quad /katəb/ \\
\end{align*}
\]

Root

\[
\sqrt{ktb}
\]

Phonemes

\[
/kəttəb/ \quad /kəttəb/
\]
Figure 3.4: The phonological lexicon is organized in a network, where connections need not be bidirectional. The form 3 prime /katəb/ is not immediately linked to the form 1 target /ktəb/.

The lack of root access to each form is a major problem for a root theory of access. Instead, a word-based theory of access can allow for this, shown in Figure 3.4. In a morphological-cluster theory there are no connections between the form 1 and form 3 family members. Thus, the input activates its exact match and up to one connected family member in the network in the phonological lexicon. This allows from 2 to activate form 3, but form 1 will not activate form 3.

The problem with a word-based model, of course, is that it cannot account for nonce forms activating real words. Experiment 3b showed that near phonological matches do not facilitate one another with the subliminal priming technique, but perhaps a much closer phonological relationship would allow nonwords to activate real words. Thus, the nonword */hetter/ may activate the existing word /hter/ because the unrecognized phonological form is mapped to its nearest match. Real words, having an exact match, as in experiment 3a and 3b, would not have this property because an exact match does exist. The difference in priming between existing and nonce words in the post-hoc analysis of experiment 4b supports this conjecture. It is worth noting that all of the primes in experiments 3a and 3b were existing words, and the lexical system’s primary function is to identify established words of the lexicon. It may not be surprising if unattested phonological forms are
mapped to their closest match, but this remains to be tested.

An alternative to a morphological cluster model would be the inclusion of a root element which includes phonological content, but is only activated by novel coinages. This is not entirely implausible since the lexical system must identify novel words or words used in novel ways, such as puns or novel coinages. It does, however, seem odd that a root morpheme would be accessible only by novel coinages and not existing words like /kateb/ which should be linked to its root √ktb. Additionally, lower facilitation levels of experiment 4a for the novel coinage condition seems to indicate that regular phonological processes may be sufficient for this sort of mapping, as in experiment 3a. Thus, a phonological near match is a more plausible solution to this problem.

Another alternative to the morphological cluster model is the supraliminal root theory, shown in Figure 3.5. This model is directly opposed to strictly feed-forward theories like MERGE (Norris et al., 2000), but allowing for the existence of a root-representation above the word-level is appealing on other grounds. A supralexical theory of the root allows for root effects. This theory, however, suffers the same problems as Frost et al. (1997)’s root access route, which does not predict the lack of priming between form 1 and form 3 as in experiment 5.

A morphological cluster or word-based system is also suggested by Frost et al. (1997). Such a system, shown in Figure 3.4, lacks an explicit root representation. Instead, morphologically related words are represented in the same strata. Activation of one word in the morphological cluster (e.g. /kattab/) spreads activation within the level to related items (e.g. /ktab/) with little inhibition between family members. Frost and colleagues discard this theory based on bare root activation. While they find no priming for novel coinage roots in a derived verbal pattern (Hebrew הפעיל /hiCCiC/), they do find it with the presentation of three root consonants in isolation, whether or not those consonants represent an existing word
Figure 3.5: The Supralexical Root Access Route – The phonemes /k/, /ə/, /tː/, /ə/, and /b/ activate the word form /kəttəb/, which activates the root √ktb. The root, in turn, sends top-down feedback to related words ktəb, kateb, ktəb, etc.

Lemma Level

Lexeme Level

Phoneme Level /k/ /ə/ /tː/ /ə/ /b/

of the lexicon. Auditorily, however, a bare root consisting of three consonants is impossible to pronounce. If the root consonants are syllabified and given a neutral vowel (i.e., /ə/) we arrive at the Moroccan Arabic forms /ktəb/ or /kəttəb/, which are as close to bare roots as auditorily possible. Furthermore, the current experiment presents only the root consonants, there could be no confusion for a root extraction system about which consonants belong to the root and which may belong to a prefix or suffix as in the Hebrew form הכתיב [hixtiv] (from the root √ktb with spirantization of coda consonants).

The cluster analysis is still tenable from the perspective of activation and inhibition. In activation-based models, the neuropsychological currency is activation and inhibition, where activation flows between levels and inhibition flows within levels. Since there appear to be no phonological effects with the subliminal speech priming technique (cf. experiment 3b and Kouider and Dupoux, 2005, for French), activation would presumably flow from one phonological word-form to
another. Inhibition must flow primarily between morphological families, rather than within, though some forms within a morphological family (i.e., form 1 and form 3) may still inhibit one another. It may be unexpected, from the lexical access point of view, for entire morphological families to be activated at once. Given that each family member fits a very specific morphosyntactic context (noun, transitive verb, intransitive verb, reflexive verb, etc.), entire family activation may fit well with a syntactic processing account.

Next, it is important to note that the lack of priming between phonologically related forms with the subliminal speech priming technique may be unexpected given current theories of speech perception. The COHORT model (Marslen-Wilson and Tyler, 1980) and later Neighborhood Activation model (Luce and Pisoni, 1998) is based on the phonological neighborhood effects, where all (or most) of a target word’s phonological neighbors are activated. Additionally, there is evidence that a phonetic and phonological similarity may have inhibitory effects, as well as facilitatory effects (Slowiaczek and Hamburger, 1992; McQueen et al., 1995, among others). Facilitatory or inhibitory phonological effects appear to hold at the supraliminal level, but not the subliminal level. This represents another dramatic divergence of the vision and audition system, since orthographic form priming is ubiquitous in visual masked priming. Auditorily we see repetition and morphological effects without phonological form effects. It may be that the one-segment different relationship (see experiments 3a and 3b) is too coarse for Moroccan Arabic speakers, but the French data (Kouider and Dupoux, 2005) with one-segment added did not show effects either. The lack of a phonological neighbor effect indicates a quick exact match process, and a much slower phonological activation process. This slower phonological search may function as a back-up system which helps speakers parse mispronunciations, word errors, or jokes. This swift exact-matching process should also be investigated in typologically differ-
ent languages, particularly agglutinative and polysynthetic languages with a high morpheme-to-word ratio to see if those languages show differential effects. The need for a phoneme-recognition level in models of speech perception (See the model in chapter 1) is also questioned by the lack of a cohort effect. Further investigation of the time-course of auditory lexical activation, both with behavioral data from compressed speech and neurophysiological measurements may clarify the cohort effect and what role it should play in theories of speech perception.

Finally, it is odd to note that root effects may be stronger than repetition effects. These models lack data on word and root frequency, neighborhood density, and morphological family size, all of which may contribute to a word’s reaction time. We might expect the inclusion of one or more of these qualities in the model to adjust the measure of effect size. If they do not, the model must then account for the odd fact of morphological priming exceeding repetition priming.

3.9 Conclusion

This chapter presented evidence from a series of six experiments that question a root-based theory of the lexicon in Moroccan Arabic: morphological priming effects are strong and not equivalent to semantic or phonological effects, but they are not uniform as predicted by a root-based theory. Thus, a word-network or morphological cluster theory is more appealing, despite suffering from a potentially problematic account of nonce word priming. While morphological effects are strong, they may not be best interpreted as root effects, which involve the triconsonantal root taken from linguistic theory. We must assume that a root does not exist as a strong phonological entity. If a root has phonological content, it is only immediately activated by novel coinages, whereas existing words do not use the root as an access route.

These facts suggest a type of multiple route theory of lexical access. Exact
matches in phonological form are quickly processed, and these words activate (or fail to inhibit) all of their morphological family members. This route is quite rapid. A second, slower route, can be accessed via the phonological form alone—a near match. This route is detectable with supraliminal auditory priming, but not subliminal auditory priming.

The question of phonological content in the root is worth further exploration. Can closer phonological relationships activate root representations? And are root representations the triconsonantal entities suggested by philologists? The next chapter addresses this question by examining the priming effects of the so-called “weak” roots which do not display precisely three surface consonants in all their forms.
4.1 Introduction

While chapter 3 marshaled evidence showing that the root plays an early and vital role in speech perception for speakers of Moroccan Arabic, the root may not exist independently of the words it is incarnated in. Experiment 5 in chapter 3 shows that form I, II, and III verbal patterns do not produce equal priming effects for each other. Because we expect a root representation to prime all of its related forms equally, we are lead to the conclusion that there is not a root representation that is accessed directly from phonological input. That is to say, there may be decomposition in terms of analysis—words are recognized as words and then their morphemes are recognized—but not the synthesis or interdigitation of root and pattern. The primary unit of speech perception in Moroccan Arabic is not the root, but the word. While this is not predicted from item-and-arrangement theories of morphology (e.g., McCarthy, 1981; Hudson, 1985, among others), it is still in-line with realizational theories of morphology (Anderson, 1992; Beard, 1995; Blevins, 2006).

There remains the question of the content—whether semantic or phonological—of the root. How are morphological families defined? There is a paradox here, because phonological effects seem to be absent with the subliminal speech priming technique, but morphological families are defined by phonological and semantic regularities. Phonology seems to play a role in developing morphological representations, but the root relationship appears to be dissociated from any phonological
content. In chapter 3, I tested strong roots, showing that the traditional description of the consonantal root fares well in terms of auditory word recognition, but only for more frequent forms. In this chapter, I test the representation of the root with weak roots, to investigate how morphological families are defined. These weak roots all deviate from the strong, triconsonantal type of root which was used each experiment in chapter 3. Five experiments test relationships between weak roots to determine whether or not phonological similarity of consonants alone is enough to cause facilitation, or if there is some underlying morphological or phonological structure to the root relationship. These weak roots are important for demonstrating the phonological form of the root, because each member of the morphological family may not display a consistent phonological shape.

Weak roots in Semitic languages are those associated with stems which do not consistently display three surface root consonants. A lack of three surface consonants is most common when one of the consonants appears in some stems as a glide or vowel: historically, constraints against a variety of vowel and glide sequences may have resulted in elision or contraction of the sounds in some forms. Etymologically, hollow verbs like /mat/ ‘he died’ may derive from */mawit/ (Watson, 2002; Holes, 2004), though many consider the glide to be an insertion from an originally biconsonantal form */mat/ (cf. Huehnergard, 2004; Lipiński, 2001; Agmon, 2010, among others). Weak verbs in Moroccan Arabic only deviate from strong roots by including glides or vocalic elements, or in terms of gemination of a root consonant in some forms. Hebrew, on the other hand, shows assimilation of /n/ and a following adjacent consonant (e.g., Hebrew יפל /nafal/ ‘he fell’ and יפל /yipal/ ‘he will fall’ (< */yippal/ < */yinpal/) with lenition of /p/ to [f] in the former and but not in the latter). Many Semitic languages—Hebrew and Amharic included—also show weaknesses in the so-called guttural consonants, where Amharic ሼፋ /s’af-a/ ‘he wrote’ is historically related to ከጭፋ /mas’haf/ ‘book’ (and Arabic
صحافة /ṣaḥaafa/ ‘journalism’). These are the alternations that call into question the root as a synchronic construct. Here, I use the terms etymological root to indicate the root whose surface consonants are not consistent, where etymology (among other factors) suggests a vocalic or abstract semi-vocalic segment as part of the root. I contrast the etymological root with the synchronic root, which is a root representation which focuses just on the consonants and phonological surface form (cf. Davis and Zawaydeh, 2001). Thus, the synchronic root is a root theory that ignores the possibility of abstract or variable root segments, taking the root of the hollow verb /mat/ as √mt rather than the etymological √mwt. To what extent does the history of a morpheme influence its synchronic representation? Is there enough synchronic evidence for speakers to develop a root representation based on abstract segments? In Moroccan Arabic, roots are constructed despite vicissitudes in the surface forms of words.

Moroccan Arabic shows three broad classes of weak roots: hollow roots with vocalic or semi-vocalic segments medially (i.e., /ban/ √byn ‘it appeared’), lame roots with vocalic or semi-vocalic segments finally (i.e., /bna/ √bny ‘he built’), and geminate roots whose final segment is doubled (i.e., /səbb/ √sbb ‘he insulted’). A fourth type of non-canonical root is the quadriconsonantal roots (i.e., /bəsməl/ ‘he said “in the name of God”’), which follow the CəCCəC template with four root segments. Priming effects between these classes of root illuminate the degree to which morphological relations are abstract. While the results of experiments 3a and 3b (see Chapter 3) suggest that phonological similarity alone is not enough to cause priming, the phonological relationships tested in this chapter are much closer than the relationship tested in experiment 3a and b.

Synchronically, one need not assume that a root contains any elements other than consonants. Take, for example, a verb displaying a hollow root like /mal/ ‘it rocked’. In the imperfect the stem changes /i-mil/ ‘it is rocking’ to include a high
vowel. Furthermore, related forms, such as the form II transitive verb /məyyəl/ ‘he rocked (something), tilted (something)’ show a semivowel /y/ as the medial root segment. It is not clear, on synchronic analysis, why the stem should include the vowel /a/ in the perfective third person, /i/ in the first or second person perfective, and /y/ in the geminated form. From an etymological or historical perspective, we may say that the original or inserted semi-vowel becomes a vowel on the surface because forms like *[myəl] violate phonological or phonotactic constraints relating to semivowels: either prohibiting consonant-glide clusters in verb forms, or glides in a non-geminated word-medial onset. An abstract interpretation is that the stem may have a semi-vowel as a root segment. Alternately, it is well known in Arabic that some roots take certain theme vowels (Holes, 2004). In Classical Arabic, form I (CvCvC-) verbs may take the /a_a_a/ A-pattern, the /a_i_/ I-pattern, or the /a_u_/ U-pattern. The U-pattern is often seen in stative verbs, but not all stative verbs show the U-pattern. While the I-pattern often is used with verbs of psychological state, motion, or bodily functions, membership in the I-pattern class of verbs is likewise not guaranteed based on semantics, as /xaraj-a/ ‘he exited’ and /daxal-a/ ‘he entered’, verbs of motion in the A-pattern, show. Likewise, /xaṭif-a/ ‘he grabbed’ does not seem to fit the generalization for the I-pattern. A synchronic analysis might take the consonants of /mal/ as the root √ml and assume an associated theme vowel or theme glide as needed. This hypothesis has a different level of abstraction, because the semi-vowel is not considered phonological content per se.

In the experiments reported in this chapter, I will contrast root relations based on the etymological root (e.g., √myl)—which includes an abstract vowel or glide—with the synchronic or consonant-only root √ml. Distinct weak root types might show a similar synchronic root (e.g., /ban/ and /bna/ share the surface consonants /bn/ but do they share one root √bn or display two distinct roots (√bmn and √bny)?

Weak roots are often called *biliteral* roots, emphasizing the spelling with two
consonantal graphemes. There is some evidence that suggests these weak roots may not be triconsonantal, in so far as vocalic elements must be assumed to be underlying or consonants missing. The lame verbs, those which do not display a third root consonant, have been analyzed as including a vocalic element. Watson (2002) gives three reasons that lame roots are, at best, historically related to glide-final roots in San‘ani and Cairene Arabic: 1) while glide-final roots are said to contain both /w/ and /y/, only /y/ ever surfaces, 2) the long vowel resulting from historical contraction is now used in other morphophonological contexts, and 3) monophthongization of diphthongs may no longer be a synchronic process. These arguments also appear to apply to Moroccan Arabic. There are no words where a purported underlying final root glide surfaces. The full vowel of /qra/ ‘he studied, read’ changes to /i/ in /qrit ‘I studied, read’ but the suffix is also /-it/ in geminated verbs like /ḥabbīt/ ‘I loved’ /ktəb/ ‘he wrote’ and /ktəbt/ ‘I wrote’. If the suffix were simply /-t/ we would expect schwa epenthesis as in */ḥabbət/ for ‘I loved’. The /-it/ suffix for first person singular has been extended from lame verbs (CCa) to geminate verbs (CəCː). And diphthongs occur in some forms like /kayn/ ‘there is’. Thus, it is worthwhile to contrast consonantally identical weak roots (e.g., the /ban/ and /bna/ types share their consonants). These roots may share a morphological family based on surface root consonants alone, or not if speakers consider vocalic or semi-vocalic elements as part of the root.

I continue to assume here, for the convenience of discussion, that roots may be phonologically identified and the etymological theory of the root tells us the phonological shape of the root. This is in line with theories like Arad (2005) and McCarthy (1981). Thus, the root for related forms /ktəb/ and /ktəb/ and /kəttəb/ is /ktəb/ and the root of /mal/, /i-mil/, and /məyyəl/ is /myəl/. Roots could be equally

---

1This is actually the feminine form for ‘she loved’ where the suffix is /-t/.
well identified numerically, with each root assigned a unique number (e.g., $\sqrt{532}$) or a description based on the general semantic meaning of the family (e.g., $\sqrt{\text{write}}$). The consonantal description is standard among Semiticists and clear. Nothing else is.

I focus first on hollow roots, since these are the most prevalent of the weak root types in Moroccan Arabic. These experiments answer the question: “Is the etymological definition of the root accurate to describe morphological families?” The answer, with a few caveats, is affirmative. Experiments 6a and 6b show that derived forms of hollow roots (the causative, denominal, or intensive Form II which is universally in the $\text{C}_a\text{CC}_a\text{C}$ pattern for strong and hollow roots) prime their non-derived weak family member (Form I in the $\text{CC}_a\text{C}$ pattern for strong or $\text{Ca}_C$ for weak roots) for most, but not all, speakers. Next, Experiment 7 shows that Moroccan hollow verbs do not have a null or empty “slot” in their medial position which can be filled by any consonant: vowels and semi-vowels are integral to defining morphological families. Experiments 8a and 8b test biconsonantal identity and shows that root consonants are encoded or represented in linear order with semi-vocalic elements. Thus morphological families are not defined by surface consonants alone since /ban/ and /bna/ fail to prime one another. Experiment 9 further tests biconsonantal identity, showing that roots do not simply contain underspecified morae, since consonantally identical verbs with a reduced vowel and gemination (e.g., /səbb/ ‘he insulted’) and verbs with full vowels but no gemination (e.g., /sab/ ‘he rebelled’) do not prime one another. Experiment 10 shows that, contrary to conventional thinking, roots with three consonants (e.g., /t-bənned/ ‘he was somewhat of a show-off’ $\sqrt{\text{bnd}}$) have a morphological relationship with words that contain four consonants (e.g., /bəndər/ ‘he played the bendir’ $\sqrt{\text{bndr}}$).
4.2 Experiment 6a: Root Strength

To what extent does the phonological form of the root interact with the morphology of the word? Do the “weak” roots, which do not consistently display three surface root consonants, behave like strong verbs which do display all their root consonants? Velan et al. (2005) showed that weak roots induce facilitation among family members visually in Hebrew for most cases (as in /nafal/ ‘he fell’ or the bare consonantal root /mapolet/ ‘landslide’). Experiment 6a tests a similar relation in Moroccan Arabic with hollow roots. The so-called hollow roots do not consistently display their medial root consonant. This means that Moroccan Arabic forms, like /ṭal/ ‘last, stay’ are phonologically quite divergent from related forms like /ṭəwwəl/ ‘prolong’. In experiments 3a and 3b we saw that near phonological matches did not produce priming effects, but that is not the case with these divergent forms. This experiment tests the experimental condition factor with three levels: Identity, Control, and Root related crossed with the two-level factor root strength (strong, weak). The design is thus $2 \times 3$.

This experiment will show whether or not weak roots, which do not consistently display three surface consonants, induce facilitation effects like strong roots do. If both strong and weak verbs pattern identically with the same significance in the morphological condition, we can conclude that the root representation for weak verbs includes a hidden consonant. If they do not show the same patterning, they must be stored differently.

4.2.1 Methods

The same methods as experiment 3a were employed.
Table 4.1: Experiment 6a – Conditions

<table>
<thead>
<tr>
<th>Strong</th>
<th>Target</th>
<th>Weak</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prime</td>
<td>Target</td>
<td>Prime</td>
<td>Target</td>
</tr>
<tr>
<td>Identity</td>
<td>sqəṭ 'be quiet'</td>
<td>sqəṭ</td>
<td>ṭal 'last, stay'</td>
</tr>
<tr>
<td>Control</td>
<td>ḍeŀlem 'make dark'</td>
<td>sqəṭ</td>
<td>ḟəbbəh 'mistake s.o. for s.o.'</td>
</tr>
<tr>
<td>Root</td>
<td>səqqəṭ 'make quiet’</td>
<td>sqəṭ</td>
<td>ṭəwwəl ‘lengthen, prolong’</td>
</tr>
</tbody>
</table>

Participants

Participants were recruited in the same way as experiment 3a with 40 participants recruited for this experiment. Data was excluded from participants who reported being non-native speakers of Arabic (4), abnormal hearing (1), whose median reaction time to demographic questions was less than 500ms (5), or who had less than 70% accuracy (12). Some subjects were excluded on multiple grounds. Data from 21 subjects was used in the analysis.

Materials

60 target words were selected to appear in six counterbalanced conditions. The identity condition is an exact repetition of the target. The morphological root condition is a word related via the root. The control condition is unrelated to the target. Crossed with this factor is root strength, so an equal number of weak verbs and strong verbs occur in each condition. Root strength, however, is a between-items factor, as a verb cannot have both a strong and weak root. In each case it is the form II verb (i.e., CaCCaC pattern) priming the form I (i.e., CCaC or CaC) verb. The manipulated conditions can be seen for the verbs /sqəṭ/ ‘be quiet’ (strong) and /ṭal/ ‘last, stay’ (weak) in Table 4.1. The real word stimuli are presented in Appendix F.
Table 4.2: Experiment 6a – Means

<table>
<thead>
<tr>
<th>Mean</th>
<th>RT Onset</th>
<th>RT Offset</th>
<th>Percent Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cont</td>
<td>ID</td>
<td>Root</td>
</tr>
<tr>
<td>Strong</td>
<td>1006</td>
<td>846</td>
<td>865</td>
</tr>
<tr>
<td>Weak</td>
<td>1056</td>
<td>862</td>
<td>842</td>
</tr>
</tbody>
</table>

Nonword filler items were constructed in the same way as experiment 2.

**Procedure**

The procedure was identical to the one used in experiment 2.

4.2.2 Results

The statistics were carried out just as in experiment 2 (see Chapter 3). Five real words (/_hal/, /ʒəd/, /lan/, /ṣat/, and /təm/) and 23 nonwords did not achieve the 70% accuracy mark after excluding subjects for accuracy and were excluded from the analysis. 3.4% of the data was excluded as outliers. The mean reaction times can be seen in Table 4.2.

No interaction of root strength and the experimental condition was detected ($p > .05$). Root strength ($Estimate = -82ms, SE = 21.83, t = -3.75, pMCMC = .0001$) was significant—with the strong level as the baseline—along with the repetition ($Estimate = -184ms, SE = 16.22, t = -11.36, pMCMC = .0001$) and root related ($Estimate = -182ms, SE = 16.24, t = -11.21, pMCMC = .0001$) conditions. Therefore both strong and weak verbs show the same patterns of priming for the identity and morphologically related conditions: words with roots which do not consistently show three surface consonants behave like words with roots that do. Furthermore, subjects access weak root verbs quicker than strong root verbs.
4.2.3 Discussion

Velan et al. (2005) found morphological effects for weak roots in Hebrew visual processing, but a different type of weak verbs was investigated: those with a weak initial consonant, rather than a weak medial consonant. This experiment confirms weak-verb results with auditory effects for hollow verbs in Moroccan Arabic. Here weak root priming is not only significant, but of the same magnitude as strong roots, unlike the visual analog. That is to say, hollow verbs prime their related forms just as strong verbs do, in supraliminal auditory priming. We can assume that morphological families for weak verbs are structured similarly to strong verbs. Thus, weak roots may have root morphemes in the same way as strong verbs.

4.3 Experiment 6b: Subliminal Root Strength

Experiment 6a showed that hollow verbs function like strong verbs in a supraliminal lexical decision task. This experiment is the subliminal speech priming variant of experiment 6a. If the priming in experiment 6a is purely phonological in nature, we would expect the effect to vanish with the subliminal technique (see experiments 3a and 3b). If the two words are, in fact, morphologically related, we expect to see priming in this experiment.

4.3.1 Methods

The same methods as experiment 6a were employed.

Participants

Participants were recruited in the same way as experiment 2. 60 participants were recruited. Data from 38 subjects was used in the analysis. One recruiter provided
most of the excluded data (14 subjects of 20) and low accuracy was the main reason for rejection.

**Materials**

The materials are the same as experiment 6b with the exception of the nonword filler items. The only difference in items is that some poorly performing nonwords (which did not receive 70% or higher correct responses) were swapped for new nonwords.

**Procedure**

The procedure was identical to the one used in experiment 3a (see chapter 3).

### 4.3.2 Results

Eleven words (/ʃaʕ/, /faṛ/, /lan/, /lqəf/, /mkən/, /nah/, /qam/, /ram/, /sas/, /ṣaṭ/, and /ṭaʕ/) and eighteen nonwords did not achieve the 70% accuracy mark and were excluded from the analysis. 2.0% of the data was discarded as outliers. The mean reaction times can be seen in Table 4.3. Interactions were detected between the related condition and root strength (*Estimate* = 67ms, *SE* = 24.795, *t* = −2.712, *p* < .01), root strength and dialect (*Estimate* = 64ms, *SE* = 30.666, *t* = 2.090, *p* < .05), root strength and socioeconomic status (SES, *Estimate* = 85ms, *SE* = 26.267, *t* = 3.255, *p* < .005), and target duration and socioeconomic status (*Estimate* = −292.749, *SE* = 131.323, *t* = −2.229, *p* < .05). Because socioeconomic status shows multiple interactions here, showed an interaction previously, and has a less extreme division of subjects (26 high, 12 low) compared to dialect (32 Rabat/Casablanca, 6 other) SES was selected for detailed analysis.²

²The basic models which do not consider quasi-experimental factors find interactions between root strength and both the identity (*Estimate* = −58ms, *SE* = 25.15, *t* = −2.294, *pMCMC* =
There was no effect of nonword repetition with only the condition (ID, Control) was considered \((p > .05)\) nor when root strength (weak, strong) was considered \((p > .05\) for both factors with no interaction).

For the 26 high SES subjects, the means (Table 4.4) and patterns of significance are similar to experiment 6a. Identity priming \((Effect = -88\text{ms}, SE = 15.3571, t = -5.752, p < .0001)\) and root priming \((Estimate = -62\text{ms}, SE = 15.3637, t = -4.061, p < .0001)\) effects obtain, but there is no effect of verb strength \((p > .05)\) with trial number as a random slope for subjects. There was an interaction of target duration and trial number \((estimate = -4\text{ms}, SE = 1.9786, t = -2.089, p < .05)\). Hollow verbs behave the same with respect to both subliminal and supraliminal techniques, at least for most participants.

For the 12 low SES subjects, however, a different pattern emerges. The means are presented in Table 4.5. Neither root strength \((p > .05)\) nor the experimen-
Table 4.4: Experiment 6b – High SES Means

<table>
<thead>
<tr>
<th></th>
<th>RT Onset Cont</th>
<th>RT Onset ID</th>
<th>RT Onset Root</th>
<th>RT Offset Cont</th>
<th>RT Offset ID</th>
<th>RT Offset Root</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong</td>
<td>892</td>
<td>850</td>
<td>863</td>
<td>460</td>
<td>415</td>
<td>433</td>
</tr>
<tr>
<td>Weak</td>
<td>1007</td>
<td>869</td>
<td>895</td>
<td>467</td>
<td>334</td>
<td>366</td>
</tr>
</tbody>
</table>

Table 4.5: Experiment 6b – Low SES Means

<table>
<thead>
<tr>
<th></th>
<th>RT Onset Cont</th>
<th>RT Onset ID</th>
<th>RT Onset Root</th>
<th>RT Offset Cont</th>
<th>RT Offset ID</th>
<th>RT Offset Root</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong</td>
<td>1022</td>
<td>983</td>
<td>1053</td>
<td>591</td>
<td>551</td>
<td>613</td>
</tr>
<tr>
<td>Weak</td>
<td>1037</td>
<td>1006</td>
<td>966</td>
<td>498</td>
<td>467</td>
<td>457</td>
</tr>
</tbody>
</table>

tal condition \((p > .05)\) obtain with the full model measuring from target offset, though the basic offset model detects effects of root strength \((Estimate = -116ms, SE = 21.71, t = -5.338, pMCMC = .0001)\). Likewise the full onset model detects effects of root strength \((Estimate = -78ms, SE = 24.048, t = -3.237, pMCMC = .0018)\). The basic onset model detects repetition priming \((Estimate = -46ms, SE = 20.793, t = -2.234, pMCMC = .0310)\) but not the related condition \((p > .05)\). Trusting the full model measuring from target onset, the effects for low SES subjects are too muddled to make any claims.

Nonetheless, the congruence between the majority of subjects (High SES) in experiment 6b and the subjects in experiment 6a suggests that the shape of hollow roots does involve some form of abstract medial segment, at least for most speakers, and the root relationship is defined in terms of the root phonology. I turn now to determine if this is simply an abstract slot that can be filled with any consonant (suggested by the results presented by Deutsch et al. (1998)), or if the

---

3Along with effects of uncompressed prime duration \((Estimate = 312ms, SE = 103.219, t = 3.026, pMCMC = .0026)\) and an interaction of age and target duration \((Estimate = -22ms, SE = 9.733, t = -2.276, pMCMC = .0248)\)
abstract segment has specific phonological content.

4.4 Experiment 7: The middle of Hollow Roots

In visual studies of Hebrew, hollow roots did not show pattern priming unless a ‘dummy’ consonant was added into the middle (Deutsch et al., 1998). That is, words which do not display three surface root consonants do not produce pattern priming, but nonwords with three root consonants do, though the visual results in Hebrew are not always consistent on this point Frost et al. (1997); Deutsch et al. (1998); Velan et al. (2005). Experiment 7 similarly tests whether roots have an abstract “hollow” medial segment or if it is specified to be a particular segment. Pairs of words like /dab/ ‘it dissolved’ √dwb and /dərrəb/ ‘he trained’ √drb are tested, where the initial and final consonants are identical, but the medial root segment differs and one member of the pair is hollow. The experimental condition factor (ID, Related, Control) was crossed with Priming Direction (Weak-Strong, Strong-Weak) for a 3 × 2 design.

4.4.1 Methods

The methods employed are identical to experiment 3b.

Participants

Participants were recruited in the same way as experiment 3b. 60 participants were recruited. Data was excluded from participants who reported being non-native speakers (6), unable to give consent (1), failing to achieve the 70% accuracy mark (28), or achieving greater than 70% accuracy on the post test of prime awareness (6), or a combination of these reasons. Data from 28 of the participants was included for analysis.
Table 4.6: Experiment 7 - Conditions

<table>
<thead>
<tr>
<th>Identity</th>
<th>Weak-Strong Prime</th>
<th>Weak-Strong Target</th>
<th>Strong-Weak Prime</th>
<th>Strong-Weak Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>dab 'it dissolved'</td>
<td>dab</td>
<td>dab</td>
<td>dab</td>
<td>dab</td>
</tr>
<tr>
<td>Control</td>
<td>sməʕ ‘he heard’</td>
<td>dab</td>
<td>sməʕ</td>
<td>dərrəb</td>
</tr>
<tr>
<td>Related</td>
<td>dərrəb ‘he trained’</td>
<td>dab</td>
<td>dab</td>
<td>dərrəb</td>
</tr>
</tbody>
</table>

Table 4.7: Experiment 7 – Means

<table>
<thead>
<tr>
<th></th>
<th>Onset</th>
<th></th>
<th>Offset</th>
<th></th>
<th>Percent Error</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hollow Target</td>
<td>Strong Target</td>
<td>Hollow Target</td>
<td>Strong Target</td>
<td>Hollow Target</td>
<td>Strong Target</td>
</tr>
<tr>
<td>Control</td>
<td>947</td>
<td>968</td>
<td>446</td>
<td>507</td>
<td>1.8</td>
<td>1.6</td>
</tr>
<tr>
<td>Identity</td>
<td>874</td>
<td>891</td>
<td>369</td>
<td>430</td>
<td>1.9</td>
<td>1.8</td>
</tr>
<tr>
<td>Related</td>
<td>917</td>
<td>972</td>
<td>411</td>
<td>502</td>
<td>1.4</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Materials

72 prime-target pairs were constructed, and 72 nonword prime target pairs were used as filler. Examples of the pairings are shown in Table 4.6. The real word stimuli are presented in ??.

Procedure

The procedure was identical as the one used in experiment 3b.

4.4.2 Results

Sixteen real word targets (/yab/, /had/, /har/, /bxəs/, /fəggəd/, /fərrəz/, /ʒfəl/, /lam/, /lan/, /ləqqəħ/, /maʒ/, /naħ/, /qas/, /tʃəm/, /ʃqəl/, and /xʃan/) and 15 nonword targets did not achieve 70% accuracy and were excluded from the model. 2% of the data was discarded as outliers. The mean reaction times can
be seen in Table 4.7. No interactions were detected. The experimental condition is only significant for the identity condition \((\text{Estimate} = -74ms, SE = 14.74, t = -5.004, p_{MCMC} = .0001)\) but not the related condition \((\text{Estimate} = -17ms, SE = 14.60, t = -1.194, p_{MCMC} = .2224)\). The direction of priming was not significant \((p > .05)\) for any model. Target duration \((\text{Estimate} = 518ms, SE = 109.75, t = 4.716, p_{MCMC} = .0001)\) and original prime duration \((\text{Estimate} = 1017ms, SE = 85.75, t = 11.854, p_{MCMC} = .0001)\) were also significant. The means suggest there may be a related priming effect when only hollow verbs are considered as targets, but this is not born out by a post hoc test \((p > .05)\).

There is an effect of nonword repetition \((\text{Estimate} = -39ms, SE = 19.72, t = -1.964, p < .05)\).

4.4.3 Discussion

First, there is no priming between hollow verbs and strong verbs which share their first and last consonants. The subliminal speech priming technique appears to be insensitive to phonological relations, but sensitive to morphological ones. Thus, the word pairs in the related condition do not appear to be morphological related. Deutsch et al. (1998) tested this effect for pattern priming, not root priming. That is, do weak roots in the basic pattern like /mal/ prime strong roots in the basic pattern like /ktəb/, or Hebrew /katav/? In Hebrew, pattern priming was not seen between strong and weak roots of the same pattern (modulo the fact that the patterns were not identical on the surface since the weak consonants alter the graphic similarities between forms). Further visual results in Hebrew suggest that weak roots can (but do not always) produce root priming Velan et al. (2005). The lack of phonological form priming is not entirely unexpected in light of experiment 3b (see Chapter 3), where phonological form effects do not obtain though they did with the overt priming technique in experiment 3a. There is no root extraction
process during lexical retrieval that simply targets the first and last segments of hollow roots. Hollow roots without three consistent consonantal segments are not “hollow” in this sense. We can conclude there is something in the middle of hollow roots, which supports a representation with a vocalic or semi-vocalic medial segment. This could be a glide segment, as is commonly assumed (e.g., McCarthy, 1981), or a set of possible segments as in Hudson (1985, 1986).

It is also interesting that prime’s original duration is significant since each prime was compressed to 240ms. Here, the prime duration factor must represent a lexical factor akin to word frequency, neighborhood density, or morphological family size. It is well known that lexical factors such as these may correlate with a word’s pronunciation, where less frequent words (for example) may be pronounced slower or more carefully than more frequent words (e.g., Gahl, 2008).

Since hollow roots are not related to strong roots, I turn now to test whether different pairs of weak roots can be related purely by their regularly occurring surface consonants.

4.5 Experiment 8a: Biconsonantal Roots

Do weak verbs privilege their consonants? That is to say, are the so-called hollow verbs and the so-called lame verbs represented in terms of their consonants, or does the root’s glide or vowel also play a role? Word pairs like /ban/ ‘it appeared’ (\(\sqrt{bym}\)) and /bna/ ‘he built’ (\(\sqrt{bny}\)) show a close phonological relationship: these words are consonantally identical but they differ in the location of their vowel akin to methathesis or a transposed segment. Transposed letter effects have been studied recently with visual masked priming (e.g., Andrews, 1996; Perea and Lupker, 2003; Perea et al., 2003; Grainger and Van Heuven, 2003; Schoonbaert and Grainger, 2004, among others), so it makes sense to test root-consonant transposition as a near phonological or root relationship. Experiment 7 uses the supralim-
inal auditory technique and tests the factor *Phonological Form* with three levels: Identical, Unrelated, and Related. The design is thus $1 \times 3$. The related condition, like that tested above in Experiment 7, represents a potential root relationship. If the relationship is similar to identity priming, it is likely to be a morphological relationship. If it is about half the size of the identity relationship, the related condition is likely to be just a phonological relationship.

This experiment supports the results of the previous experiments (3a, 3b, 6a, 6b, and 6) by testing a different phonological relationship. Weak verbs are often represented with a vowel or semivowel as a root segment; this experiment tests the primacy of the consonants over vowels and the order of vocalic root segments. Verbs like /bən/ (\(\sqrt{bym}\)) and /bna/ (\(\sqrt{bny}\)) are tested for phonological priming, since their phonological relationship is much closer than that tested by experiments 3a and 3b.

4.5.1 Methods

This experiment uses the supraliminal auditory priming technique. The same methods as experiment 3a were employed. Items from experiments 3a were used as filler items for experiment 7a and vice versa.

**Participants**

Participants were recruited in the same way as experiment 2. 86 subjects were recruited. Data was eliminated from subjects who reported being nonnative speakers (7), a history of hearing problems (3), not using headphones (2), with a median RT to demographic questions less than 500ms (10), low accuracy (13), or some combination thereof leaving 66 subjects in the study.
Table 4.8: Experiment 8a - Conditions

<table>
<thead>
<tr>
<th></th>
<th>Prime</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>ban ‘seem’</td>
<td>ban</td>
</tr>
<tr>
<td>Control</td>
<td>ṣḥḍəṛ ‘show up’</td>
<td>ban</td>
</tr>
<tr>
<td>Related</td>
<td>bna ‘build’</td>
<td>ban</td>
</tr>
</tbody>
</table>

Materials

36 target words were selected to appear in three counterbalanced conditions. The identity condition is an exact repetition of the target. The control is unrelated, and the phonological condition shares the consonants of the theoretical weak root, but not their order. Thus /ban/ has the root $\sqrt{bVn}$ where the medial segment of the root is vocalic or semivocalic, and /bna/ has the root $\sqrt{bnV}$, so they share the consonants [b] and [n] but not a root. Phonologically speaking, these verbs differ by metathesis of the (semi-)vocalic root segment. The real word stimuli are presented in Appendix H.

Four real word items (/ḥma/, /nah/, /ṛam/, and /sba/) and 15 nonword targets did not reach the 70% accuracy mark and were excluded from the analysis.

Nonword filler was constructed in the same way as experiment 2.

Procedure

The procedure was identical as the one used in experiment 2 with the supraliminal auditory technique.

4.5.2 Results

2.3% of the data was trimmed as outliers. The means are shown in Table 4.9. Significant effects of the identity ($\text{Estimate} = -153ms, SE = 11.90067, t =$
### Table 4.9: Experiment 8a – Means

<table>
<thead>
<tr>
<th>Mean RTs</th>
<th>Control</th>
<th>Identity</th>
<th>Related</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT Onset</td>
<td>994</td>
<td>782</td>
<td>854</td>
</tr>
<tr>
<td>RT Offset</td>
<td>465</td>
<td>330</td>
<td>405</td>
</tr>
<tr>
<td>Percent Error</td>
<td>3.9</td>
<td>2.6</td>
<td>2.1</td>
</tr>
</tbody>
</table>

$-12.841, p_{MCMC} = .0001$, related ($Estimate = -85ms, SE = 11.95510, t = -7.089, p_{MCMC} = .0001$), as well as prime duration (measured in seconds, $estimate = -877ms, SE = 66.50232, t = -13.190, p_{MCMC} = .0001$) obtain. An interaction between age and trial number was detected, but is orthogonal to the effects of interest ($Estimate = -0.1ms, SE = 0.01929, t = -5.084, p_{MCMC} = .0001$). Models considering only the experimental condition or measuring from the target onset show the same pattern of significance in the experimental condition.

#### 4.5.3 Discussion

Form priming obtains, but the effect size is much lower than for identity priming. Morphological effects (even for the same types of words as in experiments 3a and 3b in chapter 3) are similar in significance and magnitude to identity priming, whereas phonological priming is about half the size of identity priming in experiment 3a (see chapter 3). Because of the difference in magnitude of the effects, we may conclude that the representations of /ban/ and /bna/ are suitably different at the morphological level that there is only phonological priming for similar sounds. Thus, /ban/ and /bna/ do not instantiate biconsonantal roots as such (e.g., $\sqrt{bn}$), but a vocalic or semivocalic element shapes the root (e.g., $\sqrt{bym}$ and $\sqrt{bny}$). If there is no priming effect between these forms with the subliminal technique (see experiment 8b), then this interpretation will be confirmed.
4.6 Experiment 8b: Subliminal Biconsonantal Roots

This experiment is the subliminal speech priming version of 7a. If there is no priming in the related condition, we can conclude that the reduced priming effects of experiment 7a are purely based on phonological form. If not, these etymologically distinct roots will be shown to be synchronically related.

4.6.1 Methods

The same methods as experiment 6a were employed.

Participants

Participants were recruited in the same way as experiment 3b. 50 subjects were recruited. Data was excluded from subjects who reported being non-native speakers (7) or did not achieve the 70% accuracy mark (12) with some overlap between the two. Data was analyzed from 33 participants.

Materials

As experiment 7a. Nonwords which did not have 70% accuracy in Experiment 7a were replaced with other nonwords.

Procedure

The procedure was identical to the one used in experiment 7a.

4.6.2 Results

Seven words (/haf/, /fda/, /ʒal/, /naḥ/, /ɾam/, /sah/, and /sba/) and 14 nonwords did not achieve the 70% accuracy mark and were excluded from the anal-
Table 4.10: Experiment 8b – Means

<table>
<thead>
<tr>
<th>Mean RTs</th>
<th>Control</th>
<th>Identity</th>
<th>Related</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT Onset</td>
<td>974</td>
<td>924</td>
<td>9768</td>
</tr>
<tr>
<td>RT Offset</td>
<td>536</td>
<td>482</td>
<td>527</td>
</tr>
<tr>
<td>Percent Error</td>
<td>7.1</td>
<td>5.7</td>
<td>6.9</td>
</tr>
</tbody>
</table>

Analysis. 2.4% of the data was discarded as outliers. The means are shown in Table 4.10. The experimental condition was significant, but only the identity condition differed significantly from the control ($Estimate = -52ms, SE = 19.349, t = -2.685, p_{MCMC} = .0070$). There was no effect of for the related condition ($p > .05$), suggesting the effect in experiment 7a is purely phonological. Target duration (measured in seconds, $estimate = -867ms, SE = 107.853t = -8.036, p_{MCMC} = .0001$) was also significant. There was no effect of repetition for nonwords ($p > .05$).

4.6.3 Discussion

Just as the phonological condition from experiment 3a is absent in experiment 3b, we see here that the phonological effect vanishes with the use of the subliminal speech priming technique. Morphological root effects do obtain with the subliminal speech priming technique, which suggests that there is no structural relation between /ban/ and /bna/. While transposed letter effects are common visually, transposed segments in auditory word recognition can show phonological form effects (see Experiment 7a), but only at later stages.

Nonword repetition at the 240ms level suggests that this compression rate is near the limit of human perception. It is not clear what factors may affect nonword repetition, not why nonword repetition effects obtain without phonological effects. Further research may distinguish whether these effects are phonological or related
to episodic memory. Perhaps nonwords show phonological effects because there is no word-level interference, or these nonwords are easier to encode in episodic memory because they have fewer surface segments.

4.7 Experiment 9: Hollow and Geminate Roots

Some roots with only two surface consonants show gemination in the basic Form I pattern (i.e., /səbb/ ‘he insulted’) rather than a full vowel as in /ban/ ‘it seemed’ and /bna/ ‘he built’. McCarthy (1981) argues that these roots are truly biconsonantal, with the second consonant showing gemination when needed to fill out the prosodic template. Like experiments 7a and 8b, experiment 8 tests consonantal and vocalic representations to see if the etymological definition of the root is instantiated in the mind. This experiment tests pairs like /səb/ ‘he rebelled’ (\(\sqrt{s\text{yb}}\)) \(\sim\) /səbb/ (\(\sqrt{sb}\)), which differ minimally on the surface (i.e., a full vowel versus a geminated consonant) but greatly in terms of their roots. Experiment 8 uses the subliminal speech priming technique to test the factor experimental condition with three levels Identity, Control, Related in a \(1 \times 3\) design. As with experiments 6, 7a, and 8b the related condition may represent phonological form or a morphological relation. If there are priming effects for the related condition, we expect it is a morphological relation. If there are no effects for the related condition, it must represent phonological form since the subliminal speech priming technique is not sensitive to these phonological form effects. Since experiments 3a/b, 4a/b, 6a/b, 6, and 7a/b have shown there are not phonological form effects and given the limitations of time and money, this experiment only uses the subliminal speech priming technique and was not tested with the supraliminal technique.
Table 4.11: Experiment 9 - Conditions

<table>
<thead>
<tr>
<th></th>
<th>Prime</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>sab ‘he rebelled’</td>
<td>sab</td>
</tr>
<tr>
<td>Control</td>
<td>hrək ‘he went to war’</td>
<td>sab</td>
</tr>
<tr>
<td>Related</td>
<td>səbb ‘he insulted’</td>
<td>sab</td>
</tr>
</tbody>
</table>

4.7.1 Methods

This experiment uses the subliminal speech priming technique with the same methods as experiment 3b. Experiments 9 and 10 were run concurrently, thus the items in this experiment were used as distractors in Experiment 10.

Participants

Participants were recruited in the same way as experiment 3b. 65 subjects were recruited. Data was excluded from subjects who reported being non-native speakers (4), did not achieve the 70% accuracy mark (36), or achieved 70% or higher on the post-test of prime awareness. 28 subjects were used in the analysis.

Materials

21 prime-target pairs were created in which the surface consonants were identical between related prime and target but differed in terms of consonant gemination or full [a] vowel. This is shown in Table 4.11. The real word stimuli are presented in ??.

Procedure

The procedure was identical to the one used in Experiment 7b.
Table 4.12: Experiment 9 – Means

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>Related</th>
<th>Identity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Onset</td>
<td>952</td>
<td>933</td>
<td>873</td>
</tr>
<tr>
<td>Offset</td>
<td>399</td>
<td>382</td>
<td>325</td>
</tr>
<tr>
<td>Percent Error</td>
<td>10.6</td>
<td>11.8</td>
<td>5.9</td>
</tr>
</tbody>
</table>

4.7.2 Results

Five real word targets (/guwwəd/, /huwwəl/, /muwwən/, /sab/, and /ṣar/) did not achieve 70% accuracy and were excluded from the analysis. 3.2% of the observations were excluded as outliers. The mean reaction times can be seen in Table 4.12. No interactions were detected. The experimental condition was significant, but only for the identity condition ($Estimate = 76ms, SE = 21.29, t = -3.575, pMCMC = .0010$). The phonological condition did not obtain ($Estimate = -18ms, SE = 20.71, t = -0.863, pMCMC = .4002$). Target duration (measured in seconds, $estimate = -568ms, SE = 205.62, t = -2.761, pMCMC = .0094$) was also significant. There was also a significant effect of repetition for non-words ($Estimate = -53ms, SE = 23.67, t = -2.245, p < .05$).

4.7.3 Discussion

These results are not unexpected, given the results of lack of phonological form priming with the subliminal speech priming technique. In this experiment there is no priming between geminate and hollow verbs. This indicates that the relation tested here is one of phonological form, not morphology. This further indicates that the etymological definition of the root appears to be synchronically instantiated in the mind, and that subtle differences between word-forms are distinguishable with the subliminal speech priming technique.
One last pair of relations to test is between words with four root consonants and those with only three.

4.8 Experiment 10: Quadraconsonantal Roots

While most roots of the language contain three (or sometimes two) consonants, other roots display four consonants. These words provide a natural way to test extreme phonological similarity between words: a triconsonantal root may be wholly contained within a quadric consonantal root. Such extreme phonological similarity should show whether word relations might be purely phonological. This experiment tests whether words with four root consonants prime words with only three root consonants. The experimental factor has three levels: Control, Identity, and Related. The related condition tests the potential relationship between roots of three and four consonants. If priming obtains, it should be a morphological relationship. If there is no priming, we can assume the overlap in consonants is just a relation of phonological form.

4.8.1 Methods

This experiment uses the subliminal speech priming technique and uses the same methods as experiment 3b. Experiment 10 was run concurrently with experiment 8, thus the items in experiment 8 served as distractors for this experiment.

Participants

Participants were recruited in the same way as experiment 3b. 65 subjects were recruited, data was excluded from subjects who reported being non-native speakers (4), subjects who did not achieve 70% accuracy (36), and subjects who achieved
Table 4.13: Experiment 10 - Conditions

<table>
<thead>
<tr>
<th>Prime</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>bəssəm 'he made someone smile'</td>
</tr>
<tr>
<td>Control</td>
<td>ɣṭəṣ ‘to submerge, disappear’</td>
</tr>
<tr>
<td>Related</td>
<td>bəsməl 'he said “in the name of God” ’</td>
</tr>
</tbody>
</table>

greater than 70% accuracy on a post-test of prime awareness. This left data from 28 subjects in the analysis.

Materials

44 prime-target pairs were selected to appear in three conditions: identity, control, and related. Related prime words were chosen to display four root consonants. Three of the root consonants in the target words overlap with the prime’s consonants, in linear order. Thus, a word with four consonants $\sqrt{C_1C_2C_3C_4}$ primed words with root consonants $\sqrt{C_1C_2C_3}$ or $\sqrt{C_2C_3C_4}$. This is shown in Table 4.13 with the target /bəssəm/ $\sqrt{bsm}$. Verbal form was not controlled for. The real word stimuli are presented in Appendix J.

Procedure

The procedure was identical to the one used in experiment 3b.

4.8.2 Results

Seven real words (/bəssəm/, /bʒeɣ/, /hənnəd/, /nəggər/, /rəbbəd/, /rəggəb/, and /rfd/) and two nonwords did not achieve the 70% accuracy level. 2.3% of the data was excluded as outliers. The experimental condition was significant for both the
Table 4.14: Experiment 10 – Means

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>Related</th>
<th>Identity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Onset</td>
<td>966</td>
<td>891</td>
<td>930</td>
</tr>
<tr>
<td>Offset</td>
<td>491</td>
<td>423</td>
<td>458</td>
</tr>
<tr>
<td>Percent Error</td>
<td>3.0</td>
<td>3.5</td>
<td>3.5</td>
</tr>
</tbody>
</table>

identity \((Estimate = -72ms, SE = 14.87, t = -4.831, p_{MCMC} = 0.001)\) and related \((Estimate = -32ms, SE = 14.92, t = -2.176, p_{MCMC} = 0.0296)\) conditions. The mean reaction times can be seen in Table 4.14. In addition, target duration \((\text{measured in seconds, estimate} = -412ms, SE = 123.91, t = -3.326, p_{MCMC} = 0.001)\) is significant. This suggests that there is a close relationship between verbs with four root consonants and those which share three of those consonants.

A post-hoc test examined the overlap between the quadriconsonantal prime and the triconsonantal target, to see if there was a difference between prime-target pairs whose prime shared the initial three consonants versus the final three consonants. There was no effect \((p > .05)\) of which consonants overlap; the first three and last three consonants primed equally.

There was an effect of nonword repetition \((Estimate = -68ms, SE = 13.06, t = -5.212, p < 0.0001)\) with condition as a random slope for subjects. Because of the number of distinct target patterns in this experiment, a post-hoc analysis including nonword form \((F1, F2, F3, F9)\), number of phonemes in target \((\text{numeric})\), full vowel in target \((\text{yes, no})\), and number of syllables \((\text{monosyllabic, bisyllabic})\) were conducted. There was no interaction with the experimental condition for the first three factors \((p > .05\) in each case\), but number of syllables did interact with the experimental condition \((Estimate = -47ms, SE = 20.50, t = -2.305, p < .05)\) with condition as a random slope for subjects. Analyzing the monosyllabic words \((\text{forms I and IX})\), there are significant effects of repetition...
(Estimate = −45 ms, SE = 14.43, t = −3.142, pMCMC = .0018) and target duration (Estimate = −384 ms, SE = 182.34, t = −2.107, pMCMC = .0322). Analyzing only the bisyllabic words (forms II and III), there are significant effects of repetition (Estimate = −97 ms, SE = 14.62, t = −6.647, pMCMC = .0001), SES (Estimate = −99 ms, SE = 47.57, t = −2.075, pMCMC = .0250), and target duration (Estimate = −607 ms, SE = 208.28, t = −2.916, pMCMC = .0036). While there is facilitation in both cases, there is a stronger facilitation effect of forms II and III, which are also faster for high SES subjects to recognize.

4.8.3 Discussion

Compared to the previous results, these results are quite odd. This subliminal experiment suggests that quadriconsonantal roots prime triconsonantal roots which are wholly contained within the quadriconsonantal root. What we have here is an exact consonantal match, though the prime root has an additional consonant in it. This holds when the target root overlaps with the first three consonants of the prime or the last three. Quadriconsonantal roots, then, are organized in the same lexical space or via the same root morpheme as triconsonantal roots. Note that these are root similarities, not just phonological form since words were not controlled for the morphological pattern (i.e., basic form I–CCəC, geminated form II–CəCCəC, or full voweled form III–CaCəC). The meaning of the roots likewise seems to play no role here (cf. Experiment 2 in chapter 3).

A purely phonological explanation for this result seems implausible. Recall that all the primes in these experiments were compressed to 240ms, so quadriconsonantal and triconsonantal prime words are equal in terms of duration. No other phonological effects were detected in these experiments with the subliminal speech priming technique (which is used for this experiment) for real words, despite strong phonological similarity. Likewise, semantic effects were not found
with the supraliminal technique. One might suspect, however, that if the quadri-
 consonant primes are either not established in the lexicon or only weakly estab-
 lished, they may show a type of phonological priming similar to novel coinages as 
in experiment 4b (see chapter 3). It is unlikely that quadri consonantal to tricon-
 sonantal root priming is an effect of speech segmentation. Phonological effects 
of one-added phoneme did not obtain in Kouider and Dupoux (2005) with prime-

The alternative explanation is that quadri consonantal roots are stored in the 
same morphological space or via the same root morpheme as triconsonantal roots, 
which refutes the etymological theory of the root for these forms. A structural re-
 lationship between quadri consonantal roots and triconsonantal roots is not pre-
dicted by formal theories, and this merits further investigation.

The nonword repetition results suggest that some difference between the 
clearly bisyllabic forms (II and III) and the others (forms I and IX), results in a 
nonword being processed by the system. There may be some aspect of these de-
rived templatic forms which makes them more easily recognizable as word-like, 
or an earlier stage of phonological processing at work for these forms.

4.9 General Discussion

The etymological definition of the root fares quite well in behavioral tests. Mor-
 phological families of weak verbs seem to be based on the presence of vowels and 
semivowels, not simply the stable surface consonants. Furthermore, linear order 
of the segments are important. Simply sharing consonants between phonological 
word-forms is not enough to produce priming (except in Experiment 10); it is the 
morphological structure itself that seems to do it. As seen in the previous chapter, 
however, real words are required to produce this morphological priming. As such, 
these roots, while important for lexical access, have phonological content but no
independent sublexical representation.

There are two caveats to the etymological definition of the root. First, the etymological root does not define morphological families for all subjects. In experiment 6b, the low SES subjects did not show root priming effects. For these subjects, the etymological definition of the root did not predict their behavior with derived hollow root pairs (e.g., /ban/ and /bəyyən/). This disparity indicates that, while subjects may speak the same language, they might not process it in the same way. A morphological cluster theory becomes appealing in light of these results, as all subjects could simply develop different morphological clusters for each word family based on factors like frequency, neighborhood density, semantics, etc. This disparity may be the result of the subject’s sociolinguistic environment but further research is needed to determine what factors influence these cognitive and behavioral differences.

The second caveat is the results from quadriliteral primes in Experiment 10. Since none of the other experiments detected phonological effects with the subliminal technique for real words, it would be surprising if quadriliteral primes produced phonological priming in words whose root consonants are contained within the quadriliteral prime. This suggests that the morphological organization of the lexicon has a triconsonantal basis (both for linguistic and psycholinguistic models), and quadric consonantal roots are organized with their triconsonantal neighbors. That is to say, any given quadric consonantal root \( \sqrt{C_1 C_2 C_3 C_4} \) is really organized with the morphological families \( \sqrt{C_1 C_2 C_3} \) and \( \sqrt{C_2 C_3 C_4} \). It is implausible that this is an artifact of the technique and the segmentation of the speech stream; Kouider and Dupoux (2005) tested the one-phoneme-added phonological relationship and found no effects. Participants are likely expecting already-segmented phonological lexemes in the experiment, since the stimuli that subjects hear are all complete phonological word-forms. Furthermore, the stimuli were controlled at the level.
of root consonants, not for prefixes or medial gemination. Therefore, there is less phonological overlap between these form (e.g., /bəsməl/ and /bəssəm/ differ in terms of gemination of the /s/ and inclusion of the /l/).

The fact that the etymological definition of the root is so successful at predicting facilitation effects suggests that morphological families are constructed with some phonological component, though phonological similarity alone (see experiment 3b in chapter 3) is not enough to account for the facilitation shown here. How can we make sense of the facts that phonology alone does not activate root representations, yet morphological families seem to be defined based on very abstract triconsonantal representations?

One unexpected results of the experiments presented here is that three of the five subliminal speech priming experiments found an effect of nonword repetition priming when primes were compressed to 240ms (experiments 7, 9, and 10). We expect that chance should produce significant nonword priming effects occasionally, but there may be some hidden factors that influence nonword repetition. The post-hoc analysis of experiment 10 suggests that the clearly bisyllabic forms (II and III) show more facilitation than the others (forms I and IX). This difference in facilitation, along with the socioeconomic status of the subjects, hint that there may be lexical factors (i.e., form frequency) and sociolinguistic factors that influence the early and automatic processing of phonological word forms.

The consistent morphological effects discovered here argue in favor of phonologically-defined morphological families, but not necessarily for a phonological component for a root representation, or even a root representation at all. First, if there was a phonological component to a root representation, we should still see root priming from any given word in a family to any other word. This does not obtain (see experiment 5 in chapter 3). Second, a phonological component to a root representation seems somewhat redundant for a model of speech per-
ception. If phonological word-forms are stored, morphemes may be intermediate representations linked to those phonological word-forms without any individual phonological content *per se*. There is no behavioral evidence with the subliminal speech priming technique, which appears to be sensitive to the earliest stages of word recognition, that supports a direct link between phoneme representations and the root. Even some formal theories, such as Distributed Morphology (*Halle and Marantz, 1994*) or A-morphous Morphology (*Anderson, 1992*) do not require morphemes with phonological content at all. Realizational theories of morphology take morphemes to be abstract elements which can be manipulated apart from their phonological realization.

In a morphological cluster theory (see chapter 3), where there are no root representations, there cannot be any phonological content to the root because there are no root representations, merely root relationships. Sound-meaning correspondences may be used by children while acquiring the language. While phonology may influence the shape of the lexicon (i.e., developing root representations or morphological clusters), the adult grammar need not be identical to the child’s developing grammar. Thus, phonological similarity may be discarded as unnecessary once morphological families are established by the learner. If the language system learns to identify things such as medial gemination (a causative, intensive, or denominationalizing morpheme), it must do so in such a way that it knows the related forms, which are only consonantal. The observation that Semitic languages use strict prosodic templates (*Bat-El, 1994, 2003; Ussishkin, 1999, 2005*), gives us a clue as to the statistical regularities that children may notice while acquiring root representation. Thus the system bins /ban/ with /bəyyən/ together, just as it bins /ktəb/ and /kəttəb/. There is no need to explicitly store additional phonological forms, but rather to link existing ones somehow.

Linguists have long known that Modern Hebrew novel coinages are word and
consonant-based (Ravid, 1990; Bat-El, 1994; Ussishkin, 1999), with novel coinages being largely based on the existing consonants (and sometimes vowels) of base words. The consonants are fitted to the Hebrew templatic pattern, so this may appear to be a type of ‘root extraction’, but we need to clearly distinguish between roots as historical vs. synchronic entities, and roots which have phonological content. Principled listing of historical forms provides a clear explanation for the preservation of formerly productive systems (Blevins, 2004). Novel forms in Hebrew, however, violate spirantization and preserve consonant clusters which show clear links to base words (Ravid, 1990; Bat-El, 1994). Furthermore, the presence of semi-vowels or reduplication is predictable from the base form as well (Ussishkin, 1999). Theorists who argue for consonantal roots are those who assume a 1:1 correspondence between phonological and morphological elements or have a desire to derive existing words from roots (e.g., McCarthy, 1981; Arad, 2005; Faust and Hever, 2010). If roots do not have phonological content, the argument against the root (Bat-El, 1994, 2003; Farwaneh, 2007; Ratcliffe, 1997; Schluter, 2007; Ussishkin, 1999, 2005, 2003) is avoided. Unlike the generative mixed position, suggesting that some words are derived from other words while others are derived from roots Arad (2005); Faust and Hever (2010), we can simply assume historical forms are preserved in the lexicon Blevins (2004) and novel forms are generated from new words.

Without phonological content for roots, the adult grammar would need to make use of existing phonological word-forms in the coinage of new words. This is a testable prediction, which Ussishkin (1999) and Bat-El (1994) explored. Borrowings into Modern Hebrew are fitted to the templatic morphological system based not upon extracted root consonants, but the phonological form of the borrowing: productive forms are built from existing words, not roots. This is similarly testable with native vocabulary from polysemous roots. If speakers are presented
with novel coinages (of the type used in experiment 4b in chapter 3), a root theory would predict subjects could assign any meaning within the semantic domain of the entire morphological family. If the word theory is correct, speakers would base the meaning of the novel coinage on existing forms, probably the most frequently occurring member of the family or perhaps the form heard most recently (a form of semantic priming). Causatives or reciprocals would be based on the meaning(s) available to the base verb used, as denominals are based on the original meaning. What is predicted not to exist is novel coinages that are based on an abstract root meaning.

So what is a root? Roots are abstract relationships that links similar phonological lexemes with semantic forms, but are not themselves phonological or semantic entities or even morphological entities. This notion is opposed to recent theories of morphology, including Distributed Morphology (DM; Halle and Marantz, 1994) and word-and-paradigm morphology (Blevins, 2006). Harley (2012), following Pfau (2009) and Acquaviva (2008), argues that roots cannot be identified on the basis of semantics or phonological form alone, which is in accordance with the results presented in chapter 3. DM holds that the lexicon is distributed in three components: morphosyntactic representations, vocabulary items, and encyclopedic knowledge. Of these, roots are of the morphosyntactic type. Roots are not vocabulary items (i.e., phonological lexemes) like /ktb/, nor are they semantic or conceptual entities like Write. The root is an element of morphosyntactic computation, which links the conceptual information such as Write with the phonological word forms /ktəb/, /kətəb/, /katəb/, /ktəb/, etc. What is incompatible with DM here is that roots do seem to be etymologically defined, yet there is no evidence that they are processing units per se.

Other morphological frameworks, such as Blevins (2006)’s word-and-paradigm approach, might suggest that the root is akin to the paradigm’s address
in the lexicon, or is the paradigm itself. According to Blevins (2006) the word is the basic unit of the lexicon, because full phonological word-forms can predict the parts better than the parts can predict the word form. Words are arranged into a network, called a paradigm. Presumably the syntax can call for the third person, imperfective, Do-verb form from paradigm #256 and the word-form /iktəb/ is retrieved. Even amongst word-based theories of morphology and the lexicon, there is need for an abstract notion of the morpheme (Bauer, 1999). However, a paradigm theory cannot account for the results here without weighting the connections between cells in a paradigm, and also, it seems, allowing for individual differences in the number of cells in a paradigm and their relationships.

Do we need this additional abstract morpheme level? Caramazza (1997), for example, suggests this level is unnecessary, directly linking semantic and phonological levels of representation. Completely isolating languages might not make use of these intermediate root forms, as they could directly link the invariant phonological forms to semantic forms. Whether or not an isolating language needs abstract roots, linguists have recognized the inadequacy of simple item-and-arrangement theories of morphology for a long time (cf. Hockett, 1954, among others), and that there is a need for “morphology by itself” (Aronoff, 1994). Most modern theories of morphology incorporate some insight from lexeme-based realizational approaches to morphology (Aronoff, 2007; Matthews, 1972; Mathews, 1974; Anderson, 1992). The abstract morpheme, realized by lexemes, is a compelling theoretical perspective, though there is no evidence here for the root as a processing node, rather than as a relationship between words. It is interesting to note that isolating languages like Chinese may link an abstract root position with the orthographic form, even if an abstract root may seem unnecessary when dealing with phonological word-forms. And even Hebrew or standard Arabic may link orthographic form to root representations, but there is no evidence from audition to support the root as a
unique processing node.

Another question is, should we expect formal theories of language and theories of language behavior to converge? The results here suggest that formal and behavioral models will converge, though unifying these two approaches may result in models unfamiliar to either linguistic or psycholinguistic theory. Nonetheless, without formal models of language, behavioral scientists have little to test. While the previous chapter suggests that the root may not be an independent entity used in spoken word recognition, the root relationship clearly plays a role in speech perception. Furthermore, it is not a simple matter of consonantal overlap, or even stem-consonant overlap. The root relationship takes into account abstract phonological material. Though more work is required to develop a complete unified theory of Semitic roots and morphological families, the concepts from formal theories of language are testable with psycholinguistic techniques, and this will result in a more complete model of morphology, the structure of the lexicon, and lexical access.

What the root-as-relationship does not predict is aphasia errors (Prunet et al., 2000; Idrissi et al., 2008). There remain a number of possible explanations which can make sense of the conflicting evidence. If children develop root representations based on phonological and semantic regularities, aphasic patients may either do the same or tap into latent phonological information associated with root creation. Alternately, an aphasic may instead re-develop those links in the brain. It is also possible that literacy strongly influences morphological representations and the observation that certain forms share letters in the orthography drives the observation that some word-forms are related.

The lack of a COHORT or neighbor effect (noted in Chapter 3) with the subliminal speech priming technique can also be revisited in light of these experiments. It is interesting to note that all of these phonologically related conditions presented
here have small and consistent, but non-significant, facilitation effects. Experiments with more power might find that phonological similarity results in 10-15ms facilitations. Other experimental tasks or techniques may be able to shed light on this. Such research may show that there may, in fact, be a cohort effect based on phonological form, it is just much smaller and later than one would expect from overt priming techniques.

4.10 Conclusion

Morphological families play a major role in speech perception, and the traditional definition of the root as a triconsonantal element—complete with abstract “consonantal” segments—fares well with behavioral testing. The evidence from chapter 3, however, makes the claim that roots have phonological content themselves dubious. Instead, it is more likely that children acquiring the language make use of phonological and semantic regularities to build morphological families. The fact that not all speakers develop these families identically further suggests that there is no phonological root constructed, but rather roots, if they exist, are completely abstract morphosyntactic elements without conceptual or phonological content. For symbolic theories of language, those which include full word-forms in the lexicon and abstract, phonology-free root morphemes are supported.
CHAPTER 5

IMPLICATIONS AND CONCLUSION

5.1 Introduction and Summary of Experimental Results

This dissertation has sought to define what the root appears to be in terms of psycholinguistic theory, so that the results can constrain our linguistic theories. In order to do this, I have modified the subliminal speech priming technique, tested for semantic and phonological effects apart from morphology, tested predictions of the root hypothesis, and tested the etymological theory of the root.

The subliminal speech priming technique is the most promising technique for investigating dialectal differences, studying pre-literate or illiterate populations, or investigating unwritten languages and dialects (chapter 2). Experiment 1 refined the subliminal speech priming technique, so that an all-auditory, unconscious priming technique would be available to deploy in the Moroccan Arabic context. This experiment shows that primes should be compressed to 240ms in English, and the prime duration largely holds for Moroccan Arabic as well.

The six experiments in chapter 3 show that roots do not have their own, independent, lexical representation. First, experiments 2, 3a and 3b detangle the influence of semantics and phonology from morphology. Experiment 2 tested semantic effects in Moroccan Arabic with supraliminal priming. This experiment found evidence of morphological effects, but not semantic effects. Synonyms did not prime one another, and there was no difference in the morphological condition between those words judged close or distant in meaning. Experiments 3a and 3b tested a root phonology with prime-target pairs that differed in their medial
root consonant. While phonological priming obtained in experiment 3a with the supraliminal priming technique, there was no effect of phonology with the subliminal technique. This suggests that phonology similarity may have late effects, but it is not relevant at the earliest stages of lexical access. Experiment 4a and 4b tested the hypothesis that nonwords built from real words should prime real words. This was borne out by both the supraliminal (4a) and subliminal (4b) techniques. Novel coinages—built from real roots and patterns but the form is not established in the lexicon—do prime real-word relatives. Finally experiment 5 tests the hypothesis that a root representation must activate all its related words. This is not born out, as there was no effect of form III (CCeC) priming form I (CaCeC) relatives while form II (CeCCeC) did. This lack of symmetry drives the idea that roots cannot be independent entities, and the priming from novel coinages in experiment 4b may be itself a prime lexicality effect.

The seven experiments in chapter 4 tested the etymological definition of the root. The results show that the triconsonantal root of formal linguists is a good definition for morphological families in Moroccan Arabic, with two exceptions. Experiment 6a and 6b shows that hollow roots (only displaying two surface consonants, where the third is an abstract glide) show morphological priming effects as strong triconsonantal roots do. Experiment 7 shows that morphological effects of hollow roots cannot be reduced to the importance of the first and last phonemes, but that the middle of the word-form is also important. Experiment 8a and 8b show that different types of biconsonantal roots (hollow and lame) do prime one another with the supraliminal technique, but not the subliminal technique. This indicates again that it is not simply consonants that produce morphological effects in the subliminal speech priming technique, but a more abstract definition of the form. Experiment 9 replicates this finding with hollow and geminate roots, which are also biconsonantal on the surface. Finally experiment 10 shows an ex-
ception to the etymological root definition: there are unexpected priming effects from quadriconsontal roots to triconsonantal roots which overlap in root consonants. The second exception is shown by experiments 6b and 4b, where socioeconomic status moderates priming effects, indicating that there may be important individual differences in the organization of the Semitic lexicon.

Taken as a whole, the results of this dissertation suggest that the subliminal speech priming technique can reveal the organization of the lexicon, and the organization it reveals is one of etymologically defined morphological relationships, but not root representations. Individuals, however, may not all develop the same set of morphological relations. In this chapter, I review the implications for speech perception, formal morphological theories, and psycholinguistic theories. I turn first to the implications for speech perception and the subliminal speech priming technique.

5.2 Subliminal Speech Priming and Speech Perception

The subliminal speech priming technique is a fruitful method for investigating morphological relations in Semitic. While Kouider and Dupoux (2005) did not find morphological effects in French with masculine-feminine pairs, the effects are robustly detectable in Semitic. This may be a result of a robust morphological system in Semitic or an effect of the specific templatic system in Semitic. Other morphologically rich or templatic languages are good candidates for future research with the technique to see if the Semitic results generalize or are language (or language-family) specific.

The subliminal speech priming technique appears to be very insensitive to phonological relations. Phonological neighbors show no effects in Moroccan Arabic with the subliminal speech priming technique. Quadrilateral roots showed any potential deviation from this generalization, and it may be a true morphological
generalization. It is worth investigating quadrilateral priming further in additional Semitic languages. The lack of phonological priming in general also contradicts models of word recognition which rely on cohort or neighbor activation (Marslen-Wilson, 1987; Luce and Pisoni, 1998), and does not show inhibition which is also found with phonetic or phonological similarity (Slowiaczek and Hamburger, 1992).

It is worth noting that there is a consistent non-significant facilitation effect in each experiment where the priming between phonologically similar forms. Individually these effects may not be important, but taken as a whole, the consistent facilitatory effect (opposed to a mix of non-significant inhibition and facilitation) suggests that there may be weak facilitatory effects. We may expect closer relationships between words (e.g., English mad ~ matt) to show effects, or effects to obtain if lexical factors (e.g., frequency, neighborhood density, morphological family size, etc.) can be controlled more carefully. The general lack of phonological effects suggests that words are heard first, then phonological neighborhood is activated. This word-first, phonology-second system may serve as a second pass system for detecting speech errors or puns.

I turn now to the implications for formal morphological theory.

5.3 Morphological theory

The main morphological conclusions gathered here are based on Experiment 5, which shows that, of all the words in a morphological family, some words do not prime their relatives. Word-based theories of morphology, where there is no root, are supported by the lack of a root processing unit. This experiment should be replicated, not only in Moroccan Arabic but with other Semitic dialects and in the visual modality as well. Replication will show whether or not all Semitic languages, from Akkadian to Zway, do function similarly.

The prime lexicality effects of experiment 4b also warrant repetition. While the
results of experiment 4 do support the notion of an independent root morpheme, they conflict with the results of experiment 5. The interpretation that nonwords are mapped to their closest relative is testable, in Semitic and beyond. Moreover, this effect may be peculiar to roots (in any language). Languages with a higher morpheme-to-word ratio (e.g., Tamil, Japanese, Greenlandic, Quechua, etc.) may show similar root effects.

The lack of morphological effects in experiment 5 could alternately be an interaction with close phonological relationships (Ussishkin, p.c.). Incredibly close phonological relations (i.e., /ktəb/ and /kəttəb/) might show inhibition (i.e., competition) in phonological form but facilitation from the morphological effect. In essence, the two would cancel out.

Theoretically the lack of phonological effects from each word in a morphological family supports a notion that, during speech perception there is no phonological content to the root because any relative should activate the root morpheme. In speech production, roots would be accessed before form. Evidence from lesion-deficit studies (Prunet et al., 2000; Idrissi et al., 2008) seems to contradict this analysis (see below), unless they are so slow that they are constructed via phonological routes or roots are not required elements to get root effects (Bat-El, 1994; Ussishkin, 1999, 2005).

The lack of priming effects for low socioeconomic status subjects is also troubling for linguistic theory. Linguistic theory has a tendency to utilize an ideal speaker-hearer and ignore performance issues, but these subjects did not show morphological effects when others did. This evidence needs to be investigated, because it is a different class of performance-competence issue than differences in syntactic judgments. That is to say, two dialects may differ in terms how a copula or negation works in the syntax or use different systems of agreement or negation, but we don’t expect two dialects with the same set of words to display different morpho-
logical organizations. We have no reason to believe that low socioeconomic status individuals have abnormal speech, but other differences such as vocabulary size or degree of bilingualism may be responsible. Further research into individual and socioeconomic differences is required (cf. Andrews and Hersch, 2010; Andrews and Lo, 2012; Yu, 2010).

Quadriconsonantal roots represent one other deviation for morphological theory. Triconsonantal and quadriconsonantal roots are not theorized to be mentally related. This should be investigated further. While triconsonantal (experiment 3b) and biconsonantal roots (experiments 7, 8b, and 9) do not prime one another if they do not share the etymological root, here quadriconsonantal roots primed surface-related triconsonantal roots. This fact is unexpected given the etymological definition of the root, and bears further investigation. Including frequency information for the quadriconsonantal primes may alter the model, and the experiment should be replicated with triconsonantal roots priming their quadriconsonantal relatives. Also of interest are the roots with more than five consonants, such as loan-verbs in Hebrew (Bat-El, 1994), which may shed light on this situation and would show if this effect generalizes to other varieties of Semitic.

I turn now to psycholinguistic theory and the conflict between disfluent speech and lexical access studies.

5.4 Disfluent Speech vs. Lexical Access

The errors in aphasic speech are the largest challenge to the analysis presented here, because the data appears contradictory. In spontaneous speech situations the patient ZT produced a series of unusual errors involving the metathesis of root consonants in Arabic but not French. Prunet et al. (2000) and (Idrissi et al., 2008) conclude that this is evidence for a root morpheme with phonological content. However, the speech error analog they rely on was not replicated in Hamrouni
It is also unclear if Prunet et al. (2000); Idrissi et al. (2008) argue for a theory in which no full words are stored, or one in which lexemes simply can be (re)created from roots and patterns. This conflict between the data presented here and the aphasic data could be resolved in a few different ways.

First, the results here may have another explanation. If experiments 4b and 5 do not replicate in Moroccan and other Semitic languages (though note that these results are similar to Frost et al. (1997)’s experiment 6 which is a visual study on novel coinage priming), then perhaps this was just a rolling a 20 on a twenty-sided die. Another, more nuanced, explanation might be that there is a conflict between incredibly close phonological neighbors and morphological family members, such that phonological competition might mediate or moderate the effects of morphological relatedness with the subliminal speech priming technique. Alternatively, phonological content for roots may be a fact of speech production, but not perception. That is, the production system may rely on the synthesis of words from roots and patterns, but the perception system need not analyze words into their component parts.

Second, roots may have phonologically contentful representations that are weak or late. Nonwords might be able to access these root representations while real words do not activate them immediately. This analysis, however, must contend with the failure of form III to prime form I while it did prime form II in experiment 5, however. What would it mean if some word-pairs require more time to prime one another than other word pairs? This raises an important question: what does it mean for a linguistic theory if morphemes are gradiently activated (cf. Hay, 2001; Hay and Baayen, 2002; Hay, 2002; Hay and Baayen, 2003; Hay and Plag, 2004; Hay and Baayen, 2005; Plag and Baayen, 2009, among others)? Furthermore, what is the architecture of the lexicon which would allow this? A conscious or lengthtier computation process may be involved in reaching morphemes and their
Finally, there are linguistic theories which predict “root consonant” effects without a structural unit called the root (Bat-El, 1994; Ussishkin, 1999, 2005, among others). These theories suggest that universal units such as stem and vocalic infixes, along with a preference for bisyllabic stems and faithfulness to consonants, may give rise to an epiphenomenonal root.

I think this is in there, but not all right here. It would, of course, be exciting if analogous experiments could be conducted with aphasic patients similar to ZT. Ideally, these should be run in all major varieties of modern Semitic including Hebrew, Maltese, various Arabic and Aramaic dialects, Amharic, Tigrinya, and one or more of the Mahrian language of Yemen and Oman. Another interesting comparison would involve doing the study with subjects proficient at reading Semitic but not speaking it: professional linguists, philologists, and other scholars who, for example, read Akkadian or another ancient Semitic language. These subjects would primarily have orthographic representations, which are often primarily consonantal and written in Roman transcription. It would also be especially interesting to know how halting the spontaneous speech of ZT is. It is possible that ZT, when failing to retrieve a stored phonological lexeme, reverts to constructing novel coinages during these speech errors. In this case, we might expect to see a temporal difference in his production of root metathesis words which are lexical items (selecting the wrong root or wrong paradigm member) against nonword utterances (attempting to build a suitable word from its component parts or via analogy with existing lexemes). Furthermore, following Velan and Frost (2011), we may see differences in ZT’s root errors based on the morphological family size of the word. If Velan and Frost (2011) are correct, there should be no root exchange errors for orphan words with no morphological relatives. If there are effects for orphan words or nonwords, we may hypothesize that ZT’s root errors may relate to
stems and affixes more than root representations.

Following McCarthy (1981) many others argue that the consonantal tier is not unique to Semitic and Yokuts, the languages for which it was first proposed, but that phenomena such as vowel and consonant harmony can find explanations in the nonlinear notions, such as consonants and vowels occurring on distinct tiers (McCarthy, 1981, 1982). Rose (2000), among others, notes that constraints affecting consonants may ignore intervening vowels. Phenomena such as vowel and consonant harmony rely on long-distance dependencies, which have been argued to be due to consonants and vowels occurring on distinct tiers. Whatever mental phenomena are captured by the notion of consonantal and vocalic tiers may be found in other languages beyond Semitic. Nonetheless, there is something special about root consonants in Semitic, whether it is due to phonologically-contentful roots or some other property of the language. Because nonlinear phonology is not unique to Semitic, we expect to see speech errors in healthy and aphasic people conforming to other aspects of nonlinear phonology.

Finally, word based theorists may pick up the gauntlet thrown down by Idrissi et al. (2008, et seq.,). A closer analysis of the aphasia data might show a link between root consonants and the orthography. The scripts of India, for example, are consonant-heavy like Semitic, though their morphologies are not consonant-heavy. If consonant transposition effects are found there, we may still be able to ascribe the Prunet et al. (2000); Idrissi et al. (2008) results to effects of literacy. More distantly related languages, for example Hausa or Tashylhit might also show consonant heavy morphologies, and evidence from these languages might be marshaled in lesion-deficit studies, language game studies, or slip of the tongue studies. Furthermore, given the results of Moscoso del Prado Martín et al. (2005) and Boudelaa and Marslen-Wilson (2011) orphan roots should not be prone to root exchanges, and the data can be examined in light of this.
It is important to note, as well, the agreement between Prunet et al. (2000), Idrissi et al. (2008), and the current study. There is something to the root, and the etymological definition of the root. Not only do we see evidence for the form-concept links in aphasic speech and speech perception. Consonants alone do not account for morphological families, but vocalic and semi-vocalic elements appear to be instrumental to roots as well.

5.5 Conclusion of Conclusions

Through over a dozen experiments, this dissertation sought to answer whether or not there is evidence from audition for the root as a morpheme. The results are, predictably, somewhat mixed. The results suggest that real-words do not prime one another in Moroccan unless they share a root, with the one exception of quadriconsonantal words priming triconsonantal words sharing a surface root. Nonwords built from real roots and patterns (i.e, novel coinages) do prime their related forms which suggests that roots can be activated independently. However, form III words did not facilitate response latencies to their form I relatives, which is not predicted from a root theory. This suggests that the effects of novel coinages are a prime lexicality effect rather than a root effect. So roots are not independent processing units. However, the etymological definition of the root, rather than one based on the surface consonants, appears to be the correct definition of morphological families, modulo quadriconsonantal roots priming triconsonantal roots. This suggests that linguistic theory might fruitfully explore notions of the paradigm and morphological families. The root appears to be not an entity, but a property of words which defines the relationship between various historically related forms.
## APPENDIX A

### STIMULI FOR EXPERIMENT 1

<table>
<thead>
<tr>
<th>Words</th>
<th>Target</th>
<th>Prime</th>
<th>Target</th>
<th>Prime</th>
<th>Nonwords</th>
<th>Target</th>
<th>Prime</th>
<th>Target</th>
<th>Prime</th>
</tr>
</thead>
<tbody>
<tr>
<td>act</td>
<td>knock</td>
<td>leg</td>
<td>rich</td>
<td></td>
<td>amd</td>
<td>θts</td>
<td>pad</td>
<td>lajns</td>
<td></td>
</tr>
<tr>
<td>age</td>
<td>dare</td>
<td>meant</td>
<td>food</td>
<td></td>
<td>bæntʃ</td>
<td>sʃ</td>
<td>paes</td>
<td>tΛk</td>
<td></td>
</tr>
<tr>
<td>art</td>
<td>save</td>
<td>neck</td>
<td>hall</td>
<td></td>
<td>blid</td>
<td>sʃ</td>
<td>proud</td>
<td>tʃæst</td>
<td></td>
</tr>
<tr>
<td>bank</td>
<td>beach</td>
<td>park</td>
<td>shoot</td>
<td></td>
<td>tʃʌt</td>
<td>lʃd</td>
<td>prous</td>
<td>fæs</td>
<td></td>
</tr>
<tr>
<td>beg</td>
<td>board</td>
<td>past</td>
<td>card</td>
<td></td>
<td>tʃʊnd</td>
<td>tʃs</td>
<td>rΛunt</td>
<td>pentʃ</td>
<td></td>
</tr>
<tr>
<td>blow</td>
<td>caught</td>
<td>plane</td>
<td>wind</td>
<td>[wən]d</td>
<td>tʃid</td>
<td>nænz</td>
<td>rΛms</td>
<td>saunt</td>
<td></td>
</tr>
<tr>
<td>brain</td>
<td>known</td>
<td>poor</td>
<td>date</td>
<td></td>
<td>tʃis</td>
<td>θænz</td>
<td>sΛ</td>
<td>fΛs</td>
<td></td>
</tr>
<tr>
<td>camp</td>
<td>wake</td>
<td>pull</td>
<td>ship</td>
<td></td>
<td>dauns</td>
<td>gens</td>
<td>sΛnd</td>
<td>dΛnt</td>
<td></td>
</tr>
<tr>
<td>catch</td>
<td>white</td>
<td>quit</td>
<td>hide</td>
<td></td>
<td>dɛnʤ</td>
<td>launt</td>
<td>sΛnz</td>
<td>pΛes</td>
<td></td>
</tr>
<tr>
<td>class</td>
<td>fall</td>
<td>reach</td>
<td>pal</td>
<td></td>
<td>ɛlts</td>
<td>gækt</td>
<td>ʃd</td>
<td>gεs</td>
<td></td>
</tr>
<tr>
<td>clean</td>
<td>kiss</td>
<td>round</td>
<td>boss</td>
<td></td>
<td>fɛnts</td>
<td>tʃais</td>
<td>ʃiz</td>
<td>bΛnt</td>
<td></td>
</tr>
<tr>
<td>clock</td>
<td>box</td>
<td>sense</td>
<td>team</td>
<td></td>
<td>fʊost</td>
<td>hæntʃ</td>
<td>spΛoʊ</td>
<td>θænt</td>
<td></td>
</tr>
<tr>
<td>cost</td>
<td>whose</td>
<td>shop</td>
<td>six</td>
<td></td>
<td>gæks</td>
<td>jεnz</td>
<td>tΛm</td>
<td>lΛs</td>
<td></td>
</tr>
<tr>
<td>court</td>
<td>bomb</td>
<td>slow</td>
<td>news</td>
<td></td>
<td>gæns</td>
<td>θΛts</td>
<td>tΛunt</td>
<td>fΛt</td>
<td></td>
</tr>
<tr>
<td>cup</td>
<td>shall</td>
<td>sold</td>
<td>fit</td>
<td></td>
<td>ɡΛkt</td>
<td>lεmt</td>
<td>θΛnt</td>
<td>zΛnz</td>
<td></td>
</tr>
<tr>
<td>deep</td>
<td>seem</td>
<td>song</td>
<td>share</td>
<td></td>
<td>ɡaʊnt</td>
<td>θΛv</td>
<td>θΛst</td>
<td>gΛt</td>
<td></td>
</tr>
<tr>
<td>doubt</td>
<td>gas</td>
<td>sort</td>
<td>field</td>
<td></td>
<td>gænʤ</td>
<td>tɛндʃ</td>
<td>θΛt</td>
<td>plΛd</td>
<td></td>
</tr>
<tr>
<td>earth</td>
<td>state</td>
<td>sound</td>
<td>fact</td>
<td></td>
<td>ɡιd</td>
<td>bΛm</td>
<td>ɹiκ</td>
<td>ʃΛk</td>
<td></td>
</tr>
<tr>
<td>fast</td>
<td>bear</td>
<td>spot</td>
<td>grow</td>
<td></td>
<td>ɦΛnd</td>
<td>lajnt</td>
<td>ɹiη</td>
<td>sΛwt</td>
<td></td>
</tr>
<tr>
<td>felt</td>
<td>ought</td>
<td>star</td>
<td>book</td>
<td></td>
<td>hist</td>
<td>mΛntʃ</td>
<td>θΛis</td>
<td>ɹΛens</td>
<td></td>
</tr>
<tr>
<td>fish</td>
<td>fight</td>
<td>steal</td>
<td>half</td>
<td></td>
<td>dʃæst</td>
<td>ɹΛp</td>
<td>θΛt</td>
<td>fΛs</td>
<td></td>
</tr>
<tr>
<td>fix</td>
<td>less</td>
<td>stick</td>
<td>suit</td>
<td></td>
<td>kΛεs</td>
<td>ɹεnd</td>
<td>tιb</td>
<td>pιktʃ</td>
<td></td>
</tr>
<tr>
<td>flight</td>
<td>near</td>
<td>stole</td>
<td>dude</td>
<td></td>
<td>kΛwert</td>
<td>daʊnt</td>
<td>tΛvt</td>
<td>pεnθ</td>
<td></td>
</tr>
<tr>
<td>fly</td>
<td>feet</td>
<td>stuck</td>
<td>top</td>
<td></td>
<td>lΛns</td>
<td>tεis</td>
<td>vΛrt</td>
<td>kΛz</td>
<td></td>
</tr>
<tr>
<td>fool</td>
<td>cold</td>
<td>tape</td>
<td>fair</td>
<td></td>
<td>lændʒ</td>
<td>ɹιʃ</td>
<td>vΛʊnt</td>
<td>tιv</td>
<td></td>
</tr>
<tr>
<td>force</td>
<td>sent</td>
<td>taste</td>
<td>send</td>
<td></td>
<td>læmd</td>
<td>wΛɛst</td>
<td>wΛτ</td>
<td>vιz</td>
<td></td>
</tr>
<tr>
<td>gold</td>
<td>rest</td>
<td>teach</td>
<td>nine</td>
<td></td>
<td>læj</td>
<td>loʊst</td>
<td>wΛst</td>
<td>ɹΛ</td>
<td></td>
</tr>
<tr>
<td>green</td>
<td>born</td>
<td>test</td>
<td>note</td>
<td></td>
<td>mænʤ</td>
<td>jΛrt</td>
<td>wΛʊnt</td>
<td>tΛms</td>
<td></td>
</tr>
<tr>
<td>guard</td>
<td>wear</td>
<td>tough</td>
<td>though</td>
<td></td>
<td>mΛv</td>
<td>tʃΛnd</td>
<td>jΛnt</td>
<td>ɬιkt</td>
<td></td>
</tr>
<tr>
<td>horse</td>
<td>list</td>
<td>train</td>
<td>piece</td>
<td></td>
<td>nΛns</td>
<td>θΛnd</td>
<td>jΛt</td>
<td>aɭΛts</td>
<td></td>
</tr>
<tr>
<td>ice</td>
<td>dog</td>
<td>tree</td>
<td>hair</td>
<td>next</td>
<td>ðæns</td>
<td>jend</td>
<td>kænd</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>--------</td>
<td>-------</td>
<td>-------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>join</td>
<td>band</td>
<td>type</td>
<td>jail</td>
<td>nid</td>
<td>niz</td>
<td>jik</td>
<td>jid</td>
<td></td>
<td></td>
</tr>
<tr>
<td>joke</td>
<td>lots</td>
<td>weird</td>
<td>mess</td>
<td>nist</td>
<td>píd</td>
<td>jikt</td>
<td>ðis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>land</td>
<td>none</td>
<td>wild</td>
<td>king</td>
<td>noust</td>
<td>ñant</td>
<td>jís</td>
<td>tount</td>
<td></td>
<td></td>
</tr>
<tr>
<td>laugh</td>
<td>law</td>
<td>wind /wɪnd/</td>
<td>soul</td>
<td>pæntʃ</td>
<td>ðæjnd</td>
<td>jít</td>
<td>ñaks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>learn</td>
<td>cash</td>
<td>worse</td>
<td>fear</td>
<td>pændʒ</td>
<td>tfút</td>
<td>zíd</td>
<td>didz</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## REAL-WORD STIMULI FOR EXPERIMENT 2

<table>
<thead>
<tr>
<th>Target</th>
<th>Distant Morph</th>
<th>Close Morph</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Semantic Root</td>
<td>Control</td>
</tr>
<tr>
<td>껑බ껑</td>
<td>껑껑껑</td>
<td>껑껑껑</td>
</tr>
<tr>
<td>껑껑껑</td>
<td>껑껑껑</td>
<td>껑껑껑</td>
</tr>
<tr>
<td>껑껑껑</td>
<td>껑껑껑</td>
<td>껑껑껑</td>
</tr>
<tr>
<td>껑껑껑</td>
<td>껑껑껑</td>
<td>껑껑껑</td>
</tr>
<tr>
<td>껑껑껑</td>
<td>껑껑껑</td>
<td>껑껑껑</td>
</tr>
<tr>
<td>껑껑껑</td>
<td>껑껑껑</td>
<td>껑껑껑</td>
</tr>
</tbody>
</table>
## APPENDIX C

### REAL-WORD STIMULI FOR EXPERIMENTS 3A & 3B

<table>
<thead>
<tr>
<th>Target</th>
<th>Root</th>
<th>Ph. Form</th>
<th>Control</th>
<th>Target</th>
<th>Root</th>
<th>Ph. Form</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>bləɣ</td>
<td>bəlləɣ</td>
<td>bʒəɣ</td>
<td>ḍṣəṛ</td>
<td>nkəd</td>
<td>nəkkəd</td>
<td>nəqqəd</td>
<td>ḏəd</td>
</tr>
<tr>
<td>bʒəɣ</td>
<td>bə直辖</td>
<td>bə打法</td>
<td>ṃəm</td>
<td>ḍəɣ</td>
<td>qəḍḍəɣ</td>
<td>qəḍəɣ</td>
<td>ḏəɣ</td>
</tr>
<tr>
<td>ḍṣəṛ</td>
<td>nəkkəd</td>
<td>nəqqəd</td>
<td>ŋəl</td>
<td>ṃəm</td>
<td>ḏəm</td>
<td>ḏəɣ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḍəɣ</td>
<td>qəḍḍəɣ</td>
<td>qəḍəɣ</td>
<td>nəł</td>
<td>ḏəm</td>
<td>ḏəm</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>nəł</td>
<td>ḏəm</td>
<td>ḏəɣ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
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<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
<tr>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
<td>ḏəɡ</td>
</tr>
</tbody>
</table>
| ḏəɡ   | ḏəɡ   | ḏəɡ   | ḏəɡ | ḏəɡ   | ḏ头上方的总结：

该表格包含了实验3A和3B中使用的实际词语刺激。每行包含一个目标词、其对应的词根及其音形，以及控制词。
## APPENDIX D

### REAL-WORD STIMULI FOR EXPERIMENTS 4A & 4B

<table>
<thead>
<tr>
<th>Target</th>
<th>Real Form II</th>
<th>Real Relative</th>
<th>Control</th>
<th>Nonword Form II</th>
<th>Nonsense Relative</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>ṭṛəḍ</td>
<td>ṭəṛṛəḍ</td>
<td>ṭət</td>
<td>ṭhət</td>
<td>ṭmər</td>
<td>ṭəmmər</td>
<td>ṭdəḏən</td>
</tr>
<tr>
<td>ḵḥəb</td>
<td>kəḥḥəb</td>
<td>ṭbə</td>
<td>ṭbə</td>
<td>bṛəq</td>
<td>bərraq</td>
<td>xəbbəs</td>
</tr>
<tr>
<td>ṭməq</td>
<td>ṭəməq</td>
<td>ṭdəm</td>
<td>ṭdəm</td>
<td>ṭkəz</td>
<td>rəkkəz</td>
<td>ʒəssər</td>
</tr>
<tr>
<td>ɲhəɾ</td>
<td>nəḥhəɾ</td>
<td>ʒər</td>
<td>ʒər</td>
<td>jḥəd</td>
<td>ʃəḥhəd</td>
<td>barrəd</td>
</tr>
<tr>
<td>ḵsəd</td>
<td>ʃəssəd</td>
<td>ʃtər</td>
<td>ʃtər</td>
<td>səməʃ</td>
<td>səməʃ</td>
<td>ʒəṭṭəs</td>
</tr>
<tr>
<td>ɲməx</td>
<td>ʃəmməx</td>
<td>ʃʃəf</td>
<td>ʃʃəf</td>
<td>məʃəd</td>
<td>məʃəd</td>
<td>ʃəddəl</td>
</tr>
<tr>
<td>ɲsəx</td>
<td>nəssəx</td>
<td>ʃəʃ</td>
<td>ʃəʃ</td>
<td>hərək</td>
<td>hərək</td>
<td>ʃərət</td>
</tr>
<tr>
<td>ʃən</td>
<td>ʃətən</td>
<td>ʃət</td>
<td>ʃət</td>
<td>hərəb</td>
<td>hərəb</td>
<td>ʃərəb</td>
</tr>
<tr>
<td>qhəɾ</td>
<td>qəhhəɾ</td>
<td>ʃən</td>
<td>ʃən</td>
<td>kəʃəf</td>
<td>ʃədəf</td>
<td>ʃədəl</td>
</tr>
<tr>
<td>ɲhəɾ</td>
<td>nəḥhəɾ</td>
<td>jəɾ</td>
<td>jəɾ</td>
<td>həməd</td>
<td>həməd</td>
<td>ʃəyəb</td>
</tr>
<tr>
<td>ɲdəɣ</td>
<td>məddəɣ</td>
<td>skər</td>
<td>skər</td>
<td>wələd</td>
<td>wələd</td>
<td>təlləf</td>
</tr>
<tr>
<td>ʃnət</td>
<td>ʃənnət</td>
<td>mənəʃ</td>
<td>mənəʃ</td>
<td>səʃəd</td>
<td>səʃəd</td>
<td>səbbəq</td>
</tr>
<tr>
<td>kɾəf</td>
<td>kərəf</td>
<td>wəl</td>
<td>wəl</td>
<td>qəʃəɾ</td>
<td>qəʃəɾ</td>
<td>ʃədəd</td>
</tr>
<tr>
<td>ʒəɾəq</td>
<td>ʒəʃəɾəq</td>
<td>ʃhəm</td>
<td>ʃhəm</td>
<td>xəɾəz</td>
<td>xəɾəz</td>
<td>səlləh</td>
</tr>
<tr>
<td>təb</td>
<td>tələb</td>
<td>ʃəz</td>
<td>ʃəz</td>
<td>xəɾək</td>
<td>xəɾək</td>
<td>səlləh</td>
</tr>
<tr>
<td>ɲhəɾ</td>
<td>nəḥhəɾ</td>
<td>jəɾəd</td>
<td>jəɾəd</td>
<td>zəʃəɾ</td>
<td>zəʃəɾ</td>
<td>ʃəllək</td>
</tr>
<tr>
<td>ḵrəd</td>
<td>həɾəd</td>
<td>yəʃ</td>
<td>yəʃ</td>
<td>ʃəʃəɾ</td>
<td>ʃəʃəɾ</td>
<td>ʃəbəɾ</td>
</tr>
<tr>
<td>xɓəz</td>
<td>xəbbəz</td>
<td>zəɾ</td>
<td>zəɾ</td>
<td>həʃəɾ</td>
<td>həʃəɾ</td>
<td>ʃəlləm</td>
</tr>
<tr>
<td>ḷtəɾ</td>
<td>hətəɾ</td>
<td>ʃəl</td>
<td>ʃəl</td>
<td>həbəɾ</td>
<td>həbəɾ</td>
<td>ʃələs</td>
</tr>
<tr>
<td>sɬəx</td>
<td>sələx</td>
<td>bət</td>
<td>bət</td>
<td>ʃəɾə</td>
<td>ʃəɾə</td>
<td>təbəɾ</td>
</tr>
<tr>
<td>nəɾəq</td>
<td>nəʒəɾəq</td>
<td>kəɾ</td>
<td>kəɾ</td>
<td>xəɾə</td>
<td>xəɾə</td>
<td>wəsəd</td>
</tr>
<tr>
<td>ʰzməm</td>
<td>ʰəzəm</td>
<td>kəməl</td>
<td>kəməl</td>
<td>ʃəməɾ</td>
<td>ʃəməɾ</td>
<td>ʃəssəl</td>
</tr>
<tr>
<td>ṭɬəx</td>
<td>ṭəɬəx</td>
<td>hədəɾ</td>
<td>hədəɾ</td>
<td>γəɾəm</td>
<td>γəɾəm</td>
<td>ʃədəm</td>
</tr>
<tr>
<td>ʰlək</td>
<td>hələk</td>
<td>ʃəbəh</td>
<td>ʃəbəh</td>
<td>qəʃəl</td>
<td>qəʃəl</td>
<td>ʃəqəʃ</td>
</tr>
<tr>
<td>ṭsəl</td>
<td>ṭəsəl</td>
<td>γəʃəl</td>
<td>γəʃəl</td>
<td>ʃəbəɾ</td>
<td>ʃəbəɾ</td>
<td>ʃəd</td>
</tr>
<tr>
<td>nətəɾ</td>
<td>nətəɾ</td>
<td>ʃəfəɾ</td>
<td>ʃəfəɾ</td>
<td>ʃəfəɾ</td>
<td>ʃəfəɾ</td>
<td>kəɾəh</td>
</tr>
<tr>
<td>ʃʃəɾ</td>
<td>ʃʃəɾ</td>
<td>ʃəʃəɾ</td>
<td>ʃəʃəɾ</td>
<td>həɾəm</td>
<td>həɾəm</td>
<td>ʒəbəɾ</td>
</tr>
<tr>
<td>ṭʃəɾ</td>
<td>ṭʃəɾ</td>
<td>ʃəʃəɾ</td>
<td>ʃəʃəɾ</td>
<td>ʃəʃəɾ</td>
<td>ʃəʃəɾ</td>
<td>ʃəq</td>
</tr>
<tr>
<td>ʃʃəɾ</td>
<td>ʃʃəɾ</td>
<td>ʃəʃəɾ</td>
<td>ʃəʃəɾ</td>
<td>ʃəʃəɾ</td>
<td>ʃəʃəɾ</td>
<td>ʃəq</td>
</tr>
<tr>
<td>qɾəɾ</td>
<td>qəɾəɾ</td>
<td>nəʃəɾ</td>
<td>nəʃəɾ</td>
<td>fəɾə</td>
<td>fəɾə</td>
<td>wəɾəb</td>
</tr>
</tbody>
</table>
APPENDIX E

FORM 1, 2, & 3 STIMULI FOR EXPERIMENT 5 (ORGANIZED BY ROOT)

<table>
<thead>
<tr>
<th>Root</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>Root</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
</tr>
</thead>
<tbody>
<tr>
<td>bka</td>
<td>bka</td>
<td>bəkkə</td>
<td>tbaka</td>
<td>qwm</td>
<td>qam</td>
<td>qəwwəm</td>
<td>qawəm</td>
</tr>
<tr>
<td>brk</td>
<td>brək</td>
<td>bərrək</td>
<td>barək</td>
<td>qyl</td>
<td>qal</td>
<td>qiyəyəl</td>
<td>tqayəl</td>
</tr>
<tr>
<td>dwm</td>
<td>dam</td>
<td>duwwəm</td>
<td>dawəm</td>
<td>rwm</td>
<td>ram</td>
<td>ruwwəm</td>
<td>tərawəm</td>
</tr>
<tr>
<td>dxl</td>
<td>dxəl</td>
<td>dəxxəl</td>
<td>daxəl</td>
<td>sb</td>
<td>səbb</td>
<td>səbbəb</td>
<td>tsəbb</td>
</tr>
<tr>
<td>fhm</td>
<td>fəhm</td>
<td>fəhhəm</td>
<td>tfəhəm</td>
<td>sbq</td>
<td>səbaq</td>
<td>səbbəq</td>
<td>səbaq</td>
</tr>
<tr>
<td>frrq</td>
<td>frəq</td>
<td>fərəq</td>
<td>farəq</td>
<td>sfa</td>
<td>səfa</td>
<td>səffəa</td>
<td>təsfəa</td>
</tr>
<tr>
<td>fəl</td>
<td>fəl</td>
<td>fəsəl</td>
<td>fəsəl</td>
<td>səl</td>
<td>sələh</td>
<td>səlləh</td>
<td>ələh</td>
</tr>
<tr>
<td>həb</td>
<td>həbb</td>
<td>həbbəb</td>
<td>thəbb</td>
<td>slm</td>
<td>sləm</td>
<td>səlləm</td>
<td>tsəlləm</td>
</tr>
<tr>
<td>hda</td>
<td>hda</td>
<td>thədda</td>
<td>thəda</td>
<td>jfnq</td>
<td>jənaq</td>
<td>jənnəq</td>
<td>tfənaq</td>
</tr>
<tr>
<td>həfd</td>
<td>həfd</td>
<td>həffəd</td>
<td>həfəd</td>
<td>səqt</td>
<td>səqt</td>
<td>səqqət</td>
<td>tsəʔət</td>
</tr>
<tr>
<td>hkm</td>
<td>hkm</td>
<td>həkkəm</td>
<td>thəkəm</td>
<td>ʃrəf</td>
<td>ʃrəf</td>
<td>ʃərəf</td>
<td>təsəɾaf</td>
</tr>
<tr>
<td>hlf</td>
<td>hlf</td>
<td>həlləf</td>
<td>thələf</td>
<td>jıfr</td>
<td>jıfr</td>
<td>jəfrət</td>
<td>tʃətəfr</td>
</tr>
<tr>
<td>hml</td>
<td>hml</td>
<td>həmməl</td>
<td>thəməl</td>
<td>səfd</td>
<td>səfd</td>
<td>səffəd</td>
<td>səfəd</td>
</tr>
<tr>
<td>hsn</td>
<td>hsn</td>
<td>həsən</td>
<td>həsan</td>
<td>wjaʔ</td>
<td>wjaʔ</td>
<td>wəjəb</td>
<td>wajəb</td>
</tr>
<tr>
<td>hwl</td>
<td>hwl</td>
<td>həwəl</td>
<td>həwəl</td>
<td>xla</td>
<td>xəla</td>
<td>xəlla</td>
<td>txəla</td>
</tr>
<tr>
<td>kbr</td>
<td>kbr</td>
<td>kəbər</td>
<td>kəbar</td>
<td>xlf</td>
<td>xəlf</td>
<td>xəlləf</td>
<td>xələf</td>
</tr>
<tr>
<td>kdb</td>
<td>kdb</td>
<td>kəddəb</td>
<td>təkədəb</td>
<td>xta</td>
<td>xta</td>
<td>xəttəa</td>
<td>txəta</td>
</tr>
<tr>
<td>lqa</td>
<td>lqa</td>
<td>ləqqa</td>
<td>laqa</td>
<td>xwa</td>
<td>xwa</td>
<td>xəwwəa</td>
<td>txəwa</td>
</tr>
<tr>
<td>ltf</td>
<td>ltf</td>
<td>ʃəlf</td>
<td>ʃəffəf</td>
<td>ləʃəf</td>
<td>ləʃəf</td>
<td>ləsəffəf</td>
<td>ləsəlfəf</td>
</tr>
<tr>
<td>lzm</td>
<td>lzm</td>
<td>ləzzəm</td>
<td>lazəm</td>
<td>ʃdəf</td>
<td>ʃdəf</td>
<td>ʃəddəf</td>
<td>ʃədəf</td>
</tr>
<tr>
<td>mwt</td>
<td>mwt</td>
<td>məwət</td>
<td>tməwət</td>
<td>ʃədəf</td>
<td>ʃədəf</td>
<td>ʃəddəf</td>
<td>ʃədəf</td>
</tr>
<tr>
<td>myl</td>
<td>myl</td>
<td>miyyəl</td>
<td>tmayəl</td>
<td>ʃədəf</td>
<td>ʃədəf</td>
<td>ʃəddəf</td>
<td>ʃədəf</td>
</tr>
<tr>
<td>nwb</td>
<td>nwb</td>
<td>nuwwəb</td>
<td>tənəwəb</td>
<td>ʃədəf</td>
<td>ʃədəf</td>
<td>ʃəddəf</td>
<td>ʃədəf</td>
</tr>
<tr>
<td>qbl</td>
<td>qbl</td>
<td>ʃəbbəl</td>
<td>qəbəl</td>
<td>ʃədəf</td>
<td>ʃədəf</td>
<td>ʃəddəf</td>
<td>ʃədəf</td>
</tr>
<tr>
<td>qd</td>
<td>qəd</td>
<td>qəddəd</td>
<td>qəddəd</td>
<td>ʃəməf</td>
<td>ʃəməf</td>
<td>ʃəməddəf</td>
<td>ʃəmədəf</td>
</tr>
<tr>
<td>qtəf</td>
<td>qtəf</td>
<td>qəṭəf</td>
<td>tqaṭəf</td>
<td>ʃənəf</td>
<td>ʃənəf</td>
<td>ʃənəddəf</td>
<td>ʃənədəf</td>
</tr>
</tbody>
</table>
## APPENDIX F

### REAL-WORD STIMULI FOR EXPERIMENTS 6A & 6B

<table>
<thead>
<tr>
<th>Weak Roots</th>
<th>Root Control</th>
<th>Strong Roots</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Target</strong></td>
<td><strong>Root</strong></td>
<td><strong>Control</strong></td>
</tr>
<tr>
<td>nāḍ</td>
<td>nuwwəd</td>
<td>ʃəfəf</td>
</tr>
<tr>
<td>ta'l</td>
<td>tuwwəl</td>
<td>ʃəbbəh</td>
</tr>
<tr>
<td>daz</td>
<td>duwwəz</td>
<td>ʃəmmər</td>
</tr>
<tr>
<td>ʃār</td>
<td>siyyər</td>
<td>kəmməl</td>
</tr>
<tr>
<td>ʃat</td>
<td>ʃiyyət</td>
<td>xaḍdəm</td>
</tr>
<tr>
<td>ṭaʃ</td>
<td>ʃiyyəf</td>
<td>fəzzər</td>
</tr>
<tr>
<td>dam</td>
<td>duwwəm</td>
<td>həddər</td>
</tr>
<tr>
<td>ha'l</td>
<td>həwwəl</td>
<td>qəffəl</td>
</tr>
<tr>
<td>sas</td>
<td>suwwəs</td>
<td>ʃəssər</td>
</tr>
<tr>
<td>ṭaʃ</td>
<td>ʃiyyəf</td>
<td>ʃəzzər</td>
</tr>
<tr>
<td>daf</td>
<td>diyyəf</td>
<td>jəγəl</td>
</tr>
<tr>
<td>xaf</td>
<td>xəwwəf</td>
<td>wəqqəf</td>
</tr>
<tr>
<td>fa'r</td>
<td>fuwwər</td>
<td>bərrəm</td>
</tr>
<tr>
<td>ṭaf</td>
<td>ʃiyyəf</td>
<td>həmməl</td>
</tr>
<tr>
<td>ḍab</td>
<td>duwwəb</td>
<td>qənnəf</td>
</tr>
<tr>
<td>ʃaf</td>
<td>ʃiyyəf</td>
<td>ḍəməl</td>
</tr>
<tr>
<td>lan</td>
<td>luwwən</td>
<td>nəqqəl</td>
</tr>
<tr>
<td>ṭah</td>
<td>tiyyəf</td>
<td>ʃətəs</td>
</tr>
<tr>
<td>ʃam</td>
<td>suwwəm</td>
<td>gəlləs</td>
</tr>
<tr>
<td>ʃat</td>
<td>suwwət</td>
<td>ʃərəd</td>
</tr>
<tr>
<td>nəh</td>
<td>nuwwəh</td>
<td>nəbbət</td>
</tr>
<tr>
<td>qam</td>
<td>qawwəm</td>
<td>qəddəm</td>
</tr>
<tr>
<td>ʒaf</td>
<td>ʒiyyəf</td>
<td>ʃərəf</td>
</tr>
<tr>
<td>saq</td>
<td>siyyəq</td>
<td>xənnət</td>
</tr>
<tr>
<td>ʒaf</td>
<td>suwwəf</td>
<td>wərrət</td>
</tr>
<tr>
<td>ʃər</td>
<td>siyyər</td>
<td>kəbbər</td>
</tr>
<tr>
<td>dax</td>
<td>duwwəx</td>
<td>şəlləh</td>
</tr>
<tr>
<td>zəd</td>
<td>ziyəd</td>
<td>ləbbəs</td>
</tr>
<tr>
<td>rəm</td>
<td>ruwwəm</td>
<td>ḥəssən</td>
</tr>
<tr>
<td>ṭəb</td>
<td>ʃiyyəb</td>
<td>kərrəm</td>
</tr>
</tbody>
</table>
## APPENDIX G

### REAL-WORD STIMULI FOR EXPERIMENT 7

<table>
<thead>
<tr>
<th>Target</th>
<th>Related</th>
<th>Control</th>
<th>Target</th>
<th>Related</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>ḷan</td>
<td>ḟən</td>
<td>ḥrəm</td>
<td>Ṿməʔ</td>
<td>ʣəf</td>
<td>ṣab</td>
</tr>
<tr>
<td>kan</td>
<td>kəhən</td>
<td>ḥzən</td>
<td>xʕan</td>
<td>xan</td>
<td>ʤər</td>
</tr>
<tr>
<td>ʰar</td>
<td>ʰədəɾ</td>
<td>ʿqəd</td>
<td>ʒəbbən</td>
<td>ʂən</td>
<td>maʔ</td>
</tr>
<tr>
<td>dab</td>
<td>dəɾəb</td>
<td>ʂmaʔ</td>
<td>ʒəm</td>
<td>ram</td>
<td>ʂal</td>
</tr>
<tr>
<td>ẓaʔ</td>
<td>ẓənnəʔ</td>
<td>ʷzaʔ</td>
<td>ɬəməʔ</td>
<td>ʤəf</td>
<td>ẓab</td>
</tr>
<tr>
<td>nah</td>
<td>nbəh</td>
<td>ʂaʔ</td>
<td>ʃəf</td>
<td>ʃaf</td>
<td>ɣəs</td>
</tr>
<tr>
<td>ʃar</td>
<td>ʃəɾ</td>
<td>ʃat</td>
<td>bxaʔ</td>
<td>baς</td>
<td>ʂaʔ</td>
</tr>
<tr>
<td>ʃad</td>
<td>ʃəd</td>
<td>fkar</td>
<td>ʂmaʔ</td>
<td>ʂah</td>
<td>jiʔ</td>
</tr>
<tr>
<td>ʰaʔ</td>
<td>ʰəqəʔ</td>
<td>ʃməʔ</td>
<td>ʃəh</td>
<td>rah</td>
<td>rab</td>
</tr>
<tr>
<td>ᵗaʔ</td>
<td>ᵗəɾəb</td>
<td>ʃlaʔ</td>
<td>ʃəɾəʔ</td>
<td>ʃəɾ</td>
<td>ʂən</td>
</tr>
<tr>
<td>ᵈaʔ</td>
<td>ᵈəbəz</td>
<td>ɣfəs</td>
<td>ʃəh</td>
<td>rah</td>
<td>rab</td>
</tr>
<tr>
<td>lam</td>
<td>ləʔətzm</td>
<td>dax</td>
<td>ʃəʔəd</td>
<td>fad</td>
<td>ʰaf</td>
</tr>
<tr>
<td>bʃət</td>
<td>bɔt</td>
<td>ʂaʔ</td>
<td>qal</td>
<td>qbaʔ</td>
<td>ḥrəm</td>
</tr>
<tr>
<td>ʂlaʔ</td>
<td>ʂab</td>
<td>&lt;decimal&gt;dar&lt;/decimal&gt;</td>
<td>ṭəʔ</td>
<td>ṭəɐ</td>
<td>ḥzən</td>
</tr>
<tr>
<td>ʃəɾəz</td>
<td>ʃəz</td>
<td>maʔ</td>
<td>bad</td>
<td>byəd</td>
<td>ʂəʔ</td>
</tr>
<tr>
<td>ʒfəl</td>
<td>ʒəl</td>
<td>ʃaʔ</td>
<td>ʂah</td>
<td>ʂəbbəh</td>
<td>ʂmaʔ</td>
</tr>
<tr>
<td>ʒhəd</td>
<td>ʒəd</td>
<td>ʒaʔ</td>
<td>yab</td>
<td>ɣələb</td>
<td>ʷzaʔ</td>
</tr>
<tr>
<td>ʳəəd</td>
<td>ʳəd</td>
<td>ɣtəs</td>
<td>ʒəɾ</td>
<td>ʒəɾ</td>
<td>ʂaʔ</td>
</tr>
<tr>
<td>ḥəməɾəl</td>
<td>ḥəl</td>
<td>ʂaʔ</td>
<td>ʃəm</td>
<td>ʃəməʔ</td>
<td>ʃaʔ</td>
</tr>
<tr>
<td>ʃəqqəh</td>
<td>ʃəʔəʔ</td>
<td>ʃaʔ</td>
<td>maʔ</td>
<td>ɱəəg</td>
<td>ʃkaʔ</td>
</tr>
<tr>
<td>ʂəʔl</td>
<td>ʂəl</td>
<td>ɬəʔy</td>
<td>qaς</td>
<td>ɬəʔəs</td>
<td>ʃmaʔ</td>
</tr>
<tr>
<td>ɾətəb</td>
<td>ɾab</td>
<td>ʃən</td>
<td>ʤəf</td>
<td>ʤəɾəʔəl</td>
<td>ʃlaʔ</td>
</tr>
<tr>
<td>ɾəbbəq</td>
<td>ɾəq</td>
<td>ɾab</td>
<td>xaf</td>
<td>ʃəɾəʔəf</td>
<td>ɣfəs</td>
</tr>
<tr>
<td>ʃəʔq</td>
<td>ʃaʔ</td>
<td>ʃaf</td>
<td>ban</td>
<td>bəʃən</td>
<td>dax</td>
</tr>
<tr>
<td>dar</td>
<td>ḍəʔəɾ</td>
<td>ḥrəm</td>
<td>ɮəɾəh</td>
<td>bah</td>
<td>ʂab</td>
</tr>
<tr>
<td>ʰar</td>
<td>ʰəməɾ</td>
<td>ḥzən</td>
<td>直辖əm</td>
<td>ɬəm</td>
<td>ʤəɾ</td>
</tr>
<tr>
<td>sar</td>
<td>ʂəɾ</td>
<td>ʂəʔə</td>
<td>ɬəɾ</td>
<td>ʃar</td>
<td>ɱəəg</td>
</tr>
<tr>
<td>ʂəq</td>
<td>ḋəq</td>
<td>ʂmaʔ</td>
<td>衲əb</td>
<td>nab</td>
<td>ʂaʔ</td>
</tr>
<tr>
<td>bal</td>
<td>ɓəsəʔ</td>
<td>ʷzaʔ</td>
<td>nbəʔ</td>
<td>nad</td>
<td>ʒab</td>
</tr>
<tr>
<td>ʃəb</td>
<td>ʃəʔəb</td>
<td>ʂaʔ</td>
<td>bəʔəf</td>
<td>ɓəf</td>
<td>ɣəɾς</td>
</tr>
<tr>
<td>ʃəf</td>
<td>ʃəʔəʔ</td>
<td>ʃaʔ</td>
<td>ɣəɾəς</td>
<td>ɣaς</td>
<td>ʂaʔ</td>
</tr>
</tbody>
</table>
taf tab ṭaf tkəṛ ṭəṛṛəf ṭəfəhf ŝaṭ ṭab ṭqəb ʕməṛ nəʒʒəm nam bḷəɣ ṭaʕ ṭḷəʕ xḷəf fṭəħ faħ ṭfəħ faŋ ʃxən ṭaʃ ṭrəʃ ʕfəṣ məṭṭəḷ maḷ ṭar qṣəm qam ʒaf
**APPENDIX H**

**REAL-WORD STIMULI FOR EXPERIMENTS 8A & 8B**

<table>
<thead>
<tr>
<th>Target</th>
<th>Related</th>
<th>Control</th>
<th>Target</th>
<th>Related</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>dar</td>
<td>derra</td>
<td>rdem</td>
<td>daʕ</td>
<td>dʕa</td>
<td>nʕeh</td>
</tr>
<tr>
<td>šal</td>
<td>sella</td>
<td>hren</td>
<td>fda</td>
<td>fad</td>
<td>rʕeʃ</td>
</tr>
<tr>
<td>šaʕ</td>
<td>šeṭṭa</td>
<td>nkes</td>
<td>faʕ</td>
<td>fda</td>
<td>tľeb</td>
</tr>
<tr>
<td>kan</td>
<td>kenna</td>
<td>ʕʃeq</td>
<td>fat</td>
<td>fta</td>
<td>hlek</td>
</tr>
<tr>
<td>nʔa</td>
<td>nehha</td>
<td>ʕʃes</td>
<td>haf</td>
<td>hfa</td>
<td>hter</td>
</tr>
<tr>
<td>ʕaʔ</td>
<td>ʕebba</td>
<td>heder</td>
<td>hla</td>
<td>hal</td>
<td>zber</td>
</tr>
<tr>
<td>ʕaf</td>
<td>ʕeʃfa</td>
<td>nʕeh</td>
<td>mal</td>
<td>mla</td>
<td>rdem</td>
</tr>
<tr>
<td>zga</td>
<td>zuwweq</td>
<td>rʕeʃ</td>
<td>qla</td>
<td>qal</td>
<td>hren</td>
</tr>
<tr>
<td>hda</td>
<td>huwwed</td>
<td>tľeb</td>
<td>ṭram</td>
<td>rma</td>
<td>nkes</td>
</tr>
<tr>
<td>hma</td>
<td>hewwem</td>
<td>hlek</td>
<td>ṭʕeʃ</td>
<td>ṭʕa</td>
<td>ʕʃeq</td>
</tr>
<tr>
<td>hna</td>
<td>huwwen</td>
<td>hter</td>
<td>sba</td>
<td>sab</td>
<td>ʕʃes</td>
</tr>
<tr>
<td>qra</td>
<td>qewweṛ</td>
<td>zber</td>
<td>saḥ</td>
<td>sha</td>
<td>hdeer</td>
</tr>
<tr>
<td>ṭaʔ</td>
<td>ṭeyweṛ</td>
<td>rdem</td>
<td>ṭʕa</td>
<td>ʕal</td>
<td>nʕeh</td>
</tr>
<tr>
<td>fʕaʔ</td>
<td>fuxweṛ</td>
<td>hren</td>
<td>saq</td>
<td>sqa</td>
<td>rʕeʃ</td>
</tr>
<tr>
<td>ʃʕa</td>
<td>ʃuwwef</td>
<td>nkes</td>
<td>sra</td>
<td>sar</td>
<td>tľeb</td>
</tr>
<tr>
<td>ʒʕaʔ</td>
<td>ʒiyyeṛ</td>
<td>ʕʃeq</td>
<td>ʕʃa</td>
<td>ṭfa</td>
<td>hlek</td>
</tr>
<tr>
<td>bla</td>
<td>bal</td>
<td>ʕʃes</td>
<td>xʕa</td>
<td>xʕaf</td>
<td>hter</td>
</tr>
<tr>
<td>ban</td>
<td>bna</td>
<td>hdeer</td>
<td>ʒal</td>
<td>ʒla</td>
<td>zber</td>
</tr>
</tbody>
</table>
### APPENDIX I

**REAL-WORD STIMULI FOR EXPERIMENT 9**

<table>
<thead>
<tr>
<th>Target</th>
<th>Related</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>fuwwə́d</td>
<td>fə́ʔə́d</td>
<td>ṭə́q</td>
</tr>
<tr>
<td>qal</td>
<td>qə́lə́l</td>
<td>ṭə́b</td>
</tr>
<tr>
<td>sal</td>
<td>sə́l</td>
<td>ṭə́b</td>
</tr>
<tr>
<td>huwwə́l</td>
<td>hə́lə́l</td>
<td>ṭə́b</td>
</tr>
<tr>
<td>faŋ</td>
<td>fə́ʔə́d</td>
<td>ṭə́k</td>
</tr>
<tr>
<td>muwwə́n</td>
<td>mə́n</td>
<td>kə́tə́</td>
</tr>
<tr>
<td>zuwwə́q</td>
<td>zə́ʔə́q</td>
<td>mə́ʔə́</td>
</tr>
<tr>
<td>daŋ</td>
<td>də́ʔə́q</td>
<td>ṭə́b</td>
</tr>
<tr>
<td>ʒəf</td>
<td>ʒə́f</td>
<td>ṭə́b</td>
</tr>
<tr>
<td>dəz</td>
<td>də́ʔə́z</td>
<td>ṭə́b</td>
</tr>
<tr>
<td>kuwwə́r</td>
<td>kə́ʔə́r</td>
<td>ṭə́k</td>
</tr>
<tr>
<td>sawə́m</td>
<td>sə́mə́m</td>
<td>kə́tə́</td>
</tr>
<tr>
<td>ᵗʃə́wə́d</td>
<td>ṭʃə́ʔə́d</td>
<td>mə́ʔə́</td>
</tr>
<tr>
<td>ʒə́r</td>
<td>ʒə́́r</td>
<td>nə́qə́d</td>
</tr>
<tr>
<td>qawwə́d</td>
<td>qə́ʔə́d</td>
<td>ṭə́q</td>
</tr>
<tr>
<td>huwwə́d</td>
<td>hə́ʔə́d</td>
<td>ṭə́b</td>
</tr>
<tr>
<td>ʒiyyə́r</td>
<td>ʒíʔə́r</td>
<td>ʔə́b</td>
</tr>
<tr>
<td>bal</td>
<td>bə́lə́l</td>
<td>ṭə́b</td>
</tr>
<tr>
<td>sab</td>
<td>sə́b</td>
<td>ṭə́k</td>
</tr>
<tr>
<td>guwwə́d</td>
<td>gə́ʔə́d</td>
<td>kə́tə́</td>
</tr>
<tr>
<td>ʒə́r</td>
<td>ʒə́́r</td>
<td>mə́ʔə́</td>
</tr>
</tbody>
</table>
## APPENDIX J

### REAL-WORD STIMULI FOR EXPERIMENT 10

<table>
<thead>
<tr>
<th>(\sqrt{123}) Overlap</th>
<th>(\sqrt{234}) Overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>Related</td>
</tr>
<tr>
<td>ʕəṛṛəb</td>
<td>ʕəṛ抱住</td>
</tr>
<tr>
<td>ɦməd</td>
<td>ɦəmdəl</td>
</tr>
<tr>
<td>ɦrapid</td>
<td>ɦəpción</td>
</tr>
<tr>
<td>ɮʒəɣ</td>
<td>ɮʒɣəʃ</td>
</tr>
<tr>
<td>ṭbəndəd</td>
<td>ṭbəndər</td>
</tr>
<tr>
<td>bəsəm</td>
<td>bəsəmlə</td>
</tr>
<tr>
<td>fəɾʃəʃ</td>
<td>fəɾʃəx</td>
</tr>
<tr>
<td>ṭ_authəf</td>
<td>ṭ_authəf</td>
</tr>
<tr>
<td>həɾm</td>
<td>həɾməʃ</td>
</tr>
<tr>
<td>həɾ</td>
<td>həɾʃəf</td>
</tr>
<tr>
<td>kəʃəʃ</td>
<td>kəʃəf</td>
</tr>
<tr>
<td>məɾəhə</td>
<td>məɾəhəb</td>
</tr>
<tr>
<td>məɾən</td>
<td>məɾənaz</td>
</tr>
<tr>
<td>nəɡəɾ</td>
<td>nəɡəɾəʃ</td>
</tr>
<tr>
<td>ʔʒəɾ</td>
<td>ʔʒəɾəʃ</td>
</tr>
<tr>
<td>qrəf</td>
<td>qrəfəʃ</td>
</tr>
<tr>
<td>tʃəʃəf</td>
<td>tʃəʃəfər</td>
</tr>
<tr>
<td>ʃəɾən</td>
<td>ʃəɾəʃəf</td>
</tr>
<tr>
<td>ʃəɾ</td>
<td>ʃəɾəʃ</td>
</tr>
<tr>
<td>zəʃəf</td>
<td>zəʃəfər</td>
</tr>
<tr>
<td>kəbəɾə</td>
<td>kəbəɾət</td>
</tr>
<tr>
<td>bəɾəq</td>
<td>bəɾəqəʃ</td>
</tr>
<tr>
<td>ɦəɾən</td>
<td>ɦəɾəɾəʃ</td>
</tr>
</tbody>
</table>
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