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Abstract

Nano-structures, such as photonic crystal cavities and metallic antennas, allow one to focus and store optical energy into very small volumes, greatly increasing light-matter interactions. These structures produce resonances which are typically characterized by how well they confine energy both temporally (quality factor - $Q$) and spatially (mode volume - $V$). In order to observe non-linear effects, modified spontaneous emission (e.g. Purcell enhancement), or quantum effects (e.g. vacuum Rabi splitting), one needs to maximize the ratio of $Q/V$ while also maximizing the coupling between the resonance and the active medium. In this dissertation I will discuss several projects related by the goal of controlling light-matter interactions using such nano-structures.

In the first portion of this dissertation I will discuss the deterministic placement of self-assembled InAs quantum dots, which would allow one to precisely position an optically-active material, for maximum interaction, inside of a photonic crystal cavity. Additionally, I will discuss the use of atomic layer deposition to tune and improve both the resonance wavelength and quality factor of silicon based photonic crystal cavities.

Moving from dielectric materials to metals allows one to achieve mode-volumes well below the diffraction limit. The quality factor of these resonators is severely limited by Ohmic loss in the metal; however, the small mode-volume still allows for greatly enhanced light-matter interaction. In the second portion of this dissertation I will investigate the coupling between an array of metallic resonators (antennas) and a nearby semiconductor quantum well. Using time-resolved pump-probe measurements I study the properties of the coupled system and compare the results to a model which allows one to quantitatively compare various antenna geometries.
Understanding the nature of light and its interaction with matter has always been an area of great interest in physics. While we have been controlling light since the time of the ancient Egyptians, physicists only began to unravel the nature of light within the last 150 years. This understanding began with the unification of electro-magnetic theory by James C. Maxwell in 1865 [1] and culminated in the field of quantum electro-dynamics in the mid 1900’s. While the quantum description of light and matter has been extremely successful, truly controlling the interaction of light and matter has remained challenging due to the scale of optical wavelengths. With the amazing improvements in nano-fabrication of the last few decades, we are finally at a point where we can fabricate structures with sub-wavelength dimensions, allowing a new level of control over light. This has opened up entirely new possibilities in the fields of photonic crystals [2], meta-materials [3] and plasmonics [4].

1.1 Basics of Light-Matter Interactions

In the formal quantum mechanical treatment of $N$ charged particles in an electro-magnetic field, one must consider the vector ($\mathbf{A}(\mathbf{r})$) and scalar ($\phi(\mathbf{r})$) potentials. This leads to the general Hamiltonian

$$H = \sum_{i=1}^{N} \frac{1}{2m_i} \left[ p_i - q_i \mathbf{A}(\mathbf{r}_i) \right]^2 + q_i \phi(\mathbf{r}_i)$$

where $\mathbf{A}(\mathbf{r})$ and $\phi(\mathbf{r})$ include both external fields as well as those generated by the charges $q_i$.

In practice we are typically concerned with two bound particles (e.g. an electron and proton or an electron and hole) interacting with propagating electro-magnetic fields. In this case the Coulomb interactions between the two particles (a result of the longitudinal electro-magnetic fields) are treated separately, resulting in a spectrum of bound states with discrete energies. One then deals only with the transverse electro-magnetic fields, which in most cases have a spatial variation significantly larger than the separation of the two
charged particles. In this situation it benefits us to use the dipole approximation in which the interaction Hamiltonian is given by

$$H_I = -d \cdot E$$

(1.2)

where $d$ is the dipole moment operator acting between bound states of our system and $E$ is the electric field which can be treated either as a classical field or as a quantum mechanical operator.

A second assumption that we commonly make is that we are only dealing with two of the bound states of our charged particles. This is possible by operating in a narrow frequency (energy) range which is near the transition frequency (energy) of these two states, but greatly detuned from all other transitions. We consider the system to have only two states, an excited state $|e\rangle$ and a ground state $|g\rangle$.

### 1.1.1 Weak Coupling

In the weak coupling regime the interaction between the two-level transition and the electromagnetic field can be treated as a perturbation using Fermi’s Golden Rule

$$\Gamma_{i \rightarrow f} = \frac{2\pi}{\hbar} \langle i | H' | f \rangle^2 \rho$$

(1.3)

describing the transition rate between an initial $|i\rangle$ and final state $|f\rangle$. In this equation $H'$ is a perturbation (e.g. the dipole interaction from equation 1.2) and $\rho$ is the density of final states. From this we see that in the perturbative (weak coupling) regime the transition rate is largely determined by the density of states. In an optical cavity we assume that we have a single mode with a Lorentzian lineshape, characterized by it’s resonance frequency ($\omega_{cav}$) and damping frequency ($\kappa$). The density of states is then found by dividing the normalized lineshape by the effective mode-volume ($V$)

$$\rho_{cav}(\omega) = \frac{\kappa}{2\pi V \left(\frac{\kappa}{2}\right)^2 + (\omega - \omega_{cav})^2}$$

(1.4)
Taking the ratio of the density of states of the cavity to that of free space one then finds the well known resonant \( \omega = \omega_{\text{cav}} \) enhancement first predicted by Purcell [5]

\[
F_p = \frac{\Gamma_{\text{cav}}}{\Gamma_{\text{free}}} = \frac{3\lambda^3}{4n^3\pi^2} \frac{Q}{V} \tag{1.5}
\]

where \( Q \) is defined as \( \omega_{\text{cav}}/\kappa \).

### 1.1.2 Strong Coupling

If the losses in our system \( (\gamma, \kappa) \) are low enough we enter a regime where energy can coherently transfer between the cavity mode and the two-level system. In this regime we must treat the cavity mode quantum mechanically. This is accomplished by replacing \( E \) in eq. 1.2 with the electric field operator which leads to the well known Jaynes-Cummings model [6]. A mode of the bare cavity will have discrete levels \( |n\rangle \) with energy \( E_n = \hbar \omega_{\text{cav}} (n + 1/2) \), where \( n \) is the number of photons in the cavity mode. When the cavity and two-level system interact and are resonant with each other, the dipole interaction leads to new Eigenstates of the system which are now an entangled mixture of light and matter (given by eq. 1.6a and 1.6b) where the energy is both in the two-level system and in the cavity at the same time. Each of the \( |n\rangle \) levels is now split in two with an energy separation of \( 2g\sqrt{n+1} \), where \( \hbar g = \langle g|d|e\rangle E_{\text{vac}} \).

\[
|n, +\rangle = \frac{1}{\sqrt{2}} \left( |n, e\rangle + |n + 1, g\rangle \right) \tag{1.6a}
\]

\[
|n, -\rangle = \frac{1}{\sqrt{2}} \left( |n, e\rangle - |n + 1, g\rangle \right) \tag{1.6b}
\]

We see that even in the case of \( n = 0 \) the system has two levels \( |0, +\rangle \) and \( |0, -\rangle \), with separation \( 2g \), known as vacuum Rabi splitting [7, 8].

### 1.1.3 Dipole-Dipole Interaction

For much of the work described in this dissertation, we will not be concerned with dielectric optical cavities, but rather metallic resonators. In this case the metallic resonator produces a strongly enhanced near-field (longitudinal field) associated with the dipole moment of the structure. Instead of dealing with the near-field, we can consider the dipole moment of
the metallic oscillator and try to understand the coupling to other nearby oscillators as a direct dipole-dipole interaction. This idea is developed in a semi-classical model described in sec. 3.1.3.

While the quality-factor of dielectric cavities can be very high, the mode-volume is inherently limited by diffraction to approximately \((\lambda/2n)^3\). However, if we begin to incorporate metal into the cavity we find that we can reduce the mode-volume by several orders of magnitude, albeit at the cost of introducing considerable loss [9]. These subwavelength metallic resonators, (also known as optical antennas, plasmonic nanoparticles, meta-materials, etc.) have found a host of potential applications in high-resolution microscopy, single-photon sources, photo-voltaics, optical switching, meta-materials, Purcell enhancement and more [10–19]. It is tempting to treat these metallic resonators much like a dielectric cavity and classify them in terms of quality-factor and mode-volume; however, there are several key differences of which one must be careful.

The most important difference is the way in which energy is stored by a metallic resonator. In a dielectric cavity energy oscillates back and forth between the electric and magnetic fields. In a metallic resonator, the energy instead oscillates largely between the electric field and the kinetic energy of electrons in the metal [9].

An unfortunate result of this is the large amount of Ohmic loss associated with the resonator. The electrons in the metal are heavily damped due to electron-electron and electron-phonon scattering which leads to Ohmic losses (heating). This brings about the low quality factor of the resonator. At optical frequencies metallic resonators typically have quality factors on the order of 10. That is, if the resonance is centered at a wavelength of 1 \(\mu\)m, the spectral width of the resonance is on the order of 100 nm. This is compared to a photonic crystal cavity which may have a spectral width of less than 0.1 nm \((Q = 10000)\).

At the same time, the ability to store energy in the kinetic movement of electrons leads to the fact that the mode-volume of the cavity can be extremely sub-wavelength. The electrons are oscillating in a metallic structure with dimensions on the order of 10-100 nm. Even when the energy is in the electric field, the fields are largely longitudinal fields which decay exponentially as you move away from the resonator. As a result the mode-volumes of these cavities can be nearly 1000 times smaller than the diffraction limit.
One major issue with classifying metallic resonators in terms of mode-volume is understanding the exact definition of this term. Due to the lossy nature of the mode, the mode is not truly localized; that is if you simulate the field surrounding the resonator one finds that the calculated mode-volume increases with the size of the simulation volume. One way to deal with this is shown in ref. [20]. The mode-volume is seen to diverge linearly as a function of the simulation size as a result of radiating fields. By fitting this linear divergence and subtracting it from the mode-volume one ends up with a constant mode-volume which quantifies the localized portion of the field.

A second issue is the fact that a significant portion of the mode exists within the metal, a region with a negative value of permittivity. In the standard definition of mode-volume (eq. 1.7) we see that the permittivity is directly multiplied by the electric field magnitude inside of the integral. Inside of the metallic regions the field would actually make a negative contribution to the calculated mode-volume leading to values much less than expected. Reference [21] proposes the modification of eq. 1.7 to that of eq. 1.8 using the definition of electric field energy density in a highly dispersive, lossy medium [22]. This assumes a Drude model for the metal.

\[
V = \int \frac{\epsilon |E|^2}{\max (\epsilon |E|^2)} \partial V \tag{1.7}
\]

\[
V^{\text{lossy}} = \int \frac{\left( \text{Re} (\epsilon) + \frac{2\omega \text{Im} (\epsilon)}{\gamma} \right) |E|^2}{\max \left[ \left( \text{Re} (\epsilon) + \frac{2\omega \text{Im} (\epsilon)}{\gamma} \right) |E|^2 \right]} \partial V \tag{1.8}
\]

1.2 Previous Work

A large portion of this dissertation (Ch. 3) deals with the interaction of metallic resonators with a semiconductor quantum well. The origins of this pursuit lie in the field of metamaterials. This field aims to engineer materials with unnatural optical properties through the use of sub-wavelength features. This typically relies on the use of materials with negative permittivity (i.e. metals). Because of this, meta-materials inherently suffer from large Ohmic losses, limiting practical applications. The natural solution to this seems to be to introduce
a material which produces sufficient optical gain to compensate for this loss.

This was the goal of original investigations of the coupling of metallic resonators (in this case split-ring resonators) to a near surface quantum well [23]. Arrays of split-ring resonators were fabricated on the surface of a quantum well and analyzed in terms of loss compensation. It was found that the system was unable to compensate the losses (fig. 1.1), but a factor of three to four improvement in either the dipole moments, the damping frequencies, coupling constant or some combination of all of these could result in a system where the loss was completely compensated.

![Figure 1.1: A plot of the effective damping frequency ($\gamma$) versus the effective coupling frequency ($V$) for an array of split-ring resonators coupled to a quantum well from ref. [23]. The red dot represents the experimentally measured system, the white region corresponds to complete loss compensation.](image)

At the same time as the investigation of loss compensation, work was being done to measure the extinction cross-section of an individual metallic resonator [24, 25]. This is an important characterization of a metallic resonator which can reveal both the dipole moment and the damping frequency. The cross-section of a metallic resonator can be split into two contributions, scattering and absorption. The scattering cross-section is a measure of how much of an incident optical field will be scattered by the resonator into different propagating modes. That is, light which interacts with the dipole moment of the resonator, causing the
electrons to oscillate and is then re-radiated into free space. The second contribution is the absorption cross-section. This is related to the Ohmic losses of the resonator, and provides a measure of how much of the incident optical field is turned into heat. This is seen in fig. 1.2a-b where the absorption (red), scattering (green) and total (black) cross-sections of a split-ring resonator are plotted.

An important motivation for the current work was the measurement of the cross-sections of various resonator shapes (fig. 1.2c) [26]. It was shown that by changing the shape of the individual resonators the ratio of the scattering cross-section to the absorption cross-section can be increased. We can understand this intuitively by taking the split-ring resonator as an example. In fig. 1.2a we see that the absorption cross-section (red) is significantly larger than the scattering cross-section (green). If we were to deform the split-ring resonator by unfolding it into a dipole resonator, we see in fig. 1.2c that the scattering and absorption cross-sections are nearly equal. As we unfold the split-ring resonator we are moving the ends of the resonator further apart. The ends of the resonator are what define the dipole moment of the structure; as electrons oscillate within the structure there is a net charge that forms at the ends of the resonator. Unfolding the split-ring resonator therefore creates a larger dipole moment \( d = q \cdot x \), which in turn leads to a larger interaction with an incident electro-magnetic field and therefore a larger scattering cross-section. At the same time, if we treat the resonator as a wire, neither the length nor the cross-sectional area of the wire is changed significantly as we unfold it. Therefore, the resistance \( R = \rho l / A \) that an electron sees as it travels through the resonator is not changing and we would expect similar Ohmic
losses for both structures. This is in fact the case, and looking at fig. 1.2c we see that even as we change the shape in more significant ways the Ohmic losses (red) stay nearly constant, but the scattering cross-section (dipole moment) can be greatly increased.

With this in mind it was natural to ask how this variation of dipole moment could effect the coupling of the antenna to an active material (quantum well). As will be explained in sec. 3.1.3 the interaction is described as a dipole-dipole interaction resulting from the near-field of the metallic resonator. Therefore, it seems natural to assume that a larger dipole moment would lead to a larger interaction and possibly even loss compensation as speculated in ref. [23]. It will be shown in sec. 3.3.3 that this is, unfortunately, not the case, and there seems to be an inherent limitation to the coupling in this type of system.

1.3 Layout of Dissertation

This dissertation covers several of the main topics of my research during my time as a graduate student. The main results of this research are published in several journal publications which are included as appendices at the end of the dissertation. For the purposes of clarity, the work has been combined into a coherent story for the main body of this work. The dissertation is divided into four chapters, beginning with the introduction.

Chapter two focuses on the research conducted at the beginning of my doctoral degree which aimed to improve the coupling of photonic crystal based cavity-emitter systems. This includes work on the deterministic placement of semiconductor quantum dots (QD) [27, 28] as well as efforts to decrease loss and tune the resonance of minimum mode-volume photonic crystal cavities [29–31]. While I was not involved in the fabrication of the samples studied in this work I took a lead role in the measurement and analysis of these samples.

Chapter 3 discusses the primary work of my doctoral degree pertaining to the study of the coupling between metallic resonators (optical antennas) to a near-surface semiconductor quantum well (QW) [32]. This chapter includes an overview of basic semiconductor theory as well as the coupled oscillator model which was used to analyze data. The experimental aspects, including semiconductor growth, antenna fabrication and optical measurements are reported in detail. Finally, the results of optical measurements on these systems are presented. This includes low-temperature photo-luminescence (PL), Fourier transform infra-red
(FTIR) transmission spectra and transient pump-probe measurements.

In the fourth and final chapter I discuss the current direction of research in the Quantum Nano-Optics of Semiconductors (QNOS) group, including self-assembled plasmonic structures [33] and hybrid semiconductor/superconductor devices. Much of this work is just beginning and is very theoretical. Therefore I will cover the current understanding of the theory that is available in the literature, as well as how it applies to the systems under study in the QNOS group.
Chapter 2

**Improving Quantum Dot - Photonic Crystal Structures**

2.1 Deterministic Placement of Quantum Dots

The electro-magnetic field inside of an optical cavity forms a standing wave, meaning the field contains both nodes and anti-nodes (fig. 2.1b). At the location of nodes, the field magnitude is zero at all times, and as such a quantum dot placed at this location would experience zero interaction with the cavity mode. It is clearly important to make sure that the quantum dot is placed at an anti-node of the field. This is easier said than done as the formation of quantum dots happens through a random self-assembly process [34]. In practice the optimal placement of a quantum dot happens by fabricating many hundreds of photonic crystal cavities and then conducting a search to find the ideal cavity which has a dot located correctly, both spatially and spectrally. While this is challenging enough, once located, it is likely that the cavity will contain more than one dot. As long as only one dot is resonant with the cavity it may be possible to observe coupling, however, the extra dots in the cavity provide additional absorption and scattering losses which can lead to a broadening of the cavity linewidth. The ability to place one and only one quantum dot at the anti-node of a photonic crystal cavity would be a huge advantage to conducting cavity quantum electrodynamic (cQED) experiments with these systems. Not only would this open the door for interesting experiments involving more than a single cavity and dot [35], but it is essential for scalability if one wanted to create single or entangled photon sources [36–38].

The quantum dots studied in our lab are grown using molecular beam epitaxy (MBE). This technique is an ultra-high vacuum method which allows one to deposit extremely pure crystalline material in very precise amounts onto crystal substrates. This technique is described in more detail in section 3.2.1 in regards to the growth of quantum wells. Typically, one wants the lattice constant of the deposited material to be nearly identical to that of the underlying substrate. This minimizes strain in the deposited layers, leading to fewer
defects. As the material is deposited, atoms adsorb to the surface and move about. The mobility of these atoms allows for the formation of atomically smooth layers which build up, one by one. This mode of crystal growth is known as Frank van der Merwe (FM) growth. When forming quantum dots, (e.g. InAs deposited on GaAs), the growth proceeds by a very different method, known as the Stranski-Krastanov (SK) mode. This is a result of the large mismatch in lattice constants of InAs and GaAs (7.2\% at room temperature). As InAs is deposited the first atomic layer, commonly referred to as the wetting layer, forms much like FM growth. This layer has a significant amount of strain and as more InAs is deposited, rather than forming a second atomic layer, it begins to nucleate into small islands. The formation of these islands (quantum dots) allows the crystal lattice to relax; however, the islands retain a crystalline structure. This is an important fact as it means the islands still retain a band-gap. Over-coating the islands with more GaAs completes the quantum dot by surrounding the island with a higher band-gap material. The InAs island now forms a 0-dimensional potential well which is able to confine charge carriers (electrons and holes).

The nucleation process of InAs quantum dots is random; however, we may hope to control this process by introducing locations at which nucleation will be preferential. For the samples we studied, this was accomplished by pre-patterning GaAs substrates with arrays of nano-scale indentations. GaAs substrates were first coated by a layer of polymethyl methacrylate/methacrylate (PMMA/MA) and arrays of holes were written into this layer using electron beam lithography (EBL) on a Raith e-line system. The pattern of holes was
developed and the substrate was then etched for 30 s in \( \text{H}_2\text{SO}_4:\text{H}_2\text{O}_2:\text{H}_2\text{O} \) (1:8:800). This resulted in indents with a depth of 20 nm in the substrate. The resist was removed using a series of baths consisting of acetone, methanol and isopropanol (IPA).

For growth of InAs quantum dots, the patterned substrate is first loaded into the load-lock chamber of a Riber 21T MBE system. After the chamber is pumped down the substrate is heated to 130°C for 1 hour to remove any volatile contamination. The substrate is transferred to the growth chamber and the surface oxide is removed using a unique Ga-assisted technique [39] which prevents damage to the pattern. This is accomplished by heating the substrate to 480°C followed by exposure to a low flux of \( \sim 1 \) monolayer/min (ML/min) of gallium. The substrate is exposed to gallium for 30 s followed by a pause of 30 s. The excess gallium reacts with the surface oxide (\( \text{Ga}_2\text{O}_3 + 4\text{Ga} \rightarrow 3\text{Ga}_2\text{O} \)), producing \( \text{Ga}_2\text{O} \) which is more volatile and able to desorb from the surface. This is repeated for 16 cycles, or a total of about 8 monolayers (ML) of gallium, and then the substrate was heated to 550°C and annealed for 2 min under an \( \text{As}_4 \) atmosphere. The substrate was cooled to 500°C, at which point a 16 nm GaAs buffer layer was deposited, followed by InAs deposition (1.7 - 2.6 ML). Samples were annealed at growth temperature for varying amounts of time. Finally, samples for atomic force microscopy (AFM) study were rapidly cooled to room temperature, while samples for PL study were capped with 80 nm of GaAs and then cooled.

AFM measurements were conducted using a Nanosurf Easyscan 2 system. From these images it was found that InAs dots tended to form in pairs in each indent in the substrate. Annealing the sample was found to cause these double dots to merge into single dots. Additionally, the annealing lead to a decrease in the number of dots that formed in between etched holes. Figure 2.2 shows an AFM of sample A1130 which had no dots between holes, and a large percentage of single dots in holes.

Low-temperature photo-luminescence measurements were conducted at 10 K using a continuous flow liquid helium cryostat (CryoVac) and a HeNe laser to pump the sample. A high-NA, long working distance microscope objective (100X Mitutoyo Plan Apo NIR HR infinity corrected) is used to achieve a small spot size, so that only a small number of dots are excited. The emitted light is collimated and imaged using a 1.26m spectrometer (Spex Model 1269) and a liquid nitrogen cooled silicon CCD array (Princeton Instruments Model
Figure 2.2: AFM image of sample A1130, showing no dots between sites and a large number of single dots.

LN/CCD-512-TKB/1/VISAR). Due to the low number of dots excited, narrow spectral lines originating from single quantum dots are resolvable.

One concern with deterministically placed dots is the introduction of defects as a result of the fabrication processes that happen prior to MBE growth. The defects will lead to a decreased quantum efficiency. Even if the dots form at the correct location they will be useless if they do not emit light. To test this we compared the integrated intensity of the PL from several locations on sample A1078, including two different patterned regions (one with holes spaced 250 nm apart and one 500 nm apart) and at un-patterned locations. Additionally, we collected AFM images of a similar un-capped sample (A1083), on the same patterned and un-patterned regions. Using these images we were able to count the average number of dots in holes and between holes. The quantum efficiency is then estimated using equations 2.1a, 2.1b and 2.1c, where $C$ is a proportionality constant, $P$ is the integrated PL intensity, $\eta$ is the quantum efficiency, $N$ is the average number of dots, and subscripts bet, in and unpatt stand for between holes, inside holes and un-patterned regions respectively.

\[
C \times P^{(250)} = \eta_{\text{bet}} N_{\text{bet}}^{(250)} + \eta_{\text{in}} N_{\text{in}}^{(250)} \tag{2.1a}
\]
\[
C \times P^{(500)} = \eta_{\text{bet}} N_{\text{bet}}^{(500)} + \eta_{\text{in}} N_{\text{in}}^{(500)} \tag{2.1b}
\]
\[
C \times P_{\text{unpatt}} = \eta_{\text{unpatt}} N_{\text{unpatt}} \tag{2.1c}
\]
Using this set of equations one finds that the relative efficiency of dots between holes to dots in un-patterned regions is 0.996 and the relative efficiency of dots inside of holes to dots between holes is 0.306. This shows that dots inside of holes do in fact emit light; however, the efficiency is significantly less and more work is needed to improve this method of quantum dot growth.

2.2 Tuning Photonic Crystal Cavities with Atomic Layer Deposition

A second limitation of QD/photonic crystal cavity systems has been the quality factor of the cavity. Despite simulations which show very high quality factors, actual fabricated devices typically perform significantly worse. This may be due to surface roughness after fabrication, or it could be due to absorption losses of the material. In the GaAs based photonic crystal cavity systems the quality factor rarely gets above 15,000. On the other hand, it has been seen that silicon based photonic crystal cavities exhibit much higher quality factors, easily reaching 100,000+. With this knowledge we decided to investigate these cavities to see just how high the quality factor in a minimum mode-volume cavity could reach. The cavity we investigated is shown in fig. 2.3, and consists of a silicon ridge waveguide on top of a silicon oxide layer. Holes are etched along the length of the waveguide, forming a 1D photonic crystal. The diameter of the holes is tapered down towards the center of the cavity, forming a defect where the mode is confined. This taper allows for a gradual change in the photonic crystal bandgap, therefore it gently confines the mode, avoiding abrupt changes which would increase scattering and lead to a lower $Q$.

Figure 2.3: Schematic of a silicon based 1D photonic crystal cavity.
The obvious drawback to using silicon photonic crystal cavities is the lack of active emitters that can easily be incorporated with the cavity. However, high $Q$, low $V$ cavities are still of great interest for increasing non-linear effects [40] and for cavity opto-mechanics [41]. There is also much effort to incorporate active material with silicon photonics [42–44], with mixed results. The lack of active emitter makes optical measurements of the cavity mode more challenging. In GaAs cavities containing QD’s we can simply excite the QD’s and observe the PL. Without this option we must provide a light source (A tunable laser - Agilent Model 81682A), and observe the transmission or reflection of the cavity, using either a tapered optical fiber or a free-space method [29].

*Fiber Taper Method* The tapered fiber method relies on a single-mode optical fiber which has been heated and pulled to form an adiabatic taper [45] with a diameter on the order of 1 $\mu$m. The tapered region of the fiber is formed into a loop which is then positioned on top of the cavity using micro-positioners, as seen in fig. 2.4a. The tunable laser light is passed into one end of the optical fiber and the intensity is detected at the opposite end. The laser wavelength is tuned and as it comes into resonance with the cavity some of the light is able to couple into the cavity through the evanescent field of the fiber. This light then scatters out of the cavity resulting in an observed dip in the intensity transmitted through the fiber taper.

The coupling of the fiber to the cavity is highly dependent on the relative position and orientation of the fiber. When placed over the center of the cavity the fiber will show the highest coupling; however, at this position the fiber introduces a large amount of loss into the cavity greatly reducing the $Q$. Therefore, it is beneficial to move the fiber away from the center of the cavity to reduce losses. There is a trade off between the measured $Q$ and the signal to noise ratio. The coupling is also dependent on the angle between the cavity and the fiber as a result of available polarizations. The cavity mode is polarized linearly perpendicular to the axis of the nanobeam and parallel to the substrate surface. If the fiber were placed perpendicular to the nanobeam it would be impossible to couple to the cavity mode as the polarization would always be orthogonal. Placing the fiber parallel to the nanobeam once again introduces a large amount of loss due to the long interaction length.
Therefore the optimal contact is at a 45° angle and positioned near the end of the nanobeam cavity.

**Figure 2.4:** (a) Fiber taper method, in which a tapered fiber is brought into contact with the photonic crystal cavity, and (b) resonant scattering method in which a laser is focused onto the cavity and the polarization of the scattered light is analyzed to extract the cavity mode.

*Resonant Scattering Method* In order to measure the intrinsic $Q$ of the cavity, without introducing additional losses, we must use a free space method. Figure 2.4b shows a schematic of the free space resonant scattering method. In this technique the tunable laser is focused onto the cavity using a high resolution microscope objective. The laser is linearly polarized at 45° with respect to the polarization of the cavity mode. The reflected light is collected by the same objective and passes through a polarizer which is oriented at 90° with respect to the incident laser polarization. Light which directly reflects from the sample is blocked by this polarizer. Light which couples into the cavity will scatter out of the cavity with polarization rotated by 45° and will partially transmit through the polarizer and be registered by an InGaAs detector. As mentioned this technique measures the intrinsic $Q$; however, cavities with high $Q$’s scatter very little light resulting in a very low signal-to-noise ratio. As a result this technique can be difficult and is typically done only after the wavelength of the cavity resonance has already been determined by the fiber taper method.
Results of Atomic Layer Deposition It has been shown that atomic layer deposition can lead to a reduction of propagation losses in silicon ridge waveguides [47]. This is attributed to the conformal nature of the ALD process (fig. 2.5) which is able to fill in defects to form a smooth surface. With this in mind we decided to investigate the effect of atomic layer deposition on silicon nanobeam cavities [31]. Two samples were fabricated with an array of cavities and the quality factor of each was measured. One sample was coated with 20 nm of Al$_2$O$_3$ and the other was coated with 20 nm of TiO$_2$. The samples were then measured again by the same procedure. The samples coated with TiO$_2$ showed on average a change in $Q$ of $-1.3\% \pm 16\%$, while the sample coated with Al$_2$O$_3$ showed an average increase of $38\% \pm 31\%$. This increase in $Q$ from Al$_2$O$_3$ is demonstrated in fig. 2.6a.

A second sample was fabricated which had a series of cavities which had the radius of etched holes shifted from that of the optimum design. This sample was characterized, coated with 20 nm of Al$_2$O$_3$ and then characterized again. This sample also showed an average increase in $Q$ ($20\% \pm 19\%$). It was noticed that cavities which had larger holes to begin with saw the greatest increase in $Q$. It seems reasonable that the largest contribution to the increase in quality factor is not the ‘smoothing’ effect seen in ref. [47], but instead due to a post-fabrication ‘correction’ of the hole radius. Cavities with holes that are too large are essentially being brought closer to the optimal design by the addition of the ALD layer.

It is also worth noting the ability of this method to tune the wavelength of the cavity.
resonance. Figure 2.6b shows the measured shift in cavity resonance for various initial hole radii. Depending on the initial geometry the cavity shifts anywhere from 20 nm to 28 nm. The ALD process builds up a film layer by layer (fig. 2.5). For the process used in this work each layer was approximately 0.1 nm thick. It therefore took 200 cycles to build up a 20 nm layer. We can then approximate the cavity shift per layer to be on the order of 0.1-0.15 nm, allowing precise post-fabrication control over the resonance wavelength.

Figure 2.6: (a) Demonstration of the increased quality factor of silicon nanobeam cavities following the deposition of 20 nm of Al₂O₃, and (b) the resulting shift in cavity resonance wavelength as a function of the initial cavity hole radius.
Chapter 3

METALLIC CAVITY SYSTEMS

3.1 Theory

3.1.1 Optical Properties of Semiconductor Structures

*Band Structure* When working in condensed matter physics we can determine much about a material by understanding its band diagram. That is, the relationship between energy and momentum of the allowed electronic states. For example, in fig. 3.1a we see the band diagram of a single free electron, given by the relation \( E = \frac{\hbar^2 k^2}{2m_e} \). When the electron becomes bound to an atom its linear momentum will go to zero, and it will be restricted to discrete energy levels (fig. 3.1b). However, if we bring a large number of atoms together to form a solid, the electron wave-functions of individual atoms begin to overlap and the electrons begin to interact through the Coulomb force. This interaction leads to new Eigenstates of the system, which are extended in space and have slightly shifted energies. For each discrete energy level of the original atom, there now forms a band of energy levels with non-zero momentum (fig. 3.1c).

To characterize the electrical and optical properties of a material we must introduce the Fermi level, a hypothetical energy level which has a 50% probability of being occupied by

![Figure 3.1: Dispersion relation of (a) a free electron, (b) a bound electron, and (c) an electron in a crystal lattice. Dark blue represents filled levels, at \( T = 0 \) K all levels below the Fermi level (\( E_f \)) will be filled.](image-url)
an electron when the system is in thermal equilibrium. At 0 K all electron states below this energy are filled and all states above it are empty. If the Fermi level occurs within an energy band there are a large number of states around the Fermi level which are available to conduct a current and the material is considered a metal. If the Fermi level happens to fall in a gap between two bands (as in fig. 3.1c) there are no available states and the material is considered an insulator. If this gap between bands is on the order of a few electron volts (eV) then it is classified as a semiconductor.

Optical Transitions In a semiconductor, this gap between bands is large enough that it will be insulating under normal conditions. However, through doping (introducing impurities) or through the absorption of optical energy, carriers can be moved between bands allowing the material to become conducting, hence the name semiconductor. For this work we are primarily concerned with optical properties and will neglect doping. In this case the Fermi level lies near the middle of the band-gap, and the bands below this (valence bands) are completely full while the bands above this (conduction bands) are completely empty (at 0 K).

If a photon with energy greater than the band-gap is incident on the semiconductor, it is possible that the photon will be absorbed resulting in the transition of an electron from a valence band to a conduction band. The electron is now considered a free carrier. Additionally, the electron leaves behind an empty state in the valence band. It is possible for another electron in the valence band to move into this empty state, effectively causing the empty state to move. Rather than keep track of $\sim 10^{24} / \text{m}^3$ electrons in the valence band, it is much easier to keep track of a single empty state which we treat as an effective positive charge carrier which is referred to as a hole. The absorption of a photon then creates a negative electron in the conduction band and a positive hole in the valence band. In this transition momentum must be conserved. Since the momentum of a photon is tiny compared to that of an electron we approximate the photon momentum as zero, and a transition involving the absorption or emission of a photon then appears as a vertical line in momentum space as seen in fig. 3.2.

The absorption of a photon creates a non-equilibrium state of the semiconductor (i.e.
the electrons are no longer in a thermal distribution). As a result the charges of the system will begin to relax towards equilibrium. This happens through the scattering of energetic electrons with other electrons or with the crystal lattice (phonons). These scattering events happen on very short time scales of a few picoseconds or less. Through many scattering events the non-equilibrium electrons ‘fall’ towards the lowest energy state of the energy band which it occupies. Likewise holes ‘rise’ towards the highest energy state of the band which they occupy. Once the electron (hole) reaches the lowest (highest) energy state, it is still not at thermal equilibrium since it has not returned to the original band from which it came. However, to transition to a different band it must lose an amount of energy equal to the band-gap, much larger than the energy of typical scattering events, and therefore the electron(hole) may sit at this position for much longer periods of time.

From this point the relaxation process can happen in a number of ways, strongly dependent on the structure of the energy bands involved. If the highest point of the valence band and the lowest point of the conduction band lie at the same location in momentum space then we are in luck. This is considered a direct gap semiconductor (fig. 3.2a). An electron in the conduction band will be able to transition to fill the hole in the valence band, without a change in momentum. The transition will likely result in the emission of a photon with energy equal to that of the band-gap. If we’re not this lucky, the electron and hole do
not align in momentum space, the process is considered indirect (fig. 3.2b). If the electron and hole were to recombine and only emit a photon, conservation of momentum would be violated. For this recombination to occur the momentum must be transferred to a vibration of the crystal lattice (a phonon). This three-particle transition is much less likely to occur than a two-particle transition. It is more likely that the electron and hole will recombine through other processes which do not involve the emission of a photon, making indirect band structures poor optical emitters. For this reason we will be mainly concerned with direct gap semiconductors.

Confined Structures As mentioned above, non-equilibrium electrons (holes) quickly relax to the lowest (highest) energy states of the energy band. Therefore, for the design of semiconductor hetero-structures (structures formed from two or more material compositions) we move from momentum-space to real space and take the energy gap as the defining energy between the valence and conduction bands (fig. 3.3a-b). We can use this idea to understand the design of a quantum well, composed of a thin layer of material with a small band-gap sandwiched between two layers of a material with a larger band-gap (fig. 3.3c). This band-gap structure acts as a square well potential for electrons (holes) traveling perpendicular to the quantum well layer. We know from introductory quantum mechanics that a square well potential leads to states with discrete energy levels within the well. Within the plane of the quantum well, electrons (holes) are still free to move about in two dimensions with a continuum of momentum states. Therefore, each of the discrete levels of the quantum well acts similar to a two-dimensional electron gas. Each of these levels is shifted from the bulk band-gap by the confinement energy of the quantum well. The confinement energy is a function of the barrier height and the width of the quantum well layer. As a result one can engineer the energy levels of the quantum well to obtain transitions at a desired energy simply by changing either the material composition or the layer structure.

For this work we use a quantum well made of a layer of In$_{0.532}$Ga$_{0.468}$As sandwiched between layers of In$_{0.524}$Al$_{0.476}$As. The band-gap of In$_{0.532}$Ga$_{0.468}$As at 10 K is 0.814 eV and In$_{0.524}$Al$_{0.476}$As has a band-gap of 1.5188 eV. The In$_{0.532}$Ga$_{0.468}$As layer is only 13.8 nm thick, which leads to an additional confinement energy (of the lowest transition) of
about 13 meV. This additional energy puts the lowest energy transition at 0.827 eV or a wavelength of approximately 1500 nm. This lowest energy transition is between the first confined electron state (e1) in the conduction band and the first confined hole state (hh1, there are actually three valence bands, but due to spin-orbit interactions and the confinement of the quantum well they are non-degenerate and we only consider the ‘heavy-hole’ band). The next transition of this quantum well happens around 0.912 nm (or 1360 nm). This is sufficiently far from the lowest transition (for the low pump-power regime) that we treat the quantum well as a single transition with a ground state and an excited state separated by 0.827 eV. This is an extreme simplification, and it quickly breaks down if the carrier density is too high (i.e. higher pump-powers).

### 3.1.2 Simulating Optical Nano-Structures

The simulation of optical nano-structures was accomplished using finite difference time domain (FDTD) methods. A commonly used tool for this is MEEP (MIT Electromagnetic Equation Propagation) [48], a free FDTD software package. For rough simulations, this software provides adequate flexibility and can be run on a decent desktop computer (e.g. 4-core, 3.4 GHz CPU with 16 Gb RAM). MEEP is also available to be run through the free online cloud computing resources of Nanohub.org. For published simulations, we used the
much more flexible software, “Sim3D Max”\textsuperscript{TM}, of the research group of Dr. Jerome Moloney. This software allows for a flexible simulation grid. The resolution of the simulation can be locally increased, for example at the location of nano-scale features, and then decreased in uniform regions. This, along with the ability to run on a large number of parallel processors, allows for much more intensive simulations.

A critical part of simulating metallic structures using FDTD methods is implementing the correct dispersion relationship for the materials. For metals, we typically use the Lorentz-Drude model (eq. 3.1), which gives the permittivity as a sum of several resonances [49]. The parameters of this model are determined experimentally and reasonable values can be found in several places [49–51]. Unfortunately, these experimentally determined parameters are typically for bulk material. For nano-scale structures there’s no guarantee that these parameters will hold, and they will likely depend on the purity and morphology of the metal. Despite this, FDTD simulations provide useful information such as optical mode distribution and general trends with respect to device dimensions.

\begin{equation}
\epsilon(\omega) = 1 - \frac{f_1 \omega_p^2}{(\omega^2 + i \Gamma_1 \omega)} + \sum_{j=2}^{N} \frac{f_j \omega_p^2}{(\omega_j^2 - \omega^2 + i \Gamma_j \omega)} \tag{3.1}
\end{equation}

3.1.3 Coupled Oscillator Model

For the purposes of comparing measured differential transmission data of a quantum well coupled to a plasmonic resonance it is useful to introduce a model of two coupled oscillators [52]. This model incorporates the interaction between the two oscillators as a near-field interaction. This is in essence a dipole-dipole interaction. The dipole moment of each oscillator generates a longitudinal (non-propagating) field. This field then acts as a driving force on the dipole moment of the other oscillator. Therefore we must begin with the equations of motion of the two oscillators, incorporating this dipole-dipole interaction, and then calculate the optical properties of the coupled system.

\textit{Optical Bloch Equations} We begin with the density matrix for a two-level system [53].

\begin{equation}
\rho = \begin{bmatrix} \rho_{11} & \rho_{12} \\ \rho_{21} & \rho_{22} \end{bmatrix} \tag{3.2}
\end{equation}
Where \( \rho_{11} \) and \( \rho_{22} \) are the population of the lower and upper state, respectively, and \( \rho_{21} = \rho_{12}^* \) is the complex transition amplitude. The equations of motion are then given by

\[
\frac{i\hbar}{\partial t} \rho = [H, \rho] \tag{3.3}
\]

Where \( H \) is the dipole interaction Hamiltonian (eq. 1.2). Considering the interaction of the two-level system with an optical field detuned from resonance by \( \delta \equiv \omega_0 - \omega \) and including spontaneous emission as an exponential decay of the population at a rate of \( A_{21} \) leads to the optical Bloch equations equations in the rotating wave approximation.

\[
\begin{align*}
\frac{\partial \rho_{11}}{\partial t} &= A_{21}\rho_{22} - \frac{i}{2}(\chi\rho_{12} - \chi^*\rho_{21}) \tag{3.4a} \\
\frac{\partial \rho_{22}}{\partial t} &= -A_{21}\rho_{22} + \frac{i}{2}(\chi\rho_{12} - \chi^*\rho_{21}) \tag{3.4b} \\
\frac{\partial \rho_{12}}{\partial t} &= -\left(\frac{A_{21}}{2} - i\delta\right)\rho_{12} + \frac{i\chi^*}{2}(\rho_{22} - \rho_{11}) \tag{3.4c} \\
\frac{\partial \rho_{21}}{\partial t} &= -\left(\frac{A_{21}}{2} + i\delta\right)\rho_{12} - \frac{i\chi}{2}(\rho_{22} - \rho_{11}) \tag{3.4d}
\end{align*}
\]

Where \( \chi \) is the Rabi frequency, given by

\[
\chi = (e \langle 1|\mathbf{r}|2 \rangle \cdot \hat{\mathbf{e}}) \frac{E_0}{\hbar} = \frac{d_{12}E_0}{\hbar} \tag{3.5}
\]

If we define \( f \equiv \rho_{22} \) to be the occupation of the upper level and use the conservation of probability \( (\rho_{22} + \rho_{11} = 1) \) we can simplify the equation of motion for \( \rho_{22} \).

\[
\frac{\partial f}{\partial t} = -A_{21}f + \frac{i}{2\hbar}(d_{12}E_0\rho_{12} - d_{12}^*E_0^*\rho_{21}) \tag{3.6}
\]

Similarly, the equation for the complex transition amplitude, \( \rho \equiv \rho_{21} \), can be simplified to

\[
\frac{\partial \rho}{\partial t} = -\left(\frac{A_{21}}{2} + i\delta\right)\rho + \frac{id_{12}E_0}{2\hbar}(1 - 2f) \tag{3.7}
\]

Equations 3.6 and 3.7 describe a fermionic two-level system, and will be used to model our quantum well. A similar set of equations can be found for bosonic systems, except that the factor \( 1 - 2f \) in eq. 3.7 is set to unity. Equation 3.8 will be used to model the mode of our metallic resonator.

\[
\frac{\partial \rho}{\partial t} = -\left(\frac{A_{21}}{2} + i\delta\right)\rho + \frac{id_{12}E_0}{2\hbar} \tag{3.8}
\]
Near-field Coupling  In order to account for coupling between our two oscillators we must define the macroscopic polarization of each. We introduce the subscripts \( QW \) and \( PL \) for the quantum well and plasmonic resonances, respectively. The macroscopic polarizations are then found by multiplying the transition amplitude by the dipole moment \( (d) \) and the dipole density \( (N) \).

\[
P_{QW} = N_{QW} d_{QW} \rho_{QW} + \text{c.c.} \quad (3.9a)
\]
\[
P_{PL} = N_{PL} d_{PL} \rho_{PL} + \text{c.c.} \quad (3.9b)
\]

It is assumed that this polarization generates an electric field which is accounted for by adding the polarization times a coupling constant \( L \) to the electric field which drives each oscillator.

\[
E_{QW} = E_0 + LP_{PL} \quad (3.10a)
\]
\[
E_{PL} = E_0 + LP_{QW} \quad (3.10b)
\]

Finally, we look for steady-state solutions, meaning we replace \( f \) with a constant and set all derivatives with respect to time to zero. (For consistency with published work we make the substitution \( \frac{4\mu}{2} \equiv \gamma \))

\[
-(\gamma_{QW} + i\delta_{QW}) \rho_{QW} + \frac{id_{QW}}{2\hbar} (E_0 + L (N_{PL} d_{PL} \rho_{PL} + \text{c.c.}) (1 - 2f)) = 0 \quad (3.11a)
\]
\[
-(\gamma_{PL} + i\delta_{PL}) \rho_{PL} + \frac{id_{PL}}{2\hbar} (E_0 + L (N_{QW} d_{QW} \rho_{QW} + \text{c.c.})) = 0 \quad (3.11b)
\]

Solving this set of equations lead to the steady-state transition amplitudes.

\[
\rho_{QW} = \frac{(1 - 2f) d_{QW} \left( 1 + \frac{L N_{PL} d_{PL}^2}{\hbar (\delta_{PL} - i\gamma_{PL})} \right)}{\hbar (\delta_{QW} - i\gamma_{QW}) - (1 - 2f) \frac{L^2 d_{QW}^2 d_{PL} N_{QW} N_{PL}}{\hbar (\delta_{PL} - i\gamma_{PL})} \frac{E_0}{2}} \quad (3.12a)
\]
\[
\rho_{PL} = \frac{d_{PL}}{\hbar (\delta_{PL} - i\gamma_{PL})} (1 + LN_{QW} d_{QW} \rho_{QW}) \frac{E_0}{2} \quad (3.12b)
\]

Linear Optical Properties  Substituting 3.12a and 3.12b into 3.9a and 3.9b allows one to calculate the macroscopic polarization of each oscillator. The linear transmission, reflection and absorption of the coupled system is then calculated using either a transfer matrix method or
the Maxwell-Garnett effective-medium method. Both methods produce very similar results, so for this work we use the Maxwell-Garnett method which is computationally easier. In this method we take a weighted average of the macroscopic polarizations as follows.

\[
P = \frac{l_{QW}}{l_{QW} + l_{PL}} P_{QW} + \frac{l_{PL}}{l_{QW} + l_{PL}} P_{PL} = \frac{\varepsilon_0}{2} e^{-i\omega t} + \text{c.c.} \quad (3.13)
\]

Where \( l_{QW} \) and \( l_{PL} \) are the layer thickness of the quantum well and plasmonic resonance, respectively.

From eq. 3.13 one can extract \( \chi \) and from this the complex refractive index. This is then used to calculate the normal-incidence complex transmittivity (eq. 3.14a) and reflectivity (eq. 3.14b), where \( Z = Z_0 \sqrt{\frac{\mu}{\varepsilon}} \) is the impedance and \( i \) and \( t \) are the medium on the incident and transmitted side, respectively [54].

\[
t(\omega) = \frac{2}{\left(1 + \frac{Z_1}{Z_t}\right) \cos \left(\frac{\omega n(\omega)d}{c}\right) - i \left(\frac{Z(\omega)}{Z_t} + \frac{Z_i}{Z(\omega)}\right) \sin \left(\frac{\omega n(\omega)d}{c}\right)}
\]

\[
r(\omega) = \frac{2}{\left(1 - \frac{Z_1}{Z_t}\right) \cos \left(\frac{\omega n(\omega)d}{c}\right) - i \left(\frac{Z(\omega)}{Z_t} - \frac{Z_i}{Z(\omega)}\right) \sin \left(\frac{\omega n(\omega)d}{c}\right)}
\]

\[
T(\omega) = \frac{n_t}{n_i} |t(\omega)|^2 \quad (3.15a)
\]

\[
R(\omega) = |r(\omega)|^2 \quad (3.15b)
\]

**Model Parameters** We now see that we have 12 parameters in this model. Each oscillator has a resonance frequency (\( \Omega \)), a damping frequency (\( \gamma \)), a dipole moment (\( d \)), a density (\( N \)) and a layer thickness (\( l \)). Additionally, the quantum well has an occupation factor (\( f \)) and the two oscillators interact through the coupling constant (\( L \)). We are able to measure each oscillator essentially independently, revealing \( \Omega, \gamma, d, N, \) and \( l \) for each. This is demonstrated in fig. 3.4. In fig. 3.4a differential transmission measurements of quantum well HSG64 are fit to this model. The quantum well is assumed to be inverted by the pump (\( f = 0 \to 1 \)), and the density (\( N_{QW} \)) is approximated by the effective density of electronic states. The
thickness \((l_{QW})\) is taken from the designed thickness of the quantum well. The resonance frequency, damping frequency, and dipole moment are allowed to vary in order to fit the measured data. Similarly, in fig. 3.4b, absolute transmission measurements of an array of antennas is measured and fit to the model. The density \((N_{PL})\) and layer thickness \((l_{PL})\) is known exactly from fabrication and the remaining parameters are varied to fit the data. The only remaining parameter is the coupling constant \((L)\) which is varied to fit differential transmission measurements of the coupled system.

A final figure-of-merit that is used in this model is the effective coupling frequency \((V_{eff})\). This parameter, eq. 3.16, takes into account not only the coupling constant \((L)\), but also the dipole moment and density of the two oscillators. This is important as both of these parameters are a factor in the magnitude of the observed interaction between the oscillators.

\[
V_{eff} = \frac{1}{\hbar} d_{QW} d_{PL} L \sqrt{N_{QW} N_{PL}}
\]  

(3.16)

![Figure 3.4](image-url)

Figure 3.4: Example of fitting the oscillator model to measured data. (a) Peak differential transmission measurement of the quantum well and (b) absolute transmission of the probe through the plasmonic resonance.
3.2 Experiment

3.2.1 Molecular Beam Epitaxy Growth

Molecular beam epitaxy is an ultra-high vacuum method which allows for the precise deposition of high-purity crystalline material. During deposition the vacuum chamber background pressure is on the order of $10^{-10}$ torr. This allows for deposition rates of 1 atomic layer per second or less without worry of incorporating significant impurities. These low pressures are reached through a combination of ion pumps, titanium sublimation pumps, and liquid nitrogen filled cryo-panels. Elemental materials (e.g. indium, gallium, aluminum) are held in ceramic crucibles with PID controlled temperatures stable to less than 0.1°C. The temperature in turn controls the deposition rate which is directly proportional to the vapor pressure of the material. Mechanical shutters in front of each crucible allow for the deposition of any combination of the available materials. As a special case, arsenic, which sublimates at low temperatures, is held in a reservoir at a constant temperature. A valve, with micro-meter control, on the reservoir sets the desired flux of arsenic.

For the deposition of III-V semiconductor materials one deposits at least two materials (e.g. gallium and arsenic) which must combine stoichiometrically at the substrate surface. This is accomplished through a three temperature method, where the substrate temperature is held between the temperature of the two materials being deposited ($T_1 < T_{subs} < T_2$). As an example, let’s look at the deposition of GaAs. The optimal substrate temperature in this case is $\sim 600$°C. At this temperature arsenic will not stick to the substrate unless it encounters a free gallium atom. On the other hand, gallium will stick to the substrate and if there is not enough arsenic it will accumulate as metallic gallium. Therefore, one must supply an excess of arsenic. In this situation every gallium atom that arrives at the surface will find an arsenic atom, and excess arsenic atoms will simply evaporate from the substrate. This results in the stoichiometric growth of a GaAs film, where the deposition rate is determined only by the rate of incoming gallium atoms.

This method can also be used to deposit ternary or quaternary compounds; however, the deposition rate will be determined by the total flux of group-III atoms that arrive at the surface. Additionally, group-III materials which have higher vapor pressures (i.e. indium)
may require a lower substrate temperature in order to ensure that all arriving atoms ‘stick’ to the substrate.

The quantum well structure used for this work is depicted in fig. 3.5. It is grown on an InP substrate. In order to be lattice matched to InP \((a = 5.87\,\text{Å})\) we must use the ternary materials \(\text{In}_{0.532}\text{Ga}_{0.468}\text{As}\) and \(\text{In}_{0.524}\text{Al}_{0.476}\text{As}\). An \(\text{In}_{0.524}\text{Al}_{0.476}\text{As}\) buffer of 400+ nm is first grown to provide a smooth surface for the quantum well. This layer also serves as the lower potential barrier of the quantum well. The quantum well consists of 13.8 nm of \(\text{In}_{0.532}\text{Ga}_{0.468}\text{As}\). The top barrier of \(\text{In}_{0.524}\text{Al}_{0.476}\text{As}\) is only 2.9 nm thick. A final cap layer of 2.5 nm of \(\text{In}_{0.532}\text{Ga}_{0.468}\text{As}\) protects the easily oxidized aluminum content of the top barrier.

Several samples with the structure of fig. 3.5 have been grown, either in the Riber 32 MBE system in Tucson, AZ (fig. 3.6a) or in the Riber 412 MBE system at the Laboratory for Analysis and Architecture of Systems (LAAS-CNRS) in Toulouse, France (fig. 3.6b). The first sample of this type, HSG37, was grown in Tucson. Attempts to reproduce this sample, (HSG39-43, 64, 68, 69) were unsuccessful, producing low quantum efficiency. One of the difficult aspects of this sample growth is that the composition of the ternary compounds \((\text{In}_{0.532}\text{Ga}_{0.468}\text{As} \text{ and } \text{In}_{0.524}\text{Al}_{0.476}\text{As})\) must be very precise to avoid strain in the deposited layer. We expected this to be the reason that we were unable to reproduce HSG37.

During the spring of 2013 we began a collaboration with Dr. Alexandre Arnoult of

![Figure 3.5: Schematic of the near-surface well structure used in this work.](image)
LAAS-CNRS, and I spent slightly over a week working with Dr. Arnoult, using his state-of-the-art Riber 412 MBE system to grow samples. Dr. Arnoult had the capability to perform high-resolution x-ray diffraction (HRXRD) on samples immediately following growth. This provided immediate feedback on the relative concentration of the $\text{In}_x\text{Al}_{1-x}\text{As}$ buffer layer, which allowed us to correct the growth parameters and improve the lattice matching through multiple iterations. Figure 3.7a shows $\Omega - 2\Theta$ curves for the samples grown in France, as well as one from Tucson (HSG64). The InP substrate produces a narrow intense diffraction peak at $63.338^\circ$, while the $\text{In}_x\text{Al}_{1-x}\text{As}$ buffer produces a less intense peak, with a diffraction angle determined by the concentration $x$. Fringes in the diffraction pattern provide information on the thickness of the buffer layer, but only appear if the interfaces between layers are atomically smooth. We see then that sample A111 has the best lattice matching (the substrate and buffer layer peaks overlap), however, this sample shows no fringes meaning the sample potentially has rough interfaces.

Figure 3.7b shows the low-temperature, low-pump-power PL measured from each of the samples in fig. 3.7a, as well as from the target sample (HSG37). From this we can clearly see that HSG64 (the Tucson attempt to reproduce HSG37) is significantly less efficient. Sample A106, which was poorly lattice matched, showed similarly low PL. All three of the other samples grown in France (A107, A109 and A111) showed more PL than HSG37, with A107 being the brightest. Figure 3.8a shows a plot of the peak PL intensity of these samples as a
Figure 3.7: (a) High resolution x-ray diffraction measurements of several quantum well samples and (b) low-temperature, low-pump-power PL measurements.

function of the calculated lattice mismatch, while fig. 3.8b shows the peak wavelength. A107 was determined to be the highest efficiency QW and was therefore used for the work on the comparison of antenna geometries [32]. Several examples of data from HSG64, which was measured prior to the growth of the French samples, will also be presented.

Figure 3.8: Low-temperature, low-pump-power PL intensity (a) and wavelength (b) as a function of lattice mismatch.

3.2.2 Nano-Fabrication

Fabrication of metallic structures was done using electron beam lithography, metal deposition and a lift-off process as illustrated in fig. 3.9. Exact details of the fabrication procedure are
presented here for reference.

Figure 3.9: Illustration of the fabrication process. A clean substrate (1) is coated with a thin layer of resist (2). The desired pattern is written into the resist using EBL (3) and then developed (4). After depositing a layer of silver (5) the sample is placed in a solvent which dissolves the resist and removes the excess silver (6).

Substrate De-Oxidation (Optional) For the samples presented in this dissertation de-oxidation was never necessary. However, for some substrates this is a required step. During the MBE growth process the native oxide is thermally removed and pure semiconductor material is deposited. When the sample is removed from the MBE chamber the surface begins to form a new oxide layer. If the sample has been recently removed from the MBE chamber this oxide layer will be relatively thin and will not create any issues for the fabrication process. However, old samples, or substrates which have not been thermally de-oxidized will have a significant oxide layer which can interfere with fabrication. This is most noticeable for GaAs and silicon. Oxidation on GaAs can be removed using a brief (\(\sim 1\) min) dip in concentrated HCl acid followed by a thorough rinse in de-ionized (DI) water. Oxidation on Si is removed using a 3 min dip in 1% HF acid followed by a thorough rinse in DI water.

Substrate Cleaning Samples that are recently removed from the MBE chamber have a very clean surface and may not require a cleaning step. Samples which have been in storage for some time, or samples which have been cleaved may have dust or other contaminants on the surface which must be removed prior to spin coating. To clean the substrate one places
the sample in a series of ultra-sonic baths. Preferably a PTFE beaker is used to prevent breaking the substrate. The baths are, in order, acetone, methanol, and isopropanol (IPA). Sonication for 5 minutes each is generally sufficient, but times may be altered base on the level of contamination.

Resist Spinning There are many recipes for resist depending on the necessary resolution and thickness of deposited metal. For the structures in this work we require very high resolution (<50 nm linewidth) and only deposit ~30 nm of metal. Therefore we use a single ~200 nm layer of resist (MicroChem 950PMMA-A4). This resist has a high molecular weight, making it less soluble which provides a higher development contrast between exposed and unexposed regions. Using a syringe with a 0.2 µm filter, the resist is dispensed onto the substrate. The substrate is then spun at 4000 rpm for 45 s, followed by a pre-bake on a hot-plate at 180°C for 60-90 s.

To do lift-off with thicker metal layers it may be necessary to apply two or more layers of resist. Additionally, using a lower resolution resist for the bottom layer will provide an undercut to the developed pattern which allows for a cleaner lift-off.

Electron Beam Lithography Electron beam lithography was performed with an Elionix ELS-7000 system operating at 100 keV. In order to achieve high resolution the electron beam passes through a 30 µm aperture, and the beam current is set to 100 pA. This is expected to result in a spot size of less than 5 nm. The patterns are exposed as a series of spots on a grid. The grid is 150 µm x 150 µm with 60,000 x 60,000 spots. The exposure dose is a complex function of the exact geometry and feature size of the pattern being written and must be determined through trial and error. The small feature size of the optical antennas requires a very high dose on the order of 1500 - 5000 µC/cm² for squares and 7000 - 50000 µC/cm² for split-ring and dipole shaped antennas.

Antennas were written in dense arrays which covered an area of 100 µm x 100 µm. A grid of 12 x 10 of these patterns were written. For each of the 12 rows some parameter (shape, length, width, etc...) was varied. For each of the 10 columns the electron beam dose was varied. Higher doses lead to increased exposure of the resist and larger feature sizes which effectively tunes the antenna resonance.
Development After the pattern is written into the resist it must be developed. This is accomplished using a 1:3 mixture of methyl isobutyl ketone:isopropanol (MIBK:IPA). In order to maintain small feature sizes the development time is limited to 20 s followed by a thorough rinse in IPA. For structures where the feature size is not critical, a longer development time of 40 s will provide for a cleaner development and tends to improve adhesion of metal films. Following the IPA rinse the sample is blown dry with N\textsubscript{2} and then placed on a 100°C hot-plate for 60 s.

Metal Deposition Deposition of metal can be accomplished by several techniques, including thermal, electron beam, and sputtering. For this work all deposition was done by electron beam deposition. Following development, samples are attached to a glass slide using double sided Kapton tape. The glass slide is then clamped to the sample mount and placed at the upper position of a BOC Edwards Auto 306 deposition chamber. High purity silver (99.995%) in a molybdenum crucible is loaded into the hearth. The chamber is cycled and allowed to pump down for at least 3 hours. The base pressure after this time is on the order of $1 \times 10^{-6}$ mbar. Silver is then deposited at a rate of $\sim 1-2$ Å/s until a thickness of 30 nm is reached.

Lift-Off The final step of the fabrication process is to remove the resist and excess metal. The sample is placed in a bath of MicroChem PG Remover held at 50-80°C. For 30 nm films of silver the resist will typically dissolve in less than 20 min, and the silver can be seen lifting off of the sample. For thicker films, or different metals, the resist may take longer to dissolve. Once it is clear that the resist has completely dissolved the sample can be removed from the bath. The sample should be rinsed with IPA as it is removed from the bath in order to prevent metal particles from settling on the sample. The sample should be rinsed thoroughly in IPA and then blown dry with N\textsubscript{2}.

Characterization Following fabrication samples are characterized by scanning electron microscopy (SEM) and Fourier transform infra-red (FTIR) spectroscopy in order to determine if the dimensions and resonance wavelength meet specifications. Figure 3.10 shows SEM images of several dipole antenna arrays along with FTIR transmission measurements. SEM
images are collected using the Elionix ELS-7000 EBL system, while FTIR measurements are conducted with a Bruker Vertex 80v with Hyperion 2000 IR microscope located at Air Force Research Labs at Wright-Patterson Air Force Base. There is some indication that SEM imaging of the metallic resonators can alter the resonances so some care should be taken when collecting images. If possible optical measurements (FTIR, pump-probe, etc.) should be performed before collecting SEM images.

3.2.3 Transient Pump-Probe Measurement

Finding a quantitative measure of the coupling between the quantum well and the metallic antennas was accomplished using a transient differential transmission measurement. A schematic of the experimental setup used is depicted in fig. 3.11. The experiment was based around a Spectra-Physics Tsunami Ti:Sapphire laser system, which was tuned to produce $\sim 120$ fs pulses at a center wavelength of 810 nm. This laser was directed into a Spectra-Physics Opal Optical Parametric Oscillator (OPO) which produced a probe pulse which was tunable in wavelength from 1350 nm to 1600 nm.

Approximately 120 mW of the original Ti:Sapphire pump reflected off of the Opal crystal and was collimated and passed out of an aperture on the back of the Opal to be used as a pump. The pump pulse was passed through an adjustable telescope which decreased the
beam width by a factor of 3 ($f_1 = 150 \text{ mm}$, $f_2 = 50 \text{ mm}$), before being reflected off of a corner cube on a variable delay line (Daedal Linear Stage, 1 m of travel). A variable attenuator (Thorlabs Model NDC-100C-4) allowed the pump power to be varied over four orders of magnitude.

The probe pulse from the OPO was also passed through a variable telescope which increased the beam width by a factor of 2.86 ($f_3 = 35 \text{ mm}$, $f_4 = 100 \text{ mm}$). A Berek variable waveplate (Newport Model 5540) acted as a $\lambda/2$ waveplate in order to rotate the polarization of the probe pulse. A Glan-Taylor polarizer (Thorlabs Model GT15) was placed after the Berek waveplate in order to produce a clean linearly polarized beam. The combination of $\lambda/2$ waveplate and polarizer also functioned as a variable attenuator, allowing fine tuning to maintain a constant probe power as the wavelength of the OPO was varied (15 $\mu$W of probe
power was typically used).

The pump and probe beams were combined using a dichroic beamsplitter (Semrock Model LP02-980RE-25) which allowed the probe to pass through while reflecting the pump. The two beams were aligned co-linearly and focused on to the sample using a 50 mm focal length lens. The sample was held at 10 K in a continuous-flow liquid helium cryostat (Oxford Instruments Model Microstat He2). The sample was rotated such that the pump and probe beams were incident at an angle of approximately 13°. This was the minimum angle required so that the reflection of the probe beam off of the back side of the sample would be displaced and not return to the original pumped spot on the front of the sample. On the back side of the sample the two beams were collimated using an identical lens. Most of the pump beam is absorbed by the sample, however, the measurement is very sensitive so an additional filter (Schott RG1000) is used to block any stray 810 nm light. The probe beam is then focused onto an InGaAs detector (Thorlabs Model PDA10CS) using a 25 mm focal length lens. Prior to data collection a knife edge experiment was constructed which used the same focusing lens in order to measure the spot sizes of both the pump and probe beams. The adjustable telescopes are intended to adjust the beam widths which in turn adjusts the focused spot size (which is proportional to \(\lambda f/D\)). Additionally, the telescopes allow one to adjust the relative divergence which is needed to correct for the different focal lengths at the wavelengths of the pump and probe. Ideally, the pump spot size should be much larger than the probe spot size, to ensure that the probe is measuring a uniformly pumped region. In reality, the spot sizes change with both delay line position and with the probe wavelength, so it is useful to keep the pump beam slightly de-focused such that small changes in either spot size do not make significant changes to the measured signal. The spot size of the probe beam was typically 10 \(\mu\)m in diameter, while the pump spot size was 20 \(\mu\)m.

The transmission signal is measured using a lock-in amplifier (Stanford Research Systems Model 830) connected to the InGaAs detector. A chopper is placed in both the pump and the probe beam paths. If the probe beam chopper is turned on the lock-in amplifier detects a voltage which is directly proportional to the absolute transmission of the probe through the sample. If the pump beam chopper is turned on the lock-in amplifier detects a voltage which is directly proportional to the change in probe transmission that results from the presence of
the pump beam. Taking the ratio of these two voltages provides the normalized differential transmission $\Delta T/T$.

A mirror can be flipped into place in front of the detector, which directs light to a system of two imaging cameras, one silicon camera which allows imaging from visible wavelengths out to 1100 nm in wavelength and a second silicon camera treated with a phosphor coating which allows imaging of the probe beam. A tungsten lamp illuminates the front of the sample allowing it to be imaged in transmission. Antenna arrays which scatter light show up as shadows on the sample. Due to the large difference in wavelength of the pump and probe beams the imaging setup can only be used as a rough guide to align the overlap of the pump and probe beams. The overlap must then be fine-tuned by making adjustments to maximize the differential transmission signal.

To illustrate exactly what is being measured by a differential transmission measurement, several plots are shown in fig. 3.12 which use the model of sec. 3.1.3 to illustrate the measurement. In fig. 3.12a we see the absolute transmission of the two separate resonances, the quantum well in blue and the antenna array in red. When coupling is introduced ($L \neq 0$) we see the combined lineshape of fig. 3.12b. In this case the quantum well is relaxed ($f = 0$), and the coupling constant is chosen to be sufficiently large so that the change in lineshape is obvious (in actual data presented later this change is much smaller). When the quantum well is pumped ($f = 1$) we see a change in the lineshape to that in fig. 3.12c. Finally, the transmission lineshapes are overlaid in fig. 3.12d so that we can see the change in transmission ($\Delta T$). We see that $\Delta T$ becomes negative near the resonance, meaning the transmission drops, while it is positive to the side of the resonance. The signal measured in the experiment is this $\Delta T$ normalized by the un-pumped transmission $T$ (fig. 3.12b).

3.3 Results

3.3.1 Quantum Well Characterization

Before measuring the coupled system it’s important to understand the behavior of the quantum well by itself. Figure 3.13 shows the low-temperature photo-luminescence of sample HSG64, measured in the same configuration as the pump-probe experiment described above,
Figure 3.12: Plots generated using the coupled oscillator model (sec. 3.1.3), showing (a) the uncoupled transmission resonances of the quantum well and antenna array, (b) the coupled transmission line-shape when the quantum well is relaxed, (c) the same as (b) with the quantum well inverted, and (d) an overlay of (b) and (c) demonstrating the differential transmission is expected to be negative on resonance.

for various pump powers. We see that at low powers (<12.5 mW) there is only a single peak, corresponding to the lowest energy transition (e1→hh1) of the quantum well. As the pump power is increased further charge carriers begin to fill up the e1 and hh1 levels faster than the carriers can recombine. As a result charge carriers begin to accumulate in higher energy levels, and we start to see additional peaks in emission. At 12.5 mW we start to see a second transition peak (e2→hh2) around 1360 nm, and at 50 mW we start to see a third peak (e3→hh3) around 1200 nm.

Similarly, we can take transient pump-probe measurements of the quantum well at various pump powers. Figure 3.14 shows differential transmission measurements of HSG64 with the probe wavelength fixed near the peak signal at 1480 nm. At low pump powers we notice a purely exponential decay (fit by the dotted lines) of the signal. This exponential decay depends on the pump power, with a decay of 82 ps at 100 µW, increasing to 212 ps for 100 mW. The magnitude of the peak $\Delta T/T$ signal increases linearly with pump power up to about the 3.12 mW trace. At this point we notice a shoulder develop, where there is a
Figure 3.13: Low-temperature photo-luminescence of sample HSG64, a sample grown in Tucson, for various pump-powers.

slower initial decay, followed by a nearly exponential decay. This is attributed to saturation of the lowest energy transition. Following the initial pump pulse a large number of hot (high energy) carriers are generated. These carriers quickly relax through electron-electron and electron-phonon scattering processes. If there are enough carriers the lowest energy transition will be completely filled and charges will start to fill higher energy levels. It’s important to note that the probe pulse is fixed at 1480 nm and is therefore only probing the inversion of the e1→hh1 transition. Once this transition is inverted, adding more carriers will begin to invert other transitions at higher energies, but there should be no increase in the peak differential transmission at 1480 nm. It will, however, affect the decay characteristics at this wavelength. As charge carriers recombine via this transition we expect the differential transmission signal to decay. However, if there are carriers in higher energy levels, they can scatter down to replenish the lowest energy levels. This scattering happens on time scales of a few ps, much faster than carrier recombination. As a result, we see this shoulder appear where the inversion of the e1→hh1 transition is being maintained by carriers relaxing from other levels. Once the higher energy levels are depleted of carriers, the signal once again begins to decay exponentially.

We notice that this shoulder appears between the 3.12 mW and 6.25 mW pump power traces, and for later data we take a value of 4 mW as the power needed to invert the e1→hh1
transition. It is interesting to see that the peak differential transmission signal has a value of approximately 2% at this point. This is in good agreement with the expected value. The absorption of a single quantum well is expected to be on the order of $10^4 /\text{cm}$. This roughly translates to a 1% transmission dip. Likewise, when the quantum well is inverted it will provide approximately 1% gain. Therefore the total differential transmission signal will be 2%.

Surprisingly, when we look at fig. 3.14, we notice that if we continue to increase the pump power, past the initial saturation, the peak differential transmission once again begins to rise. In fact it reaches more than 5% at 100 mW pump power. Clearly this can not be from the quantum well, so instead we must attribute this to the substrate. Measurements of an InP substrate, as well as a structure similar to HSG64 but without the InGaAs quantum well layer, revealed $\sim 3\%$ differential transmission at a pump power of 100 mW which was for the most part independent of the probe wavelength. This is consistent with our understanding that the quantum well adds 2% to this signal to reach the 5% seen on HSG64.

The most likely explanation for this signal is a change in the refractive index of the substrate resulting from a pile-up of free carriers. If we do a quick back of the envelope
calculation we see that it takes a change in refractive index on the order of -0.1 to create a 3% change in transmission. Both the sign and magnitude of this change are consistent with theoretical calculations of band-filling effects [55] for a charge carrier concentration on the order of $10^{19}$ /cm$^3$. Estimating the absorption of InP/AlGaAs to be $10^4$ /cm and given a pump spot diameter of 20 µm, 100 mW should generate $\sim 1.7 \times 10^{19}$ /cm$^3$ carriers, consistent with the necessary concentration required to create this change in refractive index.

With a better understanding of the quantum well, it becomes clear that the pump power must be limited. We definitely do not want to introduce spurious signals from the substrate, but we also do not want charge carriers to begin building up in higher energy levels of the quantum well. The coupled oscillator model treats the quantum well as a single two-level system, and therefore we only want to observe differential transmission associated with the inversion of the $e_1 \rightarrow hh_1$ transition. Therefore, when using this model, the pump power is limited to 4 mW. With this in mind we can now vary the probe wavelength and measure the peak differential transmission signal spectrum, an example of which can be seen in fig. 3.4a for quantum well HSG64.

### 3.3.2 Coupled System Characterization

With the quantum well characterized we can now begin to understand the differential transmission measurements from a coupled QW/antenna structure. Initial investigations were done over a range of pump powers, all the way to the maximum available power (120-130 mW), which revealed some very interesting features. In fig. 3.15a we see the differential transmission spectrum of quantum well HSG64 alone for various pump-powers. For low power we see a single peak associated with the $e_1 \rightarrow hh_1$ transition, and at 120 mW we see the entire spectrum shifted up $\sim 3\%$ due to the substrate. Figure 3.15b shows the same measurements done on an array of dipole shaped antennas. We see the expected negative $\Delta T/T$ signal near resonance; however, at 120 mW we see a very large magnitude of nearly -12% and an unexpected splitting of the spectrum appears around 1540 nm. If we want to have any hope of quantifying the coupling we must restrict ourselves to a pump-power of 4 mW which allows the data to be fit to the coupled oscillator model as in fig. 3.16.
5.3.3 Comparison of Antenna Shape

As explained in the introduction, the dipole moment, and therefore the radiative coupling, can be controlled by the shape of the antenna. As the coupling between quantum well and antenna is a result of a dipole-dipole interaction we were naturally curious to see how the shape of the individual antennas changes the observed coupling to a quantum well. To explore this idea I fabricated arrays of dipole (fig. 3.10a), square (fig. 3.10b), and split-ring (fig. 3.10c) shaped antennas on the same piece of quantum well (A107). The dipole moment of individual antennas with the same shapes were measured by our collaborators.
in Karlsruhe [26], and it was found that the square antenna had the largest dipole moment, while split-rings have the smallest and dipole antennas were in the middle. This same trend was observed in the arrays of antennas fabricated on A107. The dipole moment ($d_{PL}$), as well as the resonance frequency ($\Omega_{PL}$) and damping frequency ($\gamma_{PL}$), was determined by measuring the absolute transmission of the antenna arrays and fitting to the oscillator model. Surprisingly, the damping frequency was very similar for each of the arrays. This is attributed to interactions between the densely packed antennas which leads to an increased damping relative to a single antenna.

Figure 3.17: SEM images of (a) dipole, (b) square and (c) split-ring antennas, along with an overlay of the simulated electric field distribution of each antenna.

Figure 3.18 shows the measured differential transmission spectra of each of the arrays from fig. 3.17 both on the array (red) and from the quantum well alone, directly next to the array (blue). The quantum well data is fit in order to retrieve the resonance frequency ($\Omega_{QW}$), damping frequency ($\gamma_{QW}$) and dipole moment ($d_{QW}$). The on-array data is then fit by varying only the coupling constant $L$. Table 3.1 summarizes all of the parameters of the fit data. Also listed in this table is the effective coupling frequency ($V_{eff}$) which accounts for the density and dipole moment of the two oscillators. The primary conclusion of this data is that the split-ring resonator, despite having the smallest dipole moment, displays the largest coupling ($L$) and effective coupling ($V_{eff}$). This was surprising given the much smaller dipole moment.

This result is understood by considering the meaning of the coupling constant ($L$). This constant is essentially a measure of the magnitude of the mode distribution at the location
of the quantum well. In other words it can be considered a measure of the local density of optical states (LDOS). As one moves away from the antenna, the magnitude of the mode distribution, as well as the LDOS, falls off approximately exponentially \cite{56}. Likewise, we expect the coupling to fall off in a similar fashion as the quantum well is moved away from the antenna. We are using an approximation by assuming that the coupling constant is independent of spatial location, but in fact the coupling constant will vary in the plane of the quantum well. This can be seen by looking at the mode distribution of the different antenna shapes shown in fig. 3.17. What we realize from this is that the split-ring antennas localize the mode to a much smaller volume, leading to a large LDOS inside of the quantum well and as a result a larger coupling constant. It seems then that there is a trade-off between dipole moment and mode-volume (coupling). As the dipole moment increases so too does the mode-volume and the coupling constant is seen to drop. In fact, if we take the product of the coupling constant and the dipole moment of each antenna array we see that the value is nearly constant. The effective coupling frequency \( V_{\text{eff}} \), which is a better figure of merit for the antenna array, includes this product of the dipole moment and coupling constant. Unfortunately, it also includes the square root of the dipole density. The large size of the square antennas physically limits the density of the antenna array and in the end the split-ring resonators still come out ahead.
Table 3.1: Summary of coupled oscillator parameters from fit to experimental data

<table>
<thead>
<tr>
<th></th>
<th>Quantum Well</th>
<th>Dipole Antennas</th>
<th>Square Antennas</th>
<th>Split-Ring Antennas</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega )</td>
<td>( 2\pi \times 204 \text{ THz} )</td>
<td>( 2\pi \times 197 \text{ THz} )</td>
<td>( 2\pi \times 198 \text{ THz} )</td>
<td>( 2\pi \times 198 \text{ THz} )</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>( 2\pi \times 8.6 \text{ THz} )</td>
<td>( 2\pi \times 9.4 \text{ THz} )</td>
<td>( 2\pi \times 7.7 \text{ THz} )</td>
<td>( 2\pi \times 9.7 \text{ THz} )</td>
</tr>
<tr>
<td>( d )</td>
<td>( 8.7 \times 10^{-29} \text{ Cm} )</td>
<td>( 7.8 \times 10^{-26} \text{ Cm} )</td>
<td>( 17 \times 10^{-26} \text{ Cm} )</td>
<td>( 5.8 \times 10^{-26} \text{ Cm} )</td>
</tr>
<tr>
<td>( N )</td>
<td>( 2.1 \times 10^{24} \text{ m}^{-3} )</td>
<td>( 5.33 \times 10^{20} \text{ m}^{-3} )</td>
<td>( 1.98 \times 10^{20} \text{ m}^{-3} )</td>
<td>( 5.33 \times 10^{20} \text{ m}^{-3} )</td>
</tr>
<tr>
<td>( L )</td>
<td>–</td>
<td>( 0.38 \times 10^{10} \text{ m F}^{-1} )</td>
<td>( 0.18 \times 10^{10} \text{ m F}^{-1} )</td>
<td>( 0.56 \times 10^{10} \text{ m F}^{-1} )</td>
</tr>
<tr>
<td>( V_{\text{eff}} )</td>
<td>–</td>
<td>( 8.4 \text{ THz} )</td>
<td>( 5.0 \text{ THz} )</td>
<td>( 9.1 \text{ THz} )</td>
</tr>
</tbody>
</table>
4.1 Self-Assembled Plasmonic Structures

The search for improved interaction between metallic plasmonic resonators and nearby optical emitters can go down several paths. Improving the quantum efficiency of the emitter, reducing Ohmic losses in the metal and optimizing the separation between the two are the most obvious. In section 3.3.1 I explained how the optical quality of the emitter (QW) was optimized using HRXRD and low temperature PL measurements. This resulted in increased PL meaning a greater number of electron/hole pairs recombined radiatively rather than non-radiately. The separation between the metallic structure and the QW is already nearing its minimum. Further decrease in the thickness of the capping layer of the quantum well would only reduce the quantum efficiency of the quantum well. As a result, the remaining path is the improvement of the metallic resonator.

Significant efforts have been made to improve the quality of plasmonic materials [57–59], the primary aim being to reduce ohmic losses in the wavelength range of interest. The ohmic loss is partially a property of the material, but it is also strongly influenced by the purity and morphology of the material. One would expect the lowest losses from high purity material with a crystalline structure. This naturally leads one to ask whether high purity, crystalline metal can be deposited using MBE technology. There have been several promising results in the growth of silver both as a crystalline thin film [60] and as crystalline nanoparticles [61,62]. While silver is an obvious choice due to its intrinsically low ohmic losses, it is not a common material in MBE systems. Therefore, we became interested in the materials we do have available: indium, aluminum, and gallium. We were pleasantly surprised to find that indium, much like silver, will form nano-scale particles or islands on the surface of GaAs (fig. 4.1).

Despite these islands forming through a random self-assembled process, the distribution in sizes of islands on a single sample is on the order of ±10%. As a result one can easily
measure a collective plasmonic resonance from the ensemble of islands. This resonance is tunable by varying the size and density of islands through MBE growth parameters. The high purity of the deposited metal, as well as the in situ nature of the process are both beneficial for improving the coupling between the plasmonic resonance and the underlying semiconductor. One can imagine making many interesting devices by aligning the islands with near-surface quantum dots [61] or by controlling the placement and dimensions with pre-patterned substrates [62]. It will be highly interesting to investigate the possible active plasmonic structures that can be formed with this method of MBE growth.

4.2 Semiconductor - Superconductor Hybrid Structures

Some of the most promising candidates for qubits in quantum information science and computing schemes are currently based on superconducting circuits [63]. The robustness of superconductivity, along with the Josephson effect has allowed for a wealth of qubit systems, including the Cooper pair box, the flux qubit, and the phase qubit. Over the past decade the performance and coherence time of these qubits has continuously increased. Just recently researchers at IBM have announced the demonstration of qubits with coherence times on the order of 0.1 ms, a milestone which will soon allow the implementation of quantum error-correcting schemes [64].

At the same time, a vast majority of quantum communication proposals center on the photon as the fundamental qubit, with information encoded in properties such as the polarization, phase, or frequency [65]. The gap between stationary superconducting qubits,
useful for processing and storage, and traveling photonic qubits has been a looming concern in the field of quantum information science with very few proposed solutions to date. This is largely due to the huge energy mismatch between optical photons (~1 eV) and superconducting Cooper pairs (~1 meV). Finding a suitable system to interface between these two qubit systems will be an essential task for the realization of quantum networks which rely on both the transmission of quantum information over long distances and the processing of such information at intermediate nodes such as quantum repeaters [65].

Another limitation to the deployment of quantum networks is the ability to deterministically generate and efficiently detect both single photons and entangled photon pairs. Many schemes exist for accomplishing these tasks, but most suffer from restrictions that make them impractical. Improving on and surpassing the current methods of novel photon state generation and detection will be another pressing task in the coming years.

One promising approach to achieving both of these goals is that of the superconducting LED [66, 67]. This idea is based on the proximity effect, which allows for electrons in the conduction band of a semiconductor in contact with a superconductor to occupy a superconducting like state. This would allow for entangled electron pairs (Cooper pairs) from the superconductor to radiatively recombine with holes in the semiconductor, producing entangled photons containing quantum state information from the original electrons. This idea is still in its early stages, but observations of enhanced luminescence and shortened radiative lifetimes already support the theory behind this novel hybrid system. Improved fabrication and careful measurements will be necessary to fully realize the transfer of quantum information from superconducting electrons to photonic qubits.

4.2.1 Superconductivity in Indium Islands

Along these lines we decided to search for signs of superconductivity in a single epitaxially grown indium island. It is well known that below 3.4 K indium transitions to a superconducting state in which the many conduction electrons behave as a single coherent quantum state. It is not immediately clear that superconductivity will survive when the dimensions of the metal are reduced to the micron or nanometer scale. Surprisingly, it has been shown that superconductivity is actually enhanced in indium nano-particles with dimensions on the
order of 100 nm [68–70]. It is also important to show that superconductivity survives when the nano-particles are deposited on the surface of a semiconductor. To achieve this, electron beam lithography was used to fabricate gold electrodes onto a single indium island on the surface of a gallium arsenide substrate, as pictured in fig. 4.2.

![Figure 4.2: (a) Schematic of gold contacts on an indium island and (b) SEM image of the sample which was measured.](image)

The resistance of the island was measured as the sample was cooled below the transition temperature. Figure 4.3a shows a measure of the combined island and gold electrode resistance as the sample was cooled. A clear drop in resistance was observed at 3.33 K, remarkably close to the expected transition temperature of bulk indium. As further evidence of the superconducting nature of the indium island, the differential resistance was measured (fig. 4.3b) while varying the DC current flowing through the island. At 10 K, above the superconducting transition the differential resistance was nearly constant as a function of bias current (red curve), typical of a resistive load. Below the transition temperature (blue curve, 0.4 K) new features arise. Near zero bias current there is a peak in differential resistance, a result of the gap in the electronic density of states of the superconductor. As the bias current is increased (± 50 µA) electrons gain enough energy to begin tunneling through the superconductor as quasi-particles [71]. As the current is increased further, it eventually reaches the critical current of the superconductor, ≈217 µA, where superconductivity is destroyed and the island again acts as a normal resistor.
Figure 4.3: Differential resistance measurements at (a) zero-bias, showing a drop in resistance at 3.33K and (b) as a function of bias current, showing signs of a superconductivity gap and the critical current.

4.2.2 Theory

Superconductivity and Cooper Pairs While superconductivity was first observed in 1911, it was only understood empirically until 1957 when Bardeen, Cooper, and Schrieffer proposed the first microscopic theory (BCS theory) [71]. The main idea of this theory is that at low enough temperatures, any attractive potential between electrons will lead to an instability of the traditional Fermi sea, resulting in a ground state where electrons of opposite momentum pair up into Cooper pairs (fig. 4.4). This ground state is predicted to be lower in energy than the Fermi level creating a small energy gap, making it more stable and preventing the scattering of electrons into normal conducting states when the thermal energy (k_b T) is much less than that of the gap. The attractive potential between electrons is attributed to phonons, or vibrations of the atomic lattice underlying the sea of electrons. Intuitively, one can imagine an electron attracting the positively charged atomic lattice leading to a slight deformation (a phonon). This deformation will be slightly more positive than the surrounding lattice, which in turn attracts more electrons, leading to an effective interaction.

Proximity Effect The field of hybrid superconductor/semiconductor systems has been extremely active and rewarding in the past decade, primarily in the study of electrical properties of these structures [72–78]. This field of study is possible only because of the superconducting proximity effect, a phenomenon in which a non-superconducting material placed
Figure 4.4: Illustration of a Cooper pair, consisting of two electrons of opposite spin and momentum bound through phonon interactions. A negatively charged electron causes a deformation of the crystal lattice (phonon), leading to a region with a slightly larger positive charge. A second electron is then attracted to this positive region.

in contact with a superconductor inherits superconducting properties over a short distance from the interface [79–83]. This effect is very strong and has been observed over distances of many microns in metals and hundreds of nanometers in graphene [84, 85] and semiconductors [86, 87]. An interesting aspect of the proximity effect is that the electronic density of states in both the semiconductor and metal are altered near the interface. Figure 4.5a illustrates the density of states of a non-superconducting material with its Fermi level (or in the case of a photo-excited semiconductor the quasi-Fermi level) in the conduction band. In figure 4.5b we see the density of states for a superconductor with a gap around the Fermi level (exaggerated for illustrative purposes). When the two materials are brought into contact, the superconductor develops new states within the normal superconducting energy gap, seen in fig. 4.5d, essentially “softening” the superconducting state. At the same time the non-superconducting material suddenly forms a gap, fig. 4.5c, in the density of states around the Fermi energy [88–91]. This gap is smaller than that of the intrinsic superconductor and decreases as one moves away from the interface, but in regions which contain this gap it is possible to pass a supercurrent, carried by correlated Cooper pairs [92–96]. This fact has enabled many of the recent works concerning Majorana fermions, which occur at the ends
of semiconductor nano-wires which have formed a superconducting energy gap due to the proximity effect [72, 76].

Cooper Pair Recombination While the superconducting proximity effect leads to many unique electrical properties and new quasi-particles like the Majorana fermion, very few works have looked into the optical properties of semiconductors under the influence of the proximity effect [97–99]. Typically, superconductivity and optics are thought to be incompatible due to the large mismatch between the energy of the superconducting gap (a few meV) and the energy of optical photons (∼1 eV). In fact, this mismatch is the principle behind supercon-
ducting single photon detectors as it takes only a single photon to destroy a huge number of Cooper pairs, thereby destroying superconductivity over a relatively large region which can be measured electrically [100].

While this complicates things, it does not entirely rule out the integration of superconductivity and optics, and carefully designed experiments will allow the investigation of these systems. Several theoretical papers have attempted to describe the properties of radiative recombination of Cooper pair electrons with normal holes [101–103]. An important aspect of the recombination is that the two electrons of the Cooper pair are in a state lower than the Fermi energy, in a region where single electron states do not exist. Because of this it is not possible for a single electron from the Cooper pair to radiatively recombine as this would leave behind the other electron in a forbidden state. Therefore, both electrons must recombine with holes at the same time in a single second order process like that illustrated in fig. 4.6. In theory this process will emit two photons with opposite momentum and a total energy equal to twice the band-gap minus the superconducting energy gap. As it is a single second order photon emission event rather than two first order photon emission events there is no which-path information. This means the two photons should not only be correlated but should also be polarization-entangled [101]. Additionally, it is expected [102] and some preliminary results have shown [97], Cooper pair recombination leads to enhanced radiative recombination due to the macroscopic coherence of the many-body BCS ground state. It is important to note that only the sum of the energy of the two photons must be constant. While there will still be single-photon emission at the exciton energy ($E_0$), this can be spectrally removed and one can look for correlated/entangled photon pairs at $E_0 \pm \delta E$ [101].

Majorana Fermions While very few experimental results exist on the optical properties of hybrid semiconductor/superconductor structures, there have been exciting observations of the electrical properties which reveal the signs of Majorana fermions [72]. A Majorana fermion is a particle which is its own anti-particle and was first predicted as an alternative solution to the Dirac equation by Ettore Majorana in the 1930’s. In the field of condensed matter physics it is expected to arise as a quasi-particle. A particle which is its own anti-
A particle will have a creation operator which is identical to it’s annihilation operator. If we start with creation and annihilation operators for fermionic particles we can construct Majorana-like operators as follows.

\[
\gamma_{2j-1} = c_j^\dagger + c_j \\
\gamma_{2j} = i\left(c_j^\dagger - c_j\right)
\]  

(4.1a)  

(4.1b)

We see then that \( \gamma = \gamma^\dagger \) and that when we create a Majorana quasi-particle we end up with a superposition of an electron \( (c) \) and a hole \( (c^\dagger) \). The reason that Majorana fermions have gained such interest is that they fall into a class of quasi-particles known as anyons. When you exchange two fermions their wavefunction develops a phase factor of \( e^{i\pi} = -1 \). On the other hand, when you exchange two bosons their wavefunction develops a phase factor of \( e^{i2\pi} = 1 \). Anyons are a special class of particles in which the exchange of two particles results in an additional phase of \( e^{i\phi} \), where \( \phi \) is an arbitrary number from 0 to \( 2\pi \). Alexei Kitaev showed that fault tolerant quantum computing could be accomplished simply by multiple exchange operations on a set of non-Abelian anyons [104].
Kitaev Model In addition to showing that quantum computing could be accomplished using the exchange of anyons, Kitaev also provided a simple model for a one-dimensional system which exhibited Majorana quasi-particle edge states [105]. The Kitaev Hamiltonian is given in eq. 4.2

\[ H = \sum_j \left[ -w (c_j^\dagger c_{j+1} + c_{j+1}^\dagger c_j) - \mu \left( c_j^\dagger c_j - \frac{1}{2} \right) + \Delta c_j c_{j+1} + \Delta^* c_{j+1}^\dagger c_j^\dagger \right] \] (4.2)

This model considers a one-dimensional chain of fermion (electron) sites labeled with the subscript \( j \), as illustrated in fig. 4.7a. The first term of the Hamiltonian describes the energy (w) required for an electron to hop from one site to an adjacent site. The second term is the chemical potential (\( \mu \)) which describes the energy required to add another electron to the system. The final two terms describe an induced superconducting energy gap (\( \Delta \)). We see that it is associated with the occupation of two adjacent sites.

\[ |\Delta| = w > 0, \mu = 0 \]

**Figure 4.7:** Illustration of the Kitaev model consisting of (a) a one-dimensional chain of fermion sites, which can be translated into pairs of Majorana quasi-particles. Under the right circumstances (b) the quasi-particles can be made to interact with neighboring sites in such a way that the first and last quasi-particle (\( \gamma_1, \gamma_{2n} \)) will be de-coupled, forming the basis of a topologically protected qubit.

In order to reduce this Hamiltonian to one in which we can easily see Majorana fermions we consider the special case where \( \mu = 0 \) and \( |\Delta| = w > 0 \), as illustrated in fig. 4.7b. In this case, eq. 4.2 reduces to eq. 4.3, where the Majorana fermion operators of eq. 4.1a and 4.1b
have been used to replace the fermion operators.

\[ H = iw \sum_{j=1}^{n-1} \gamma_{2j} \gamma_{2j+1} \]  

(4.3)

In this Hamiltonian \( j \) ranges from 1 to \( n - 1 \), where \( n \) is the number of original fermion sites. Each fermion site is essentially split into two Majorana quasi-particles \( (c_1 \rightarrow \gamma_1, \gamma_2; c_2 \rightarrow \gamma_3, \gamma_4; \text{etc.}) \). We see then that the interactions in eq. 4.3 are between Majorana fermions in different fermion sites. For example, the first term in the summation will be \( iw \gamma_2 \gamma_3 \), where \( \gamma_2 = i(c_1^\dagger - c_1) \) and \( \gamma_3 = c_2^\dagger + c_2 \). We also see that there are two Majorana operators which do not appear in this Hamiltonian, \( \gamma_1 \) and \( \gamma_2n \). It is specifically these Majorana states that we’re interested in. A quasi-particle created in either of these states will have zero energy, will not interact with particles in other states, and in theory would provide a qubit free from phase errors [105].

The Kitaev model has been realized in a system consisting of a InSb nano-wire (the 1D fermion chain), with a superconducting gap induced by a niobium titanium nitride (NbTiN) superconductor [72]. In a similar fashion, the QNOS group is positioned to investigate the existance of Majorana fermions in InAs based nano-structures with a superconducting gap induced by metallic indium islands. The ability to completely grow the structure in a single high-vacuum process will produce the cleanest interfaces between semiconductor and superconductor.
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1. Introduction

The use of photonic crystal nanocavities as a means of confining light has led to an active field of cavity quantum electrodynamics research in the solid state. Specifically, the interaction between such confined fields and matter has led to the observation of a number of fundamental quantum optics results in semiconductors [1-3]. The primary way of enhancing such interactions between light and matter is to increase the ratio of quality factor $Q$ to effective mode volume $V$. Increasing $Q$ provides longer photon storage times, which leads to a greater chance of interaction between the light and the matter. Decreasing $V$ leads to higher field intensities in the cavity, and hence stronger interactions between the light and the matter. High $Q$ and small $V$ are pursued by the semiconductor cavity QED community because they are essential for large Purcell enhancement (F_p $\propto Q/V$) and for a large vacuum Rabi splitting (VRS $\propto Q/\sqrt{V}$) [1, 2, 4-6].

Cavity QED experiments with quantum dots (QDs) as the active emitters are usually performed at cryogenic temperatures. In this temperature regime, radiative recombination of excited carriers is the dominant decay mechanism, and hence the dots are easily studied by optical spectroscopic techniques. As a result, the standard technique of measuring cavity $Q$s using QD photoluminescence usually requires expensive helium cryostats. Since characterizing cavity $Q$s is a time consuming task for researchers in this field, techniques have been developed to enable measuring $Q$s independently of the active emitters, and hence at room temperatures. Measuring a probe signal in a cross-polarized resonant scattering configuration [7-8] and using a tapered microfiber probe [9-10] are two such techniques that have been developed and employed specifically for semiconductor cavity QED.

We report the results of our investigations of 1D photonic crystal nanobeam cavities by means of a microfiber tapered loop. Using this method to investigate silicon nanobeams on a silica substrate, we have measured the highest $Q/V$ ratio reported for such devices. We present the results of these experiments, as well as a comparison between the two methods of cross-polarized resonant scattering and tapered fiber transmission. We observe an asymmetric lineshape of the cavity modes using both approaches, and show that the asymmetry can be varied in the case of the tapered fiber by varying the input polarization of the probe field.

2. Photonic crystal design and fabrication

The cavity considered here is a nanobeam cavity, which is essentially a wavelength-scale Fabry-Perot etalon formed by sandwiching a 1D photonic crystal waveguide between 1D photonic crystal Bloch mirrors, as shown in Figure 1. In the transverse directions, the light is confined in the nanobeam by total internal reflection. By smoothly tapering the air hole radius and the corresponding lattice constants in the mirror sections, the scattering loss is minimized and a high $Q$ is achieved [11-12]. 3D finite-difference time-domain (FDTD) simulations [13] reveal that the cavity exhibits a reasonably high $Q$ in excess of 500,000 with very low mode volumes, even though it is placed on a low index substrate. The region of tapered holes in the center of the nanobeam effectively confines the light, analogous to a Fabry-Perot spacer.
The nanobeams are fabricated using electronics grade silicon-on-insulator with a 220 nm silicon device layer and 2 μm buried oxide. To prepare the samples for electron-beam lithography, the wafers are manually cleaved, cleaned with acetone and isopropanol, and the native oxide is removed by a short dip in 10:1 buffered hydrofluoric acid. The samples are then baked at 180 °C, spin-coated with 2 percent PMMA 950K in chlorobenzene, and baked again at 180 °C for 5 minutes. Electron-beam lithography is performed in a Leica EBPG 5000+ at 100kV. Following electron-beam exposure, the samples are developed in 1:3 MIBK:IPA for 60 seconds, rinsed in IPA, and dried with nitrogen. After development, the wafers are etched using an Oxford Instruments Plasmalab System100 ICP380 with a mixed-mode gas chemistry consisting of SF6 and CF8. Figure 2 shows SEM images of one of our nanobeam cavities.

![Figure 1. Schematic of cavity geometry with normalized electric field energy density $\varepsilon|E|^2$ through mid-plane of Si slab showing maximum concentration in cavity region. With the lattice constant in the mirror section as “a”, the tapered section lattice constant ranges from 0.98a to 0.86a in 0.02a decrements, ending in the cavity section with 0.84a. Hole radius is 0.3 times the local lattice constant. For a 220 nm Si slab on bulk SiO2 with a = 410 nm, the computed $Q$ is 519,083 at $\lambda = 1490$ nm and mode volume $V = 0.27(\lambda/n)^3$ with $n = 3.53$.](image1.png)

3. Fiber transmission measurement

We investigate the spectral response of our nanobeam cavities by means of a curved, tapered optical fiber. The taper is fabricated in two stages. In the first stage, a Corning SMF-28 optical fiber is heated and stretched to a diameter of 1 μm, in which the tapered region operates in a single mode at 1.55 μm. In the second stage, mechanical translation stages are used to form the taper into a highly curved loop with typically 90 μm radius of curvature. The fiber taper loop is mounted onto a motorized xyz stage and brought into contact with the nanobeam cavity. The loop has proven very robust, as we have used the same loop for ten months so far.
without any problems. An Agilent 8164A mainframe with an Agilent 81682A tunable laser with 0.2 pm wavelength resolution is input into the fiber equipped with an inline polarization compensator before propagating through the tapered region. The transmitted light is detected at the output end of the fiber by an InGaAs photodiode. The laser is tuned across the cavity resonance, and the interaction of the light with the cavity mode can be observed as a change in the transmitted intensity of the propagating field. The laser needs to have resolution better than the FWHM of the cavity mode and amplitude fluctuations must be slower than the time to scan across a mode. The $Q$ is the transition energy of the mode divided by the FWHM energy width of the cavity mode. The nanobeam sample is mounted on a stage rotating about an axis normal to the sample, so that the angle between the tapered fiber and the axis of the nanobeam cavity can be varied. Figure 3 (a) shows a typical fiber loop transmission spectrum of a nanobeam cavity, with two cavity modes visible.

![Figure 3. (a) Fiber loop transmission spectrum of a typical nanobeam cavity at 45º, center contact (black) and spectrum directly from laser (red). (b) Fiber loop transmission spectrum of a high-$Q$ nanobeam cavity mode, at 45º, edge contact, with $Q = 75,000$.](image)

4. Fiber coupling to a nanobeam

By nature of the physical interaction between the field in the fiber taper and the nanobeam, a degradation of the cavity $Q$ is expected. This is due to an additional source of losses contributed by the fiber taper, as the measurement is now of the coupled fiber-cavity system. However, the losses introduced by the presence of the fiber taper can be mitigated by careful selection of the contact parameters. The first parameter we adjust is the contact length of the fiber loop on the nanobeam. The presence of the fiber on the nanobeam introduces a loss channel. Hence, longer contact length between the fiber loop and the nanobeam reduces the $Q$. The fiber taper loop is brought in toward the nanobeam using small steps on a motorized actuator. At some critical distance from the sample surface, Van der Waals and electrostatic forces pull the fiber taper in, causing it to stick to the surface. Once the loop is in contact with the nanobeam, the actuator can still be advanced, increasing pressure and the contact length between the fiber taper and the nanobeam. The actuator can also be pulled away slowly while the loop is still stuck to the surface, decreasing the contact length. After sufficient force is applied to pull the loop away by overcoming the sticking force, it pops off the surface of the sample.

The second parameter we adjust is the contact position along the length of the nanobeam. We have confirmed that the weakest coupling, and therefore the highest $Q$, is observed when contact is made as close as possible to the edge of the nanobeam, whereas contact in the center of the nanobeam produces the strongest coupling and hence the lowest $Q$. Contact in the center of the nanobeam also modifies the local index of refraction in the vicinity of the cavity, which changes the effective index of the cavity mode and leads to a shift in the resonance frequency. The extra loss due to the presence of the fiber taper in the center of the nanobeam and subsequent degradation of the $Q$ is dramatic. Figure 4 shows a plot of cavity...
mode resonant wavelength and $Q$ as a function of position on a high-$Q$ nanobeam. Clearly one wants to avoid contact with the center of the nanobeam for measuring high $Q$s. Because the coupling between fiber and nanobeam decreases away from the center of the nanobeam, we found that on very high $Q$ nanocavities it is not possible to take $Q$ measurements all the way to the edge of the nanobeam. This is the case with the nanobeam studied in Figure 4, where the measurements extend between $\pm 4 \mu m$, whereas the nanobeam extends to $\pm 6 \mu m$. Measurements more than $4 \mu m$ from the center of this nanobeam yielded no perceptible dip in transmission. On lower $Q$ nanocavities the measurements can usually be taken up to the very edge of the nanobeam. This observation is consistent with the fact that on high $Q$ nanocavities the electric field is more tightly confined toward the center of the nanobeam.

![Figure 4. Fiber loop transmission measurements as a function of position on a typical nanobeam cavity at 45º (center of nanobeam corresponds to 0 $\mu m$ and the attached edges to $\pm 6 \mu m$), cavity mode resonant wavelength (black squares) and $Q$ (red circles).](image)

The third parameter we adjust is the angle between the fiber taper and the axis of the nanobeam cavity. Because the polarization of the input field is always perpendicular to the axis of the fiber, the angle between the fiber and the nanobeam will affect the coupling to the mode of the nanobeam, which is linearly polarized perpendicular to the axis of the nanobeam. One would expect that the best polarization matching would occur when the nanobeam is aligned parallel to fiber. However, this configuration also produces the strongest coupling between the field in the fiber and the nanocavity, as well as the largest index modification in the vicinity of the cavity. Even when the contact is made at the edge of the nanobeam, the length of the contact region between the fiber and the nanobeam extends over a large fraction of the nanobeam. Hence, this configuration produces a deep dip in the transmitted signal, but does not yield the highest measured $Q$s. One might think that the perpendicular configuration between the fiber and the nanobeam would yield the highest $Q$s because of minimized contact between them as well as minimal coupling into the nanobeam. However, because of the drastically reduced coupling in the perpendicular configuration due to orthogonal polarizations, we were not able to observe any cavity modes in that configuration at the edge of the nanobeam. The highest $Q$s result with an angle ranging from 20º to 60º between the fiber taper and the nanobeam, and contact made at the edge of the nanobeam. This configuration reduces the physical contact between the fiber and the nanobeam compared to the parallel configuration, but still supports a polarization component that is matched to the
nanobeam mode. The highest $Q$ we measured was 75,000 with a computed mode volume of $0.27(\lambda/n)^3$ in the 45º, edge configuration, yielding $Q/V = 278,000$. As far as we know, this yields the highest $Q/V$ ratio that has been achieved on nanobeam cavities on substrate. The group of De La Rue [14] reported a $Q$ of 147,000 with a computed mode volume of $0.85(\lambda/n)^3$, yielding $Q/V = 173,000$. Figure 3 (b) shows the spectrum of the highest $Q$ nanobeam cavity mode.

5. Comparison to resonant scattering

As mentioned earlier, the presence of a fiber taper in contact with a nanobeam cavity provides an additional loss mechanism for light in the cavity. While this allows us to probe the $Q$ of the system by measuring the transmission through the fiber, it also reduces the $Q$ compared to the inherent $Q$ that the cavity would have by itself. In order to investigate this loss mechanism, we have compared the results of measurements with the fiber taper loop to measurements performed by cross-polarized resonant scattering, as shown in Figure 5 [7-8, 11].

Cavity modes measured using resonant scattering are known to exhibit asymmetric lineshapes [15]. These lineshapes are attributed to a Fano interference between the resonantly scattered light and the coherent background. In order to extract a linewidth from such an asymmetric profile, we fit the signal to a Fano lineshape:

$$F(\omega) = A_0 + F_0 \frac{q + 2(\omega - \omega_0)/\Gamma}{1 + 2(\omega - \omega_0)/\Gamma}$$  \hspace{1cm} (1)

where $\omega_0$ is the frequency of the cavity mode transition, $\Gamma$ is the resonance linewidth, $A_0$ and $F_0$ are offset and scaling factors, respectively, and $q$ is the Fano parameter that quantifies the asymmetry of the lineshape. Adjusting these parameters to fit a curve to our resonant scattering data, we are able to extract the underlying linewidth, and hence $Q$ of the cavity mode. Such a fit is shown in Figure 5 (b), using Equation (1) with fit parameters $A_0 = 0.658$, $F_0 = 0.054$, $q = 0.6$, $\omega_0 = 30.9$ THz and $\Gamma = 0.7$ GHz. Galli, et al have reported [15] that the asymmetry of the lineshape from resonant scattering data can be varied by changing the spot size of the laser beam on the sample.

![Figure 5. (a) Fiber loop transmission spectrum of a typical nanobeam cavity, $Q = 29,000$ (black) and spectrum directly from laser (red). (b) Cross-polarized resonant scattering signal of the same nanobeam cavity as (a), $Q = 44,100$ (black); fitted Fano lineshape (blue); spectrum directly from laser (red).](image)

Cavity modes measured using the fiber taper also displayed asymmetric lineshapes, which we attribute to interference between two pathways: light interacting with the cavity mode and emitted back into the fiber and light coupled into the 2D slab. However, unlike the case with the resonant scattering technique, the asymmetry of the lineshape with the fiber taper
technique is strongly dependent on polarization. Hence, it was always possible to tune the polarization such that the resulting lineshape was symmetric, and this allowed us to directly fit a Lorentzian lineshape in order to extract the $Q_s$ without resorting to the more complicated fitting associated with the Fano Equation (1). The $Q_s$ measured using the resonant scattering technique were higher than those measured for the same cavity using the 45° fiber configuration at the edge of the nanobeam, consistent with the idea that the presence of the fiber loop lowers the $Q$ by introducing an additional loss mechanism. The loss induced by the presence of the fiber taper is typically substantial, as the difference in $Q_s$ that we observed using the two methods showed the fiber loop measurement to be 38% lower on average than the resonant scattering measurement.

How do the two systems compare in other ways? The fiber taper loop measurement is more difficult to set up than the resonant scattering measurement, primarily because of the equipment and experience needed to successfully taper and curve the microfibers. Once the measurement is set up, the fiber taper loop measurement is quite robust and does not suffer from the extreme sensitivity to variations in alignment of the resonant scattering technique. Both measurements can be performed at room temperature or at cryogenic temperatures; however, the fiber taper measurement would require extensive modifications to most cryostats in order to insert the fiber taper and control its motion. In contrast, the resonant scattering technique can be performed with all of the optics outside of the cryostat. The fiber taper measurement is performed in an all-fiber configuration, whereas the resonant scattering method is performed in free space. We found that absorption lines due to atmospheric nitrogen in the spectral region of our nanobeam cavity modes also appear as dips in the measured resonant scattering spectrum. In order to accurately measure the $Q$ of a cavity mode coincident with an absorption dip, as was unfortunately the case for the $Q_s = 75,000$ cavity in Fig. 3 (b), the mode would need to be spectrally shifted away from the absorption dip by a technique such as heating or condensation of xenon or nitrogen gas [16].

6. Conclusion

In conclusion, we have measured the $Q_s$ of 1D photonic crystal nanobeam cavities on substrate using the transmitted signal through a fiber taper loop. Using this technique, we have measured a $Q$ as high as 75,000 with a computed mode volume of $0.27(\lambda/n)^3$, representing the highest $Q/V$ ratio reported in this system. We have observed dependence of the measured $Q$ on contact position and length between the nanobeam and the fiber taper, angle between the nanobeam and the fiber taper, and polarization of the light in the fiber. We have observed that higher $Q_s$ are measured when the fiber loop is contacted at the edge of the nanobeam and with a 20° to 60° angle between the fiber loop and the nanobeam. We have shown that the fiber taper loop technique is capable of measuring high $Q_s$, and that by tuning the polarization in the fiber it is possible to eliminate the asymmetric lineshapes.
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We present the results of recent investigations into the fabrication and characterization of high-Q, small mode volume one-dimensional photonic crystal nanobeam cavities in Si and two-dimensional photonic crystal slab nanocavities in GaAs. The nanobeam cavity modes are investigated in transmission by means of a microfiber taper loop apparatus. The spectral transmission profile of the cavity modes is investigated as a function of input polarization into the fiber. The Q of the cavity for different positions and orientations of the fiber taper is investigated. The results are compared to measurements by resonant scattering. The slab nanocavities are investigated by means of quantum dot photoluminescence excitation spectroscopy. We present recent progress in growth and fabrication of such slab nanocavities.

1 Introduction Cavity QED experiments in semiconductors require high quality-factor (Q) and low mode volume nanocavities for confining the electromagnetic field. Photonic crystals have emerged in recent years as a popular system for investigating fundamental light–matter interactions in the QED regime, and have been employed in the observation of several fundamental quantum optics results [1–3]. An important figure of merit for such cavity systems is the ratio $Q/V$, where $V$ is the effective mode volume of the cavity. Higher values of $Q$ lead to longer photon lifetimes in the cavity (improved chance of light–matter interaction), and smaller values of $V$ lead to higher field intensities (stronger light–matter interaction). The importance of the ratio $Q/V$ can be seen in the expression for Purcell enhancement [$F_p \propto Q/V$] of spontaneous emission and for vacuum Rabi splitting [$VRS \propto (Q/V)$] [1, 2, 5–7]. The pursuit of high $Q$, small $V$ nanocavities has thus been a major focus of efforts in the semiconductor cavity QED community.

Several experimental techniques have been developed and utilized for the purpose of measuring the $Q$s of photonic crystal nanocavities. The most common technique consists of photoluminescence spectroscopy when the cavity contains active emitters such as quantum dots. This technique usually requires liquid helium temperatures, and also suffers from broadening (narrowing) of the cavity linewidths at low (high) powers due to absorption (gain) by the quantum dots [4]. Two more recent techniques have been developed specifically for the investigation of semiconductor cavity QED systems: a cross-polarized resonant scattering method [8, 9] and a tapered optical microfiber [10, 11]. These two techniques allow the measurement of empty cavity $Q$s, and hence can be performed at room temperature and without active emitters.

We report the results of our investigations of 1D photonic crystal nanobeam cavities by means of the fiber taper method, and compare the results to those obtained by the resonant scattering method. We observe that the cavity $Q$s depend on polarization of the light in the fiber, of contact position on the nanobeam, and of angle between the nanobeam and the fiber [12]. We also present recent progress in the growth and fabrication of 2D photonic crystal slab nanocavities in GaAs with InAs QDs [6, 7].
2 Design and fabrication

2.1 Design The first cavity investigated in this study is a photonic crystal nanobeam cavity, which is essentially a wavelength-scale Fabry–Perot etalon formed by sandwiching a 1D photonic crystal waveguide between 1D photonic crystal Bloch mirrors, as shown in Fig. 1. In the transverse directions, the light is confined in the nanobeam by total internal reflection. By smoothly tapering the air hole radius and the corresponding lattice constants in the mirror sections, the scattering loss is minimized and a high $Q$ is achieved [13–15]. 3D finite-difference time-domain (FDTD) simulations [16] reveal that the cavity exhibits a reasonably high $Q$ in excess of 500,000 with very low mode volumes, even though it is placed on a low index substrate. The region of tapered holes in the center of the nanobeam effectively confines the light, analogous to a Fabry–Perot spacer.

2.2 Fabrication The nanobeams are fabricated using electronics grade silicon-on-insulator with a 220 nm silicon device layer and 2 $\mu$m buried oxide. To prepare the samples for electron-beam lithography, the wafers are manually cleaved, cleaned with acetone and isopropanol, and the native oxide is removed by a short dip in 10:1 buffered hydrofluoric acid. The samples are then baked at 180 °C, spin-coated with 2% PMMA 950 K in chlorobenzene, and baked again at 180 °C for 5 min. Electron-beam lithography is performed in a Leica EBPG 5000+ at 100 kV. Following electron-beam exposure, the samples are developed in 1:3 MIBK/IPA for 60 s, rinsed in IPA, and dried with nitrogen. After development, the wafers are etched using an Oxford Instruments Plasmalab System100 ICP380 with a mixed-mode gas chemistry consisting of SF$_6$ and C$_4$F$_8$. Figure 2 shows an SEM of one of our nanobeam cavities.

3 Fiber taper loop apparatus Our nanobeams were investigated by means of a transmission measurement through a tapered microfiber loop that was brought into physical contact with the nanobeam. The tapered region of the fiber is 1–1.5 $\mu$m in diameter, and the taper loop has a radius of curvature of 200 $\mu$m. The taper loop is produced in two stages, first by heating and pulling a standard single mode optical fiber into a taper, and then by forming the tapered region into a loop in a specially built curving apparatus. The fiber is then glued to a microscope slide in such a way that the loop extends beyond the edge of the slide, and the motion of this assembly is controlled by means of a computer controlled, motorized XYZ stage.

A beam from an Agilent 8164A mainframe with an Agilent 81682A tunable laser with 0.2 nm wavelength resolution propagates through the fiber and is detected at the output end by means of an InGaAs photodiode. An in-line polarization controller is installed between the laser and the tapered region. The wavelength of the laser is swept across a region of interest, and the output is recorded by a computer. When the tapered loop is moved into physical contact with a nanobeam, light that is propagating through the fiber can be coupled into the mode of the nanocavity, and the resulting interaction is observed as a change in the transmission spectrum output. The laser for this measurement must have a linewidth smaller than the FWHM of a cavity mode, and it must have amplitude fluctuations which are slow compared to the time necessary to scan across a mode. The $Q$ is given by the wavelength of the cavity mode divided by the FWHM of the cavity mode. Figure 3a shows a schematic of the
apparatus. Figure 4 shows a typical transmission spectrum of a nanobeam taken with the fiber taper loop apparatus.

4 Coupling to a nanobeam

4.1 Polarization The nanobeams are designed to support a mode which is linearly polarized in a direction perpendicular to the axis of the nanobeam. In order to effectively couple into the cavity mode, the field in the fiber must have a polarization component parallel to the mode of the cavity. Our in-line polarization controller allows us to tune the polarization of the field, and hence control the coupling into the cavity. There are several pathways that the field can travel, each dependent upon the polarization: it can be coupled into the substrate, or it can be scattered back into the fiber in either the forward or the backward direction. As a result of these multiple pathways, we expect to observe interference effects which depend upon the polarization of the incident field, and hence the strength of the coupling into the available channels. We did observe such interference effects, which caused the lineshape of the cavity mode transmission to vary as a function of input polarization, resulting in asymmetric lineshapes. However, by tuning the polarization we were always able to achieve a symmetric lineshape of the transmitted signal.

4.2 Contact pressure The fiber taper loop is brought into contact with the nanobeam, and the motion of the loop is controlled by a motorized XYZ stage. As the loop comes near to the surface of the sample, electrostatic and Van der Waals forces pull the fiber into the sample, causing it to stick to the nanobeam. Once the taper loop is in contact with the nanobeam, it can still be advanced or retracted by the actuators, allowing us to adjust the pressure with which the fiber loop contacts the nanobeam. Increased pressure increases the contact length between the fiber taper and the nanobeam, and hence affects the coupling between them, and decreased pressure caused by pulling the taper away likewise decreases the contact length. At some point as the loop is pulled away it pops off the surface of the nanobeam.

Because the contact between the nanocavity and the fiber taper introduces another loss mechanism for light to escape from the cavity, we expect the strength of coupling between the two to affect the measured \( Q \) of the cavity. Specifically, if the coupling between the two systems is very strong, we expect to observe lower \( Q \)s, and hence the optimal configuration for observing the highest \( Q \)s will be the configuration that minimizes the coupling between the fiber taper and the nanobeam, while still allowing enough interaction to observe a change in transmission through the fiber. This expectation was confirmed by our observation of the pressure and contact length affecting the measured \( Q \)s of our cavities. To measure the highest \( Q \), it is important to minimize the contact length between the nanobeam and the fiber taper.

4.3 Contact position As seen in Fig. 1, the field profile of the cavity mode is concentrated near the center of the nanobeam. As a result, we expect the coupling between the fiber loop and the nanobeam to depend on the position along the length of the nanobeam at which contact is made: contact at the center should result in the strongest coupling, and contact at the edge should result in the weakest coupling. We confirmed that this is in fact the case, and that to measure the highest \( Q \)s, the taper loop should be brought into contact as close to the edge of the nanobeam as will still produce a modification in the transmission. Contact near the center of the nanobeam also produces a modification of the refractive index in the environment of the cavity mode, resulting in a shift of the wavelength of the observed resonance.

4.4 Contact angle Because the polarization of the cavity mode is always linearly polarized in the same direction, the coupling between the fiber taper and the cavity mode can also be varied by changing the angle between the fiber taper loop and the axis of the nanobeam. The sample itself is mounted on a rotary stage that allows us to rotate the sample about an axis normal to the sample surface. Whereas the polarization controller only allows control over the polarization along the axis of the fiber, rotating the sample with respect to the fiber provides another degree of control over the coupling.

When the fiber is oriented parallel to the nanobeam, we expect that the field polarization can always be tuned such that it has a component parallel to the mode of the cavity where the coupling between them will be the strongest. Alternatively, when the fiber taper is contacted in a configuration perpendicular with respect to the nanobeam, we would expect that the field never has a component parallel to the cavity mode, and hence coupling between the two will be minimal.

We found that in the parallel configuration, the coupling was indeed the strongest, and the \( Q \) the lowest. As we tuned the angle between the nanobeam and the fiber away from parallel, the \( Q \) improved, but at angles close to the
reported a nanobeams on substrate. The group of De La Rue [17] with a computed mode volume of 0.27 l/n, yielding Q/V of 315 000, which we believe to be the highest Q/V reported in nanobeams on substrate. The group of De La Rue [17] reported a Q of 147 000 with a computed mode volume of 0.85 l/n, yielding Q/V of 173 000. Figure 5 shows the transmission spectrum of our highest Q cavity mode.

4.5 Results The highest Qs were observed with an angle of the fiber taper between 20 and 60° with respect to the nanobeam axis, and contact made at the edge of the nanobeam. This configuration minimizes the contact between the loop and the nanobeam, but still supports a polarization component corresponding to the cavity mode. The highest Q measured in our system was 85 000, which with a computed mode volume of 0.27 l/n, yields Q/V of 315 000, which we believe to be the highest Q/V reported in nanobeams on substrate. The group of De La Rue [17] reported a Q of 147 000 with a computed mode volume of 0.85 l/n, yielding Q/V of 173 000. Figure 5 shows the transmission spectrum of our highest Q cavity mode.

5 Comparison to resonant scattering Another method commonly used for measuring the Qs of semiconductor nanobeam cavities is a cross-polarized resonant scattering technique [8, 9], shown in Fig. 3b. Whereas the fiber taper measurement introduces an additional loss mechanism to the cavity, and hence lowers the Q, the resonant scattering technique does not affect the Q of the cavity, and hence provides a more accurate measurement of the intrinsic Q. We compared the two techniques and found that the Qs measured by resonant scattering were higher than those measured on the same cavity by fiber taper loop. However, the resonant scattering technique also suffers from some drawbacks. First, in the spectral region of our cavity modes and within the range of our tunable laser, 1460–1580 nm, there is a number of absorption lines due to atmospheric nitrogen, which also appear as dips in the detected signal similar to the cavity modes of the nanobeams. If one of these lines is spectrally coincident with the mode of a cavity, it is not possible to distinguish the dip of the cavity mode from the dip due to nitrogen absorption. This was unfortunately the case with our highest Q cavity of 85 000 that was measured with the fiber taper. In order to overcome this difficulty, the cavity mode would have to be tuned away from the nitrogen resonance, for instance by heating or by condensation of xenon or nitrogen gas [18]. Second, the resonant scattering method is known to exhibit asymmetric lineshapes. This is attributed to a Fano interference between the resonantly scattered light and the coherent background, and requires that a Fano lineshape be fit to the data in order to determine the cavity Q. Galli et al. have reported [19] that the asymmetry of the lineshape can be changed by changing the spot size of the incident laser beam.

In addition to these considerations, the two methods also differ in ease of setup and use. The fiber taper loop is very robust and easy to use once it is set up; however, the fabrication of the fiber taper loop itself requires special equipment and experience. The resonant scattering method can be set up with standard optical laboratory components and instruments, but it is extremely sensitive to alignment and hence more difficult to use. Both methods are useful at room temperature as well as at cryogenic temperatures, but the fiber loop measurement would require substantial modification to most cryostats for low temperature measurements. The resonant scattering measurement does not require components inside the cryostat.

6 2D GaAs slab nanocavities While nanocavities in silicon achieve very high Qs, GaAs remains the system of choice for quantum optics experiments because of the ease of incorporating active emitters, such as InAs QDs, which has so far remained elusive for Si. The majority of our research focuses on the GaAs/InAs 2D photonic crystal slab system for the purpose of quantum optics experiments. However, in spite of extensive efforts by the cavity QED community aimed at reaching high Qs at shorter wavelengths in GaAs/PC nanocavities, the results have been disappointing compared to what has been achieved at longer wavelengths in GaAs [20] and Si.

In the course of work toward optimizing the growth and fabrication of such GaAs 2D nanocavities, AFM of the sample surface was used extensively for characterizing the quality of the growth. We found, that even on samples where AFM showed a smooth surface, TEM images revealed that the top of the AlGaAs sacrificial layer could be very rough, with the roughness larger along one crystal axis. Changing certain MBE growth parameters reduced the roughness, but this did not result in a noticeable increase in Q [7], indicating that other loss mechanisms are still holding down the Qs. With future improvements in fabrication, we expect the smoothness of the AlGaAs layer to be significant.

Investigations of the sample surfaces by AFM and SEM also revealed debris on the surface of the samples that we believed to be an artifact of the HF acid wet etch. A 140 s dip in a KOH solution removed the debris, confirming that it was most likely a hydroxide of aluminum generated during the wet etch. The measured Qs of the cavities did improve noticeably following the removal of this debris, by an average of 50% on 10 different nanocavities, and the intensity of the photoluminescence also increased [7].
Such improvements in growth and fabrication have yielded modest improvements in the $Q$s we have been able to achieve. Nevertheless, we still consistently observe that even our best samples show lower $Q$s as wavelength decreases. Figure 6 shows $Q$ versus wavelength data for several 100 nanocavities from four of our best samples covering a broad wavelength range from 900 to 1300 nm. The data show a decisive decrease in $Q$ in the shorter wavelength region. The highest $Q$ measured was 26,000, and the PL spectrum for this nanocavity is shown in the inset to Fig. 6.

7 Conclusion We have succeeded in measuring the $Q$s of photonic crystal nanobeam cavities using a fiber taper loop, and have observed $Q$s as high as 85,000, which yields a decisive decrease in $Q$ as wavelength decreases. The data show a decisive decrease in $Q$ in the shorter wavelength region. The highest $Q$ measured was 26,000, and the PL spectrum for this nanocavity is shown in the inset to Fig. 6.
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Photoluminescence (PL) spectra and AFM measurements of InAs quantum dots grown in a site-selective manner on pre-patterned GaAs substrates are presented. A number of processing steps are described including a Ga-assisted deoxidation step to remove native oxides from the sample surface. Furthermore, post growth annealing is shown to be a promising technique for improving the quantum dot density and likelihood of single site-selective nucleation. Morphological transitions are shown to occur during the annealing process with two initial quantum dots in a given nucleation site transforming into one slightly larger quantum dot. Density measurements performed by AFM combined with PL spectroscopic measurements show that we have achieved optically active, site-selective dot growth, and additionally allow us to calculate that our site-selective dots are on average 30% as efficient as unpatterned dots.

1 Introduction

Semiconductor quantum dots have been shown to exhibit a number of interesting and useful properties such as photon antibunching [1], resonance fluorescence [2], and generation of entangled photon pairs [3]. This makes them an increasingly popular choice of emitter for single photon sources and quantum information/quantum cryptography devices. Through the coupling of semiconductor quantum dots to various types of cavities even the strong coupling regime of cavity quantum electrodynamics can be reached [4-6]. However, the inherent randomness in the spatial distribution of self-assembled quantum dots grown in the Stranski-Krastanov growth mode makes it difficult to align quantum dots to cavities, waveguides, or any other structures. Often one may simply rely on luck to obtain the correct spatial positioning. Some groups have devised methods of locating a particular quantum dot and then fabricating a device around it [7-9]; however, these are not very scalable methods. To circumvent such problems we have been working towards the deterministic, site-selective growth of quantum dots [10] on pre-patterned substrates.

The method we have chosen for producing site-selective nucleation of semiconductor quantum dots is through the creation of small nanoholes on the substrate surface. Using electron beam lithography and wet chemical etching, arrays of nanoholes having average diameters of 60 nm and AFM measured depths of 20 nm are produced. After cleaning the samples chemically they are reintroduced into the MBE chamber where they undergo a Ga-assisted deoxidation process [11] for the removal of native oxides. Next, the growth of InAs quantum dots occurs followed by an in-situ annealing step to help reduce defects, control dot size and density, and increase the probability of single dot nucleation at each pre-defined location. Finally the sample may or may not be capped with GaAs depending upon whether photoluminescence measurements or atomic force microscopy measurements are to be taken.

2 Experimental details

2.1 Nanohole fabrication

The fabrication of the nanoholes which will later serve as the nucleation sites
during quantum dot growth is carried out by first spin coating a layer of PMMA/MA (polymethyl methacrylate/methacrylate) onto a GaAs substrate. Several square arrays of spots with various lattice spacing are then written into the resist by electron beam lithography (Raith e-line, 30 keV). After developing the resist the sample is placed in a solution of H₂SO₄:H₂O₂:H₂O (1:8:800) for 30 s in order to wet chemically etch holes of depth 20 nm into the substrate.

2.2 Sample cleaning
The first step in the cleaning process is to remove the remaining resist. This is accomplished through a series of solvent baths including acetone, methanol, and isopropyl alcohol. The sample is then placed into the load lock chamber of a Riber Compact 21T molecular beam epitaxy system where it is held for 1 hour at 130°C in order to desorb any volatile surface contamination. The final cleaning step involves the removal of surface oxides by an in-situ Ga-assisted deoxidation process where the sample is heated up to 480 °C and then exposed to a low Ga flux of 1 ML/s. The exposure of Ga is cycled repeatedly for 30 seconds on and 30 seconds off with the As shutter always closed, giving the converted Ga₂O time to desorb from the sample surface. Once the total amount of Ga provided reaches 8 ML the cycling is stopped and the sample temperature is increased to 550 °C and annealed for 2 minutes under As₄ atmosphere to thermally desorb any remaining oxide compounds.

2.3 Quantum dot growth
The InAs quantum dot growth process begins with the growth of a 16 nm GaAs buffer layer at 500 °C followed by 1.7 ML of InAs. Using III/V beam equivalent pressure ratios of 1:10 and 1:100, the GaAs and InAs growth rates were determined to be 0.3 ML/s and 0.07 ML/s, respectively. An in-situ annealing step is performed immediately after quantum dot growth with the sample being kept at growth temperature for 2:30 min. Afterwards the sample is either rapidly cooled down to room temperature or capped with 80 nm of GaAs. Uncapped samples are used in atomic force microscopy (AFM) measurements in order to determine quantum dot size, density, and distribution while the capped samples are used in photoluminescence measurements to discern their optical quality.

3 Results and discussion
3.1 AFM measurements
The electron beam lithography and wet chemical etching are able to reliably produce nanoholes with diameters in the range of about 60 nm. Fig. 1 shows an AFM image of the nanoholes, before quantum dot growth. The holes actually appear to be more rectangular than circular due to selective etching of the [111] GaAs sidewall and elongation along the [011] direction. Average hole size was measured as 58.4±6.1 nm.

In Fig. 2 AFM images are shown for two samples where all growth and fabrication parameters were kept constant with the exception of the annealing step. Quantum dot growth is preferentially located at each nucleation site for both samples. The unannealed sample shows a predominance of double dot nucleation at each site. This double dot growth feature is expected to arise from the change in nanohole shape during buffer layer growth [12]. As the buffer layer thickness increases the holes become both wider and shallower and may eventually split into two separate holes, thus increasing the probability of double dot nucleation. The average diameter of the unannealed dots is 49.1±4.4 nm, and the average height is 7.4±0.9 nm.

Upon performing the 2:30 minute in-situ annealing step, a morphological change in the quantum dots occurs with formerly double dots now transforming into single dots as a consequence of the migration of adatoms. The size of the annealed dots has become larger than those grown without the annealing step, with an average diameter of 82.6±9.5 nm. The size should be controllable by increasing the annealing time which should result in a loss of material resulting in smaller quantum dot size. It is also of interest to note that the number of between-hole quantum dots is decreased from ~45% down to ~30% during the annealing process. This implies that deterministic, site-selectively grown quantum dots are more stable than between-hole quantum dots; indium is preferentially removed from dots between holes and redistributed to the site-selective quantum dots.

There are a number of steps within the process of growing site-selective quantum dots that can adversely
Quantum dot growth must be optimized, along with annealing time, in order to decrease the probability of quantum dot growth between holes. This optimization procedure is still in progress.

3.2 Photoluminescence measurements

In addition to growing quantum dots of the correct size and locating them where one wishes, it is also important that the quantum dots are of high enough optical quality to be useful as an emitter. In order to assess the optical quality of the quantum dots, photoluminescence (PL) measurements are performed. The samples of interest are placed into a continuous flow liquid helium cryostat and cooled down to 10 K. A pair of x-y nanopositioners is located within the cryostat, allowing for access to different regions of the sample such as patterned areas with different lattice spacing or unpatterned areas for making comparison measurements. The samples are pumped above band by a HeNe laser beam at 632.8 nm, and the quantum dot emission is collected in reflection geometry using a 100x objective. The PL is then dispersed with a 1.26 m spectrometer and detected with a liquid nitrogen cooled silicon CCD.

PL spectra taken at four different locations within the unpatterned (patterned area) of a sample containing a lattice spacing of 250 nm are presented in Fig. 3 (Fig 4). Single quantum dot emission lines can be observed in the spectra with linewidths as narrow as 180 μeV. The spatial resolution of the PL detection is about 1 μm, so it is not possible to distinguish a dot grown in a hole from one grown between holes. Nonetheless, there is statistical evidence that quantum dots grown in holes are emitting PL. Two AFM 5 μm by 5 μm scans of uncapped sample A1083 revealed 746 and 696 quantum dots in an unpatterned region; similarly, on a nearby patterned region with pitch 250 nm, 441 and 484 dots were found between holes and 577 and 576 inside holes. PL data were taken on capped sample A1078 with dots otherwise grown identically as shown in Figs. 3 and 4; integrating the spectra (accounting for detector spectral response) yields 5.15·10^5 counts/mW from the unpatterned region and 4.54·10^5 counts/mW from the patterned region. If quantum dots between holes emit as efficiently as dots in the unpatterned region, then one would expect between-hole dots to emit a PL signal in the ratio of the average number of quantum dots times the unpatterned region PL: \[ \frac{\text{(441 + 484)/2}}{\text{(746 + 696)/2}}} \times (5.15 \times 10^5 \text{ counts/mW}) = 3.3 \times 10^5 \text{ counts/mW} \]. Since the PL coming from the patterned region (4.54·10^5 counts/mW) exceeds this number by 38%, the extra light must come from quantum dots grown in the holes.

One can extract an effective quantum efficiency \( \eta_{\text{unp}} \) (\( \eta_{\text{bet}} \)) for quantum dots in holes (between holes) in the patterned region as follows. We also took data as above on the same sample for 500 nm pitch, finding an average number of quantum dots between holes of \( N_{\text{bet}} = 771.5 \), in holes of \( N_{\text{unp}} = 36.5 \), and integrated PL spectrum of PL_{\text{500}} = 5.57·10^5 counts/mW. Using \( C_{\text{PL_{500}}} = \eta_{\text{bet}} N_{\text{bet}} + \eta_{\text{unp}} N_{\text{unp}} \), where \( C \) is a proportionality constant, and a similar formula for \( \text{PL_{500}} \), we calculate \( \eta_{\text{bet}} / \eta_{\text{unp}} = 0.306 \). Then from one of these equations and one for the unpatterned region, namely \( C_{\text{PL_{500}}} = \eta_{\text{unp}} N_{\text{unp}} \), one finds \( \eta_{\text{unp}} / \eta_{\text{bet}} = 0.996 \). These results show that the effective quantum efficiency for dots grown between holes in the patterned region is essentially the same as for dots grown in the unpatterned region, and that the average effective quantum efficiency for dots grown in holes is 30.6% that for dots grown between holes. This method gives us a quantitative measure to evaluate changes we make in electron-beam lithography, etching, cleaning, buffer and quantum dot growth, etc. in an effort to reach our goal of \( \eta_{\text{unp}} = 1 \).

These are preliminary results that will be repeated and optimized to increase the ratio of dots in holes to between-hole dots, to increase the PL quantum efficiency, and to reduce the size of the dots as discussed below. However, these results are highly encouraging that dots grown in pre-etched holes are of high enough quality to emit light. In addition to being of high optical quality it is also of importance that the quantum dots be truly quantum in...
nature; i.e. their photon statistics should display antibunching. The annealing process used here resulted in quantum dots with diameters in the range of 70-90 nm. It is questionable whether or not the second order correlation function for quantum dots of this size will show antibunching. While we have not performed this measurement yet it will be pursued in the future. Furthermore, adjustments in both the annealing process [13] and the amount of deposited InAs should allow for reduction in quantum dot size.

4 Conclusion In conclusion, the site-selective growth of arrays of optically active quantum dots has been demonstrated. An in-situ annealing process has been utilized, transforming most double quantum dots into single quantum dots through migration of adatoms and quantum dot ripening, therefore reducing the dot density. Annealing also reduces the number of between-hole quantum dots while maintaining or improving the number of site-selective quantum dots. This implies the site-selective dots are quite stable. Finally, photoluminescence measurements, though not yet spatially resolving an individual site-selective quantum dot, demonstrate statistically that light is emitted by at least some of the site-selective dots.
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1. Introduction

Semiconductor quantum dots (QDs) have attracted a lot of attention due to their unique properties during the past two decades. Not only do they exhibit a delta-function-like density of states, which makes them interesting for laser applications, but moreover they can generate entangled photon pairs and act as single photon sources and are thus promising candidates for quantum information schemes [1,2]. Early on, QDs were grown by self-assembly [3]. Properties, such as dot sizes or dot densities, can be altered by choosing the proper growth parameters [4]. However, this alone does not provide any control over quantum dot positions, since self-assembly is inherently a random process. With regard to quantum information applications it is essential to have an ability to define arbitrary device architectures, i.e. to control the location of each individual QD with the prospect of scalability. But not solely applications generate a desire to control QD nucleation sites. Experiments with single QDs to study their physical properties, especially coupling to cavities, require physical access to single dots, which is generally accompanied by a tedious search for the right dot.

Techniques to precisely position QDs have therefore been elaborated in the past. Top-down techniques such as electron beam lithography (EBL), local oxidation or mechanical nano-indentation have proven to be viable in order to define QD nucleation sites [5–7]. Common to those approaches is the creation of small holes on the substrate surface, which leads to selective QD nucleation at the desired locations. Pre-structuring is commonly performed ex situ and usually involves several process steps. Besides intended surface manipulation, contamination can occur. Therefore, great care has to be taken with regard to surface cleanliness prior to regrowth in order to inhibit unintended QD nucleation caused by defects. In addition, the optical properties are very sensitive to defects as well, so that site-selective QDs exhibit inferior optical quality compared to self-assembled ones. The main reason is attributed to a change of morphology at the hole site. The defects originate from the regrowth interface [8]. This obstacle is often circumvented by growing QD stacks consisting of a QD seed layer and a spacer layer as large as possible [9]. Reducing the dot density and controlling the occupation number of QDs per site was, however, not improved that way.

A different approach to access the aforementioned quantities makes use of the fact that QDs undergo morphological changes during annealing. At lower temperatures they tend to ripen whereas they dissolve at higher temperatures [10,11]. By choosing the right annealing conditions it should therefore be possible to control, to some extent, the final QD size as well as the QD distribution and the occupation number per site. Annealing studies on unstructured substrates have already confirmed an increase in QD size uniformity [12,13].
Measurements, which were performed at 20 K with a He:Ne laser and the samples were annealed for 2 min under As atmosphere.

...exposed to a low Ga-flux of $10^{-2}$ ML/min. Every 30 s of Ga-exposure was followed by a pause of 30 s such that the converted Ga$_2$O more easily desorbs from the surface. A total amount of 8 ML of Ga was provided before the substrate temperature was increased to 550 °C and the samples were annealed for 2 min under As$_2$-atmosphere. A 16 nm GaAs buffer layer (BL) was then grown on top of the pre-structured native oxide is removed and a thin GaAs buffer layer is grown on top of the pre-structured surface (b). This is followed by InAs QD growth (c). In situ annealing is then used to control the QD distribution and the occupation number of QDs per site (d).

We introduce a new concept for optimized site-selective QD growth, which is schematically shown in Fig. 1. Site-selectivity is achieved by lithographically defining nano-holes. In situ annealing is then used to improve the QD distribution and the occupation number of QDs per site. Therefore, in this study, we investigated the effect of in situ annealing on InAs QDs site-selectively grown on pre-structured GaAs substrates. In addition, the sample preparation process was optimized in order to account for unintended QD nucleation.

2. Experimental

The samples were grown by molecular beam epitaxy (MBE) in a Riber Compact 21T with the samples being continuously rotated. Epi-ready (100) GaAs wafers were used as substrates and surface-patternning was performed on top of a 90 nm GaAs epitaxial layer. Conventional electron-beam lithography was used to define 50–70 nm wide holes in a PMMA/MA (polymethyl methacrylate/methylacrylate) co-polymer resist on the surface. The holes were arranged on square grids with varying lattice constants. They were etched 30 nm deep into the substrate by wet chemical etching using H$_2$SO$_4$:H$_2$O$_2$:H$_2$O. The resist was removed and the samples were cleaned in a series of solvent baths before being etched 30 nm deep into the substrate by wet chemical etching using H$_2$SO$_4$:H$_2$O$_2$:H$_2$O. The resist was removed and the samples were cleaned in a series of solvent baths before being heated up to 130 °C for 1 h in the load lock chamber of the MBE system in order to get rid of volatile surface contamination.

The surface oxide was removed in situ by Ga-assisted deoxidation [14]. Therefore, the samples were heated up to 480 °C and exposed to a low Ga-flux of $\sim$ 1 ML/min. Every 30 s of Ga-exposure was followed by a pause of 30 s such that the converted Ga$_2$O more easily desorbs from the surface. A total amount of 8 ML of Ga was provided before the substrate temperature was increased to 550 °C and the samples were annealed for 2 min under As$_2$-atmosphere. A 16 nm GaAs buffer layer (BL) was then grown on top of the pre-structured surface (b). This is followed by InAs QD growth (c). In situ annealing is then used to control the QD distribution and the occupation number of QDs per site (d).

3. Results and discussion

3.1. In situ annealing of site-selective QDs

Site-selective QDs were annealed and compared to as grown site-selective ones. Fig. 2 shows a set of QD samples with both containing 1.7 ML of InAs. The as grown sample shows predominant double dot nucleation per site. This fact is probably related to a change in hole morphology during GaAs BL growth [15]. QDs nucleating on interstitial sites (sites between holes) are found since the supplied amount of InAs is above the critical thickness for QD formation on pre-structured substrates.

After annealing the sample for 2:30 min, the number of interstitial QDs is reduced and, moreover, a morphological change of the site-selective QDs is observed. Original double dots merge into single dots. By facilitating In-adatom migration the annealing step causes the material to redistribute. The volume of the newly formed single dots is larger than the combined volume of the original double dots. This is related to the reduction of interstitial dots. The site-selective QDs appear to be more stable than the interstitial dots and ripen by collecting material from surrounding interstitial dots. This observation is best described by a kinetic model with the ripening process being limited by attachment and detachment of atoms on the dot surface [16].

The optical quality of annealed QDs was analyzed by $\mu$–PL spectroscopy. The spectra shown in Fig. 3 were obtained from self-assembled (blue) and site-selective (green) QDs. Both samples contain 1.9 ML InAs and were annealed for 2:30 min. The intensity of the QD emission in the pre-structured sample is reduced compared to the self-assembled QDs and not all emission lines seem to fully emerge. As seen from two individual peaks (both show maximum intensity of each spectrum), the maximum intensities differ by a factor of 2. The linewidth of these QD emission peaks is 170 and 81 meV (each full width at half maximum, FWHM) for the site-selective and self-assembled QDs sample, respectively.

$\mu$–PL data on conventional self-assembled QDs show linewidths down to a few meV [17]. However, these values stem from resonant excitation experiments at 2 K. Only limited $\mu$–PL data of annealed self-assembled QDs is presently available [18] so that it is difficult to compare the possibly large linewidth of 81 meV. Similarly, $\mu$–PL data of as grown site-selective QDs has been published, with linewidths down to 460 meV [9] or even 106 meV [19], but these works deal with QD stacks and the measurements are related to the topmost QD layer. The best value of emission for a single as grown QD layer is reported to be about 500 meV [8].
With regard to the fact that site-selective QDs in all cases exhibit inferior luminescence compared to self-assembled ones, our data is in agreement with other works. It has to be pointed out, though, that it is not possible to discriminate between emission coming from site-selective QDs and the one emerging from interstitial QDs. This obstacle will be addressed in follow-up experiments. Nevertheless, in comparison with previous data (not shown here) we see evidence that at least half of the site-selective QDs are optically active. A rough analysis of the above spectra yields 100 peaks with an average FWHM of $570 \pm 270 \text{ meV}$ for the pre-structured sample and 170 peaks with an average FWHM of $280 \pm 110 \text{ meV}$ for the self-assembled sample.

3.2. Sample preparation procedure: problems and optimization

Besides pre-defined holes additional defect holes are observed in the pre-structured area, as can be seen in Fig. 2. An overgrown defect hole is found in the TEM image of Fig. 4. Local contamination of the pre-structured surface hindered proper regrowth of the GaAs BL. However, InAs nucleates at this particular location allowing for a smooth overgrowth of the defect hole. Such unintended holes can act as nucleation sites and therefore interfere with the attempt to deterministically position QDs.

Two factors can account for the occurrence of such defect holes. First, incomplete removal of the native oxide could leave residual oxide compounds on the surface, which affect the proper GaAs regrowth. Second, insufficient surface cleaning after the lithography process could cause local organic contamination of the sample, which also impacts the GaAs growth. Incomplete deoxidation is rather unlikely since the defect holes are not randomly distributed. Some local areas are found with a high defect density whereas other areas seem very clean. In addition, by controlling the surface evolution during deoxidation by means of reflection high energy electron diffraction (RHEED), it is made sure that enough Ga is provided to completely remove the native oxide. Focus was therefore laid on analyzing and optimizing the cleaning procedure prior to regrowth.

Cleaning samples after EBL comprises several steps. After removing the resist the samples were cleaned with different solvents (trichlorethylene, acetone, isopropyl alcohol, methanol) in a heated ultrasonic bath. Finally, the samples were rinsed in bidistilled water. Critical steps of the cleaning procedure are depicted in Fig. 5. The sample in Fig. 5(a) was cleaned in a series of solvent baths without ultrasonic aid. A lot of contamination is observed from the AFM image (large particles appearing white). The cleaning is improved by performing the whole procedure in an ultrasonic bath.
volatile compounds are formed that readily desorb. The effect is cleaning is introduced [20]. The UV light creating and destroying bath. However, small amounts of organic contamination remain on the surface, see Fig. 5(b). In order to also remove these, a UV-ozone cleaning is introduced [20]. The UV light creating and destroying ozone at the same time constantly provides atomic oxygen that reacts with organic molecules on the sample surface. Simpler, volatile compounds are formed that readily desorb. The effect is displayed in Fig. 5(c) where essentially all contamination has disappeared.

The success of the optimized sample preparation is confirmed by Fig. 6, which depicts a sample with site-selective QDs that were annealed for 7:30 min. A total amount of 2.6 ML InAs were grown prior to annealing. No defect holes are observed in the pre-structured area. In addition, no interstitial dots are found, which is ascribed to the elongated annealing time. The same morphological transition as described in the previous section is observed once more.

4. Conclusion

In conclusion, we have introduced a new concept for optimized growth of site-selective quantum dots. In situ annealing was used to control the QD distribution and the occupation number of QDs per site. A morphological transition was observed with originally two dots merging into a single dot. In photoluminescence measurements we found linewidths of annealed site-selective QDs and self-assembled QDs of 170 and 81 μeV. The cleaning process prior to regrowth was optimized by making use of a UV-ozone process. As a result, the samples are essentially free of organic contamination.
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Fig. 6. Atomic force microscopy image of site-selective QDs. A total amount of 2.6 ML of InAs was provided followed by a 7:30 min annealing. The gray scale is 30 nm.
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In this work we study the effect of thin-film deposition on the quality factor (Q) of silicon nanobeam cavities. We observe an average increase in the Q of 38 ± 31%, in one sample and investigate the dependence of this increase on the initial nanobeam hole sizes. We note that this process can be used to modify cavities that have larger than optimal hole sizes following fabrication. Additionally, the technique allows the tuning of the cavity mode wavelength and the incorporation of new materials, without significantly degrading Q. © 2012 Optical Society of America

OCIS codes: 350.4238, 310.1860, 310.6860.

1. MOTIVATION

Photonic crystal (PC) cavities provide exciting platforms for photonics applications in addition to fundamental cavity quantum electrodynamics (cQED) experiments. The ability to fabricate cavities with small mode volumes (V) and large Qs leads to large enhancements in light-matter interactions. By placing active emitters such as quantum dots (QDs) into the cavity, it is easy to observe Purcell enhancement of spontaneous emission with only modest Qs. Increasing the Q further leads to the quantum regime of strong coupling, in which energy is able to coherently transfer between the emitter and cavity multiple times before decaying. This regime leads to exciting new physics, such as the Jaynes–Cummings ladder, deterministic single-photon sources, and photon blockades [1–3].

In addition to a high Q and low V, it is important that the cavity and emitter be near resonance with each other. Previous work has shown the ability to reversibly tune cavity resonances by 5 nm using the condensation of gases at low temperatures [1]. Additionally, tuning of 2D photonic crystal systems has been shown using atomic layer deposition (ALD) of hafnium oxide [4] and titanium oxide [5] and plasma-enhanced chemical vapor deposition of silicon nitride [6]. In this work, we observe a shift in cavity resonance of 29 to 29 nm, with a high tuning precision as a result of the multiple-cycle deposition process.

Finally, it is important that one can incorporate an active medium with the cavity. While this can be achieved with QDs and quantum wells in III–V systems, it presents more of a challenge for silicon photonics. In this work, we show the ability to deposit new material on top of a silicon PC cavity with a minimal effect on the Q. This opens up the possibility of incorporating active materials through similar methods. For example, one can dope Al2O3 with layers of erbium during the deposition process [8].

2. NANOBEAM CAVITIES

One PC cavity geometry that is becoming popular is the 1D nanobeam, shown in Fig. 1. This design consists of a strip waveguide with an array of etched holes. The holes begin with uniform radius and spacing, creating a Bragg mirror region. The hole radius and spacing are then tapered down to a cavity region where the mode is confined, before tapering back up to another mirror region. The holes confine the light along one dimension, while it is confined by index guiding along the other two. The substrate can be etched from underneath the cavity, leaving it suspended, or in the case of this work, the cavity can remain on the substrate for increased durability. Simulations of unsuspended cavities predict Qs as high as 360,000 with a mode volume of 0.552(λ/μ)3. Experimentally, unsuspended silicon nanobeam cavities have already been measured with Qs of 360,000 [9].

In this work, nanobeams are fabricated on silicon-on-insulator wafers, consisting of a 220 nm silicon layer on top of a 2 μm SiO2 layer. The structure is defined using electron beam lithography and formed using inductively coupled
plasma etching. Each nanobeam is characterized by a lattice constant $a$, which is the distance between the center of the holes in the mirror region. The value of $a$ varies from 390 to 455 nm in 5 nm steps, shifting the cavity mode through the range of our measurement ability. In the taper region, the lattice constant varies from 0.98$a$ to 0.86$a$, while in the cavity region, the lattice constant is 0.84$a$. The nominal hole radius is 0.3 times the local lattice constant.

3. CHARACTERIZATION BY MEASUREMENT OF THE CAVITY QUALITY FACTOR $Q$

In order to characterize the $Q$ of silicon nanobeam cavities, we use the tapered microfiber probe technique. In this technique, an optical fiber is heated and stretched, such that it adiabatically tapers to a region with a diameter on the order of 1 μm. This region of the fiber is then carefully positioned across the nanobeam cavity. A tunable narrowband laser source is coupled into one end of the fiber, and the transmitted power is detected at the other end. As the laser source is tuned into resonance with the cavity, some of the power is coupled into the cavity mode, resulting in a measurable dip in transmission through the fiber.

As a result of the tapered microfiber probe, the cavity experiences an additional amount of loss. This causes an increase in the measured resonance linewidth and thus a decrease in the measured $Q$ compared to the intrinsic $Q$ of the cavity. This effect was studied in [10], which found that by positioning the probe near the edge of the nanobeam, coupling to the cavity is minimized, leading to a measured $Q$ closer to the intrinsic $Q$. For this study, all $Q$s are measured at the edge of the nanobeam cavity. Because of the positioning uncertainty of the probe, which leads to slight changes in the coupling and hence the measured $Q$, five measurements are taken of each cavity; the maximum value is used for all comparisons.

To determine the intrinsic $Q$ of a cavity, we use the crossed polarizer resonant scattering technique [10,12]. This is a free space method in which a tunable laser source is focused onto the cavity with a microscope objective. The incident light is polarized at 45° with respect to the polarization of the cavity mode. The reflected light is passed through a polarizer at 90° relative to the incident light. Light that simply reflects from the substrate will be blocked by the crossed polarizer. Light that couples into the cavity will scatter out with the polarization of the cavity mode, a portion of which will be able to pass through the final polarizer and be detected. Because of the increased difficulty and low signal-to-noise ratio of this measurement, this technique is used only to determine the intrinsic $Q$ of the best cavities.

4. ATOMIC LAYER DEPOSITION

Atomic layer deposition is a thin-film deposition process that works through the sequential application of two or more gas phase chemicals. The growth takes place as a chemical reaction at the sample surfaces. The reaction is self-limiting, allowing accurate control of film thickness simply by counting the number of cycles.

Because of the nature of this deposition technique, the resulting film is conformal and grows along the surface normal [13]. This effect has already been utilized to grow microlens arrays [14] and planarized optical gratings [15] and to tune photonic crystal waveguides [7,16]. The conformal film also reduces surface roughness, and ALD-grown Al₂O₃ and TiO₂ films have been found to significantly reduce propagation losses in silicon strip and slot waveguides [13,17]. Because the geometry of the silicon nanobeam cavity is a modified silicon strip waveguide, we believe that this process could lead to decreased losses and higher $Q$s in these structures.

For this work, we investigated the thin-film growth of both TiO₂ and Al₂O₃ on nanobeam cavities by ALD. TiO₂ is deposited at 120 °C using a process with titanium tetrachloride (TiCl₄) and water as precursors [18]. Al₂O₃ is deposited at 200 °C using a process with trimethylaluminum (Al(CH₃)₃) and water as precursors [19]. Figure 2 shows scanning electron micrograph (SEM) images of a cavity before and after the deposition of 20 nm of Al₂O₃, showing a clear reduction in hole size due to the thin film.

5. EXPERIMENTAL RESULTS

For initial tests, two nanobeam samples were fabricated using the same design parameters. They were first characterized using the tapered microfiber technique. While imaging the
cavities, it was noticed that there was residual mask material remaining from fabrication. This material was removed using a 10 min O\textsubscript{2} plasma etch. The cavities were recharacterized, and it was noted that the cavity wavelength decreased by 6.5 nm on average, but there was no significant change in cavity Q. One sample was then coated with 20 nm of TiO\textsubscript{2} (index 2.27 at λ = 1.55 μm), while the other was coated with 20 nm of Al\textsubscript{2}O\textsubscript{3} (index 1.62 at λ = 1.55 μm). The samples were characterized again, following the same procedure. The TiO\textsubscript{2} (Al\textsubscript{2}O\textsubscript{3}) coated sample showed a shift in cavity mode of 59.2 ± 0.7(30.3 ± 0.8) nm on average. The results of the Q measurements are plotted in Fig. 3. While one TiO\textsubscript{2} coated cavity showed an increase in Q of 29%, the average change in Q over all cavities was −1.3 ± 16%. Every Al\textsubscript{2}O\textsubscript{3} coated cavity showed an increase in Q, with an average increase of 38 ± 31% and a maximum increase of 124%. The large standard deviation for this sample mostly results from 2 of the 19 cavities, which showed an increase of more than 100%. Figure 4 shows a measurement of a cavity from the Al\textsubscript{2}O\textsubscript{3}-coated sample before and after deposition. This measurement was performed using the crossed polarizer resonant scattering technique, so the measured Q is that of the intrinsic Q. This shows the cavity Q to have increased from 107,000 to 212,000.

While the deposition of 20 nm of Al\textsubscript{2}O\textsubscript{3} on that particular sample resulted in a clear increase in the cavity Q, from these initial tests it is not clear what factors contributed to this increase. The fact that the sample coated with TiO\textsubscript{2} did not show the same increases suggests that the effect is not exclusively due to a decrease in surface roughness. Finite-difference time-domain (FDTD) simulations of the silicon nanobeam Q (Fig. 5(a)) indicate that the Q is highly dependent on the hole radius, with a peak Q near a radius of 0.3 times the lattice constant. To account for the decrease in hole radius as a result of the ALD coating, a third sample was fabricated with an added offset to the hole radius. For each lattice constant, 13 cavities were defined with offsets ranging from −30 to +30 nm in 5 nm steps. Four arrays of these cavities were fabricated with varying electron beam dosage, but only two arrays provided useful cavities.

This sample was characterized, coated with 20 nm of Al\textsubscript{2}O\textsubscript{3} and then recharacterized. Fifty-three of the 60 cavities that were characterized on this third sample showed increases in the Q, with the average increase being 20 ± 19%. Figure 5(b) shows a plot of the measured Q prior to ALD coating as a function of hole radius offset. There is a trend toward higher Qs for cavities with smaller holes. Unlike the simulation, there is not a clear peak in the Q. This suggests that our range of hole sizes did not cover the designed range. Looking at the percent increase in the Q as a function of the hole radius offset (Fig. 5), there is also a clear trend toward a greater increase for cavities with larger holes. Following ALD, these cavities have hole sizes closer to those of the cavities that showed the highest Qs prior to ALD. This is consistent with the idea that the increase in Q is due to the shift of hole size closer to the optimal (highest Q) design.

Figure 7 shows a plot of the shift in the cavity mode wavelength as a result of the deposition of 20 nm of Al\textsubscript{2}O\textsubscript{3} along with FDTD simulation results. While the wavelength shift showed very little dependence on the lattice constant, it showed a strong dependence on the initial hole radius offset.
The shift also showed some dependence on the dosage used during electron beam lithography. This is likely due to the dependence of the hole size and beam width on electron beam dose. The higher dose array, which should have larger holes due to the increased exposure of the mask, showed wavelength shifts in the range of $21.6 \pm 0.2$ nm for the smallest holes to $28.0 \pm 0.1$ nm for the largest holes. The lower dose array showed wavelength shifts in the range of $20.2 \pm 0.2$ nm for the smallest holes to $27.1 \pm 0.4$ nm for the largest.

The FDTD simulations predict a similar range of wavelength shift. The tuning precision is very high because it is determined by the growth rate of the thin film, which can be very slow. For the ALD technique used in this work, the growth rate was around $0.1$ nm/cycle, with a cycle time of 3.45 s. This results in a wavelength shift on the order of $0.1$–$0.15$ nm/cycle.

In order to investigate the effect of the Al$_2$O$_3$ coating on the mode volume, we use numerical methods. FDTD simulations reveal a nearly linear relationship between the mode volume and hole radius offset. The mode volume increases from $0.410/\lambda$ for a $30$ nm offset, to $0.658/\lambda$ for a $-30$ nm offset. At the same time, the increase in mode volume as a result of depositing $20$ nm of Al$_2$O$_3$ shows little dependence on the hole radius offset, fluctuating in the range of a 2.06% to 6.45% increase.

### 6. CONCLUSIONS

We have shown that ALD can be a valuable tool for tuning the resonant wavelength and $Q$ of 1D silicon nanobeam cavities postfabrication. The low index and low deposition rate of Al$_2$O$_3$ allows for very precise control of the wavelength shift. The initial size of the cavity holes also plays an important role in the resonance shift. Cavities with smaller holes to begin with will have modes that are more confined to the silicon and therefore will see less of an effect from the additional dielectric material.

Initial results show that a $20$ nm coating of Al$_2$O$_3$ can increase the $Q$ of 1D silicon nanobeam cavities by $38 \pm 31\%$. While the exact nature of this change in the $Q$ is not fully understood, both simulation and experiment show that the $Q$ is significantly affected by the size of the cavity holes. Therefore, it is likely that the changing hole size resulting from the Al$_2$O$_3$ deposition is responsible for much of the change in the $Q$ observed in this work. There still remains much to be done to determine the contribution of other effects to the change in the $Q$. The conformal nature of the ALD film will lead to decreased surface roughness and decreased scattering losses at the Al$_2$O$_3$–air interface; however, the large index mismatch of Al$_2$O$_3$ and silicon means that scattering at this interface will still be significant. Additionally, the thin film may be causing surface passivation, leading to decreased absorption by surface states. Finally, the film may be affecting the mode profile, pulling the field away from the oxide layer and decreasing losses into the substrate. Repeating these experiments with
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Abstract

The coupling of radiation emitted on semiconductor inter-band transitions to resonant optical-antenna arrays allows for enhanced light-matter interaction via the Purcell effect. Semiconductor optical gain also potentially allows for loss reduction in metamaterials. Here we extend our previous work on optically pumped individual near-surface InGaAs quantum wells coupled to silver split-ring-resonator arrays to wire and square-antenna arrays. By comparing the transient pump-probe experimental results with the predictions of a simple model, we find that the effective coupling is strongest for the split rings, even though the split rings have the weakest dipole moment. The effect of the latter must thus be overcompensated by a smaller effective mode volume of the split rings. Furthermore, we also present a systematic variation of the pump-pulse energy, which was fixed in our previous experiments.

Keywords: metamaterials, semiconductor/metal coupling, transient pump-probe

1. Introduction

Optical antennas, similar to radiowave antennas, allow for the coupling of freely propagating electro-magnetic waves to sub-wavelength localized modes. While radiowave antennas have been around since the late 1800’s, the first mention of something resembling an optical antenna didn’t appear until 1928, in letters between Edward Synge and Albert Einstein [1]. Optical antennas didn’t become experimentally feasible until the mid 1980’s [2]. Over the past decade research based on optical antennas has grown quickly, with applications covering high resolution microscopy, single-photon sources, photo-voltaics, optical switching, metamaterials and more [3–10]. This research has also led to many interesting theoretical questions on the nature of electro-magnetic fields confined by metallic nano-structures [11–13].

In the field of meta-materials one is interested in arrays of individual antennas, arranged on a sub-wavelength scale in order to produce macroscopic properties different than those of the bulk materials from which they are fabricated. Progress in this field has reached the point where individual metal nano-structures resonate at optical frequencies [3]. The resonant coupling of arrays of metallic nano-structures to a semiconductor quantum well represents a very curious problem involving the fundamental physics of a rather complex metal/semiconductor hybrid system. In the past the coupling
of arrays of split-ring shaped antennas to a semiconductor quantum well was demonstrated [14]. If one wants to shift to shorter wavelength, fabrication is less of a problem with simpler shapes such as wires and squares. It is already known that a larger dipole moment (cross section) is achieved from individual wire and square shaped antennas, as compared to the split-ring shape [15]. It is therefore natural to study arrays of wire and square antennas coupled to a quantum well in to order see if this would lead to a larger coupling effect. Clearly interactions between individual antennas within the array can severely alter the behavior of the array from that of the individual antenna itself [16].

In this work we study the properties of silver optical antennas fabricated in arrays displaced by approximately 5.4 nm from a semiconductor quantum well, as pictured in figure 1 for an array of wire shaped antennas. We are concerned primarily with the effective coupling of the antenna array to the quantum well and use a simple toy-model [17] based on near-field coupling to explain the experimental observations. Using a transient frequency resolved pump-probe experiment we measure the differential transmission of the system, revealing the expected signs of coupling [14]. We explore several areas of interest, including the effects of high pump power which causes the quantum well to act as a continuum of states rather than a single resonance. In this regime our simple toy model is no longer valid and new features of the coupling are observed. Finally, we compare the optical properties and effective coupling of three distinct optical antenna shapes: wire, square and split-ring.

2. Methods

2.1. Quantum well

The semiconductor quantum well structure used in this work is grown using molecular beam epitaxy (MBE). The semiconductor structure is pictured in the inset of figure 1, and is grown lattice matched to an indium phosphide substrate. The quantum well is a 13.8 nm layer of In0.53Al0.46As surrounded by In0.53Al0.46As barriers. The top barrier of the quantum well is approximately 2.9 nm thick, and a layer of In0.53Ga0.47As approximately 2.5 nm thick is deposited to act as a protective cap layer to prevent oxidation of the In0.53Al0.46As barrier. This results in a distance of only 5.4 nm between the quantum well and the surface of the sample. It has been reported that surface states of a semiconductor can be extremely detrimental to quantum well and dots [18]. As the quantum well gets closer to the surface non-radiative recombination increases quickly, leading to decreased photoluminescence (PL) and spectral broadening and shifting. At the same time, it has been shown that the coupling between a quantum well and a plasmonic system occurs through near-field interactions, which fall off quickly as a function of separation [19]. It is therefore necessary to make a compromise between the coupling strength and the quality of the quantum well. The distance of 5.4 nm has proven to be a very good compromise, maintaining a bright quantum well resonance with a FWHM of about 15 nm, while still coupling to the plasmonic structure. Two quantum well samples were used for this work; HSG64 was used for the pump power dependence measurements while A107 was used for comparison of antenna shapes.

The quantum well is designed to have a resonance wavelength near 1500 nm, which is verified using low temperature PL measurements. The quantum well is held at 10 K and pumped using 120 fs pulses at a wavelength of 810 nm from a Ti: Sapphire laser, with an 80 MHz repetition rate. Figure 2 shows the observed PL of this quantum well for various average pump powers. For low pump power we clearly see the lowest level of the quantum well at a wavelength 1500 nm. As the power is increased the PL broadens asymmetrically to higher energies (shorter wavelengths) and we begin to see signs of transitions from higher energy levels at wavelengths of 1360 nm and 1200 nm.

2.2. Optical antennas

Fabrication of the silver antenna array structures is accomplished using a standard lift-off procedure. Beginning with the quantum well structure, the sample is coated with a thin layer (∼200 nm) of poly(methyl methacrylate) (PMMA). The antenna pattern is written into this layer using an electron beam lithography system, and developed. The sample is then coated with 30 nm of high purity silver using electron beam deposition. Finally the PMMA is dissolved, resulting in the lift-off of the excess silver, leaving behind arrays of silver
antennas. For this work the antennas are patterned into square arrays with a size of 100 μm x 100 μm. In order to maximize the measured signal the density of antennas was made relatively high. Wire antennas were spaced on a rectangular grid with 250 nm spacing along the direction perpendicular to the wire, and 250 nm plus the length of the wire antenna (190–220 nm) spacing along the direction parallel to the wire. An example of this is shown in figure 3. To increase the density further, wire antennas were also fabricated with 250 nm spacing along both directions and alternating rows were shifted by 125 nm in order to avoid contact between the antennas. The dimensions of split-ring shaped antennas are such that a spacing of 250 nm on a square lattice was easily achievable. The dimensions of square antennas, however, required that the spacing be increased. For the array used in this study the spacing was 410 nm in order to avoid contact between antennas.

Completed antenna arrays are initially characterized using scanning electron microscopy (SEM) and room temperature Fourier transform infrared (FTIR) spectroscopy. We observe that the resonance shifts slightly when the samples are cooled to 10 K, however, room temperature measurements allow us to quickly find arrays which are suitable for study at low temperatures. For theoretical fits shown later in the paper we use low temperature transmission measurements. Figure 3 shows several SEM images of completed wire antenna arrays and the corresponding FTIR transmission spectrum showing the deep transmission dip of the plasmonic resonances. The resonance of the antenna array is strongly related to the size and spacing of the individual antennas. Since we are interested in high density antennas we tuned the antenna resonances by changing the dimensions of individual antennas during fabrication. This is illustrated in figure 3 which shows SEM images of four arrays with increasing antenna length and the corresponding shift in resonance. It is important to note that the transmission is measured with the electric field polarized linearly parallel to the long axis of the wire antennas. The orthogonal polarization does not couple to the dipole moment of the wire antenna, and shows nearly 100% transmission. This also applies to split-ring shaped antennas, shown later in this paper. For this shape the electric field is polarized along the opening of the ‘U’ of the split-ring in order to excite the fundamental mode. For perfectly square antennas the polarization would not make a difference, however, due to imperfections in fabrication these antennas are never perfectly square and tend to have a small shift of the resonance when the polarization is rotated.

2.3. Toy model

The system of a silver optical antenna array coupled to a quantum well can be understood to some extent by employing a simple model [17], in which the quantum well is modeled by a fermionic two-level system, and the antenna array is modeled as a bosonic two-level system. This model has been shown to provide good qualitative agreement for arrays of split-ring shaped antennas coupled to a quantum well [14]. The general physics behind this model assumes that the coupling between the two systems takes place via the near-field generated by the dipole moment of each. To account for the near-field the driving electric field for the quantum well is modified by the macroscopic polarization of the antenna array multiplied by a phenomenological coupling constant, $L$, and similarly the driving field for the antenna array is modified by the macroscopic polarization of the quantum well multiplied by the same constant. The transition amplitudes are calculated using steady state solutions of the optical Bloch equations. From this the linear optical spectra of the coupled system can be calculated. The final model includes ten parameters: density ($N$), dipole moment ($d$), resonance frequency ($Ω$) and damping constant ($γ$) for both the quantum well and the antenna array, along with the coupling constant ($L$) and the quantum well inversion which we control with a filling factor ($f$), which ranges from 0 to 1. Using independent measurements of the quantum well and the antenna array, we can fix all of the parameters except for $f$ and $L$. For comparison to our pump-probe measurements we assume that the quantum well is inverted ($f=1$) with the pump present and relaxed ($f=0$) when the pump is blocked. This leaves only the coupling constant $L$ as a free parameter which we can vary to fit our measurements of the coupled antenna/quantum well system.
2.4. Pump-probe spectroscopy

In order to experimentally investigate the unique properties of the coupled antenna/quantum well system, we use a transient pump-probe spectroscopy technique. The sample is held at 10 K in a continuous flow helium cryostat and pumped using a 120 fs pulse at a wavelength of 810 nm from a mode-locked Ti: Sapphire laser. A portion of the Ti: Sapphire laser is also used to pump an optical parametric oscillator which produces a second pulse tunable in the wavelength range of 1360 nm–1580 nm and serves as a probe. Both pulses are combined collinearly and focused onto the sample. Using a telescope for each beam, the relative beam width, and hence the relative spot size on the sample is controlled. The pump spot size is about 20 μm while the probe spot size is on the order of 10 μm, ensuring that the area of the sample being probed is uniformly pumped. The power of the probe beam is held at 15 μW, while the pump power is tunable from very low powers (<100 μW) up to 120 mW average power. The pump beam is chopped at 400 Hz before the sample, and any residual pump is filtered out behind the sample by an interference filter. The transmitted probe is incident on an amplified InGaAs detector and the signal is measured using a lock-in amplifier referenced to the 400 Hz chopper. By normalizing this signal to the absolute transmission of the probe with no pump present we retrieve the differential transmission signal (ΔT/T). Using a delay line to vary the time between the pump and probe pulses we can see the decay characteristics of the sample. This technique is very sensitive to small changes (down to 0.01%) in the transmission of the sample resulting from the incident pump beam.

3. Results

3.1. High pump power differential transmission

Initial investigations were done using wire shaped antennas and the full 120 mW of available pump power. Figure 4 shows the transient response observed from an array resonant with the quantum well. An SEM image of this array and the low temperature transmission spectrum are shown in figure 5. In figure 4 the solid blue curves show the response of the quantum well alone measured approximately 100 μm away from the antenna array. The dashed red curves show the response measured on the array. Each set of curves corresponds to a different probe wavelength, as the probe was tuned from 1380 nm to 1580 nm in 20 nm step sizes. These initial results revealed several exciting features, including a very large negative signal of −13.9% at a wavelength of 1480 nm. While this negative signal has been observed before and can be explained in terms of the toy model, the magnitude of this signal is larger than previously observed in this type of system [14]. Additionally, the data reveal unique decay characteristics which cannot be described by a single exponential decay. This was observed not only on array but also from the quantum well by itself. Another interesting feature is the change of signs of the signal. For several wavelengths (1380 nm–1440 nm) the on array signal is initially negative, but becomes positive at longer delay times before returning back to zero. A final notable feature is observed at a probe wavelength of 1540 nm. While all other probe wavelengths show very fast rise (fall) times on the order of 2–3 ps, for the...
wavelength of 1540 nm, the data show a rather slow fall, which reaches a minimum value after 60 ps.

Another way to view this data is to look at a specific delay time and plot the data as a function of wavelength as shown in figure 6. In this case the delay time is chosen to be +3 ps where we see the largest response for most wavelengths. This reveals another unique feature. Similar to previously reported data, the signal shows a strong negative response near resonance; however, we also see a second narrower and smaller dip in the data near 1560 nm which cannot be qualitatively explained by the toy model.

3.2. Bare quantum well

While the response of the coupled antenna/quantum well system shows many unique features, it was also noted that the response of the quantum well alone was rather unique. Not only did it show a complex decay characteristic, but it also had a rather large magnitude of nearly 5%. For a typical quantum well in this material system one would expect around 2% change resulting from bleaching of the absorption and from gain. This suggests that the additional signal is due to a change in reflection, most likely resulting from a change in refractive index due to the high carrier concentration, which reaches a minimum value after 60 ps.

The system can be approximated as steady state, which occurs around +20 ps. When we plot this time slice as a function of probe wavelength we get the plot seen in figure 9.

Figure 6. Another way to view this data is to look at a specific delay time and plot the data as a function of wavelength as shown in figure 6. In this case the delay time is chosen to be +3 ps where we see the largest response for most wavelengths. This reveals another unique feature. Similar to previously reported data, the signal shows a strong negative response near resonance; however, we also see a second narrower and smaller dip in the data near 1560 nm which cannot be qualitatively explained by the toy model.

Figure 7. Transient pump-probe measurement of the quantum well without silver wire antennas for pump powers ranging from 50 μW to 100 mW. The data are plotted on a logarithmic scale along with exponential fits (dashed lines). Each curve corresponds to a pump power of approximately twice that of the curve below it.

increase to about 3.12 mW, where we see a shoulder begin to appear before the exponential decay, and likely signals the saturation of the lowest level of the quantum well. Indeed, if we look back at figure 2, showing the PL of the same quantum well, we see the second level of the quantum well begins to appear for powers above 3.12 mW. Also, consistent with this idea is the fact that this shoulder appears near a signal magnitude of about 2%, the value we expect to get from the quantum well alone. As the pump power is increased further, this shoulder lengthens in time, until a power of about 25 mW, at which point a second component appears, causing the signal to increase to nearly 5%. We attribute this additional component to the changing refractive index of the bulk material resulting from the high carrier concentration, which was also observed in the sample without a quantum well as mentioned above.

3.3. Low power differential transmission

With this in mind we decided to revisit the array we had previously measured and look at the response when the quantum well is pumped with only 4 mW, which should be just enough power to invert the lowest energy resonance of the quantum well. In figure 8 we see this data plotted similar to the data in figure 4, where the solid blue curves show the response of the quantum well by itself and the dashed red curves show the response of the quantum well coupled to the wire antenna array. From this data we see a smaller magnitude of the negative signal of about −3.8%. Also for most wavelengths we see a nearly exponential decay and the initial rise (fall) time is consistent, reaching a maximum or minimum signal at +20 ps delay. For the wavelengths of 1440 nm and 1460 nm we still see a flip in the sign of the signal. In order to compare this to previous work, we can use the toy model explained previously. To do this we first look at a single delay time corresponding to the maximum signal, when hot carriers have relaxed to the lowest energy level of the quantum well and the system can be approximated as steady state, which occurs around +20 ps. When we plot this time slice as a function of probe wavelength we get the plot seen in figure 9.
Here again the blue data are the response of the quantum well and the red data are the response of the coupled system. The open circles are the experimental data, while the curves are the best fit to the toy model. All but one parameter in this model can be set from independent measurements of the quantum well and wire antenna array, leaving one free parameter, representing the strength of the coupling ($L$), which is varied to obtain this fit. The parameters for the quantum well were: resonance frequency of $2\pi \times 203$ THz, damping frequency of $2\pi \times 4.0$ THz, dipole moment of $5.8 \times 10^{-29}$ Cm and density of $2.1 \times 10^{24}$ m$^{-3}$. The best fit of the coupled data was found for a coupling constant of $0.51 \times 10^{10}$ m$^{-1}$. From this fit we see there is extremely good qualitative agreement with this model, confirming that for low excitation power the quantum well does indeed behave like a two-level system.

It is also important to check the polarization dependence of the pump-probe measurement. Since the wire antennas can only be excited by light polarized parallel to the long axis, we would expect that if we rotate the polarization of the probe light to be perpendicular to the long axis we would probe only the quantum well. An example of this can be seen in figure 10, where a wire antenna array is measured with a pump power of 4 mW and a probe wavelength of 1480 nm. In figure 10(a) we probe both the quantum well by itself (solid blue) and the quantum well coupled to the wire antenna array (dashed red), however, the polarization of the probe is such that it does not interact with the wire antennas. We see a similar magnitude and decay of the transient response for both measurements in this case. In figure 10(b), when the polarization is rotated 90° such that it will interact with the wire antennas, we see the same response from the quantum well (solid blue), but now we see a much different behavior from the quantum well coupled to the wire antenna array (dashed red) as we expected.

3.4. PL

It’s also very interesting to look at the low temperature PL, providing complimentary information to the differential transmission measurements. To measure the PL, we use the same experimental setup that is used for transient pump-probe measurements in order to maintain the same pumping conditions (power, spot size, etc). The probe beam is blocked and a flip mirror is used to divert the PL to a 0.5 m spectrometer with a 600 line mm$^{-1}$ grating. The spectra are captured with a liquid nitrogen cooled 512 × 1 pixel InGaAs array.

Using this method we can study the resonant changes in PL associated with the antenna arrays. Figure 11 shows an example of the resonant enhancement in PL that we observe from a wire antenna array (solid blue), when the quantum well is pumped with 100 mW average power. Also plotted for reference is the extinction cross section of the wire antenna array as measured by room temperature FTIR (dashed red). To measure the enhancement of the PL an analyzing polarizer is placed before the spectrometer such that we can separate PL emitted with polarization both parallel and perpendicular to the long axis of the wire antennas. The solid blue curve in figure 11 is the ratio of parallel polarized PL to perpendicular polarized PL. Additionally, it is normalized by the same ratio of PL collected from the quantum well alone in order to remove any polarization sensitivity of the measurement optics. From this we can see a clear peak associated with the plasmonic resonance, with a maximum enhancement of 2.3.

3.5. Antenna comparison

As a result of the skin depth of metal being on the same scale as the dimensions of optical antennas, the exact shape of the

![Figure 8. Transient pump-probe data collected from both the quantum well alone (solid blue) and from a resonant silver wire antenna array coupled to the quantum well (dashed red), for a pump power of 4 mW and probe wavelength ranging from 1380 nm to 1580 nm.

![Figure 9. Pump-probe differential transmission spectra collected for a pump power of 4 mW and a delay of +20 ps. The blue circles show the measured signal from the quantum well alone, while the red circles show the measured signal on the silver wire antenna array. The solid blue and dashed red curves show the best fit to the simple model.](image)

6 J. Opt. 16 (2014) 114016 M Gehl et al
antenna has a strong influence on its properties such as resonant frequency, dipole moment and damping. One would also expect the strength of the coupling to depend on the antenna shape. To study this aspect we fabricated arrays of silver optical antennas with three different shapes on the same quantum well. This quantum well (A107) had the same structure as the previously discussed quantum well, however, was grown in a different MBE chamber and had approximately twice the PL intensity of the first quantum well. The size of the antennas was adjusted such that all three had resonance wavelengths near 1500 nm. Wire shaped antennas were fabricated in a staggered pattern in order to increase density ($N = 5.3 \times 10^{24} \text{ m}^{-3}$) which leads to a stronger differential transmission signal. Split-ring shaped antennas were fabricated with the same density; however, due to the size, square shaped antennas were limited to a lower density ($N = 2.0 \times 10^{24} \text{ m}^{-3}$). Figure 12 shows SEM images of these three antenna shapes along with measured transmission data. These transmission data were measured at 10 K using the probe of the pump-probe experiment, and the toy model has been fit to it in order to retrieve the properties of the antennas, summarized in table 1. From this we find that the split-ring shaped antennas have the smallest dipole moment, while the square antennas have a dipole moment more than twice that of the wire or split-ring shapes. From previous measurements on individual antennas [15] we expected the cross section (and therefore the dipole moment) of square antennas to be larger than that of wire and split-ring antennas. Surprisingly, we find all three to have similar damping terms, with the split-ring shape having the largest damping and the squares having the smallest. This was not expected from measurements of individual antennas; however, at such a high density of antennas, the interaction of individual antennas likely has a larger effect on the damping than the shape of the antennas [16].

For each array differential transmission data were collected on the array and also from a region directly next to it with an average pump power of 4 mW. These data are plotted in figure 13. In this figure the data collected from the quantum well alone are once again shown in blue while the data from the coupled system are shown in red. Since all three arrays were fabricated during the same process on the same quantum well, the behavior of the quantum well (solid blue) was very similar for all three and the average parameters for the quantum well are summarized in table 1. Finally, with these parameters fixed we can vary the coupling parameter ($L$) in order to best match the differential transmission signal of the coupled system. These fits are shown by the dashed red curves in figure 13, and the effective coupling parameter ($L$) is summarized in table 1. We also include in table 1 an effective coupling frequency [17] which accounts for the dipole moment and density of the two systems.

$$V_{\text{eff}} = h^{-1}d_{\text{array}} d_{\text{QW}} L \sqrt{N_{\text{array}} N_{\text{QW}}}$$

From these fits we find that the split-ring antennas show the greatest coupling, both in terms of the coupling parameter ($L$) and the effective coupling frequency ($V_{\text{eff}}$). Surprisingly,
the square antennas which had the largest dipole moment show the smallest coupling. Looking at the data in figure 13 we see that the coupled system fit for this antenna was the poorest, with the magnitude of the measured signal reaching −4.3% at a wavelength of 1460 nm, while the fit only reaches a value of −2.2%. However, if we manually vary the coupling parameter in our fit to match the magnitude of the measured differential signal we find only a slight increase of the coupling parameter to $0.24 \times 10^{10}$ m F$^{-1}$, still much smaller than that of the split-ring or wire antenna.

Figure 12. SEM images of wire (a), square (b), and split-ring (c) shaped silver antennas, along with the corresponding transmission data (d–f) as measured by the probe beam of the pump-probe experiment.

<table>
<thead>
<tr>
<th>Quantum well</th>
<th>Wire antennas</th>
<th>Square antennas</th>
<th>Split-ring antennas</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega$</td>
<td>$2\pi \times 204$ THz</td>
<td>$2\pi \times 197$ THz</td>
<td>$2\pi \times 198$ THz</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$2\pi \times 8.6$ THz</td>
<td>$2\pi \times 9.4$ THz</td>
<td>$2\pi \times 7.7$ THz</td>
</tr>
<tr>
<td>$d$</td>
<td>$8.7 \times 10^{-29}$ Cm</td>
<td>$7.8 \times 10^{-26}$ Cm</td>
<td>$17 \times 10^{-26}$ Cm</td>
</tr>
<tr>
<td>$N$</td>
<td>$2.1 \times 10^{24}$ m$^{-3}$</td>
<td>$5.33 \times 10^{20}$ m$^{-3}$</td>
<td>$1.98 \times 10^{20}$ m$^{-3}$</td>
</tr>
<tr>
<td>$L_m$</td>
<td>$0.38 \times 10^{10}$ m F$^{-1}$</td>
<td>$0.18 \times 10^{10}$ m F$^{-1}$</td>
<td>$0.56 \times 10^{10}$ m F$^{-1}$</td>
</tr>
<tr>
<td>$V_{eff}$</td>
<td>$8.4$ THz</td>
<td>$5.0$ THz</td>
<td>$9.1$ THz</td>
</tr>
</tbody>
</table>

Table 1. Summary of toy model parameters from fit to experimental data.
In conclusion, we have experimentally studied the coupling of silver optical antennas to a semiconductor quantum well 5.4 nm below the surface. We study the properties of the near-surface quantum well alone, finding a saturation of the first energy level at an average pump power of 4 mW. With this information we study the coupled antenna/quantum well above and below saturation. Below saturation we find that the observed data can be fit by a toy model which reveals the effective coupling of the system. Above saturation we observe large differential transmission signals, but the data analysis is complicated by the changing refractive index of the substrate. At high pump powers we observed two decay time constants, one which we attribute to the decay of the lowest energy level and one which likely corresponds to the decay of carriers in the bulk.

Low temperature PL measurements reveal resonant enhancement from the antenna arrays. This enhancement is observed in the PL emitted with light polarized along the long axis of wire antennas relative to PL emitted with polarization in the orthogonal direction. This measure shows a clear peak

![Normalized electric field distribution in the plane of the quantum well as simulated by FDTD overlaid on SEM images of (a) wire, (b) square and (c) split-ring antenna arrays along with differential transmission measurements both on (red) and off (blue) of the (d) wire, (e) square and (f) split-ring antenna arrays. Measured data are plotted with circles while the best toy model fit is plotted as solid blue and dashed red lines.](image-url)

4. Discussion and conclusion

In conclusion, we have experimentally studied the coupling of silver optical antennas to a semiconductor quantum well 5.4 nm below the surface. We study the properties of the near-surface quantum well alone, finding a saturation of the first energy level at an average pump power of 4 mW. With this information we study the coupled antenna/quantum well above and below saturation. Below saturation we find that the observed data can be fit by a toy model which reveals the effective coupling of the system. Above saturation we observe large differential transmission signals, but the data analysis is complicated by the changing refractive index of the substrate. At high pump powers we observed two decay time constants, one which we attribute to the decay of the lowest energy level and one which likely corresponds to the decay of carriers in the bulk.

Low temperature PL measurements reveal resonant enhancement from the antenna arrays. This enhancement is observed in the PL emitted with light polarized along the long axis of wire antennas relative to PL emitted with polarization in the orthogonal direction. This measure shows a clear peak
enhancement of 2.3 centered near the measured transmission resonance of the antenna.

Finally, we investigate the effect of the antenna shape on the effective coupling parameter. We fabricate arrays of wire, square and split-ring shaped antennas on the same semiconductor quantum well. We measure the low temperature transmission of each array and find that the dipole moment of the square antenna is more than twice as large as that of the wire or split-ring shape. We also note that the damping of the arrays is similar for all antenna shapes. We attribute this to increased damping due to the interaction of the densely packed antennas which is greater than the effect of the antenna shape alone. Pumping with an average power of 4 mW in order to stay below saturation, we measure the differential transmission of arrays of each shape. Although the magnitude of the differential transmission signal is similar for all three antennas, we find that the effective coupling is smallest for the square shape. At first this observation seems surprising given that the quantum well and antennas interact through their dipole moments and the square antenna clearly has a larger dipole moment. However, a closer look at the toy model reveals an explanation for this. The effect of the coupling on each system is included through a term which is the product of the coupling parameter \((L)\) and the macroscopic polarization of the other system. In these terms the dipole moment factors only into the macroscopic polarization. The coupling parameter \((L)\) depends only on the geometry of the system, i.e. the local density of optical states (LDOS) at the location of the two-level system. This will depend not only on the separation of the two-level system from the antenna, as shown in [19], but also on the mode distribution. Assuming only one antenna mode at the frequency of interest, we would expect the LDOS to decrease as the mode volume increases. Based on the size of the antennas alone we can see that the mode of the square antenna will be much larger than that of the split-ring or wire antennas. From this reasoning, we can expect there to be a lower LDOS at the quantum well and a lower coupling parameter \((L)\). This trend is also seen in FDTD simulations like those shown in figure 13. Looking in the plane of the quantum well, the ratio of the peak electric field to the average electric field over a unit cell is on the order of four for dipole and split-ring antennas, but only about two for square antennas showing that the field of the square antenna is less localized. In order to account for the dipole moment and density we must consider the effective coupling frequency \((V_{ab})\). Even by this comparison the split-ring shaped antenna has a higher effective coupling frequency than the wire or square shapes. The larger dipole moment of the square antenna is not enough to compensate for the smaller coupling parameter \((L)\) and the lower density \((N_{array})\).
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Abstract
We describe molecular beam epitaxy (MBE) growth conditions for self-assembled indium nanostructures, or islands, which allow for the tuning of the density and size of the indium nanostructures. How the plasmonic resonance of indium nanostructures is affected by the island density, size, distribution in sizes, and indium purity of the nanostructures is explored. These self-assembled nanostructures provide a platform for integration of resonant and non-resonant plasmonic structures within a few nm of quantum wells (QWs) or quantum dots (QDs) in a single process. A 4× increase in peak photoluminescence intensity is demonstrated for near-surface QDs resonantly coupled to indium nanostructures.
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1. Introduction

The field of plasmonic nanostructures, where small volume structures can enhance electromagnetic fields that can be coupled to semiconductor quantum confined gain medium, is an expanding area of research. It has been shown that MBE grown silver films have improved optical constants, i.e. closer to intrinsic values, over e-beam or physical vapor deposited silver films [1]. This gives a possibility for improvements in the quality of plasmonic nanostructures or nano-antennas. It has also been shown that MBE can be used to grow site-controlled structures out of silver [2] and self-assembled structures with silver [3] and indium [4]. MBE growth allows for higher quality metallic nanostructures due to the improved optical constants and the self-assembly creates a clean interface between the metallic nanostructure and semiconductor underneath. In the self-assembled case there is also no need for fabrication or post-processing for optical experiments, eliminating possible sources of impurities and contamination. By tuning the sizes of these nanostructures the resonant wavelength can be tuned [5] to be in resonance with QWS [6,7] or QDs [8] just a few nanometers beneath the metallic structures. Growing these resonant indium islands in the same process as the semiconductor growth with MBE now opens up the possibility of encapsulating [9] the islands with more semiconductor material, including gain material. This would allow for larger coupling effects and possibly compensating metamaterial losses.

Here we present MBE growth conditions for indium islands, which allow for the tuning of the density, to well below 1 μm -2, and size, from ~100 nm up to ~1.5 μm, of the indium islands. The larger island diameters are a result of a slow indium growth in the 1 ML/hr range, allowing for migration of the indium atoms throughout the growth.

2. Materials and methods

All samples have been grown on (100) GaAs wafers. The indium island samples have been grown in two different machines. The first is a Riber 32P where the sources are mounted on the rear vertical wall of the MBE growth chamber and aimed at the substrate which is mounted 25° from vertical, and 13° away from the most uniform growth position. In this chamber we have utilized 500 μm thick, double-side polished, two inch wafers cleaved into quarters for sample growth. These quarter wafers are held in three inch mounted horizontally in a vertical, and 13° away from the most uniform growth position. In this chamber we have utilized 500 μm thick, double-side polished, two inch wafers cleaved into quarters for sample growth. These quarter wafers are held in three inch molybdenum substrate mounts (molyblocks) for quarter wafers with two tabs along the perpendicular sides. The other chamber used is a Riber 412 where the sources are mounted on the bottom of the MBE growth chamber and aimed at the substrate which is mounted horizontally in a five inch platen and the substrate is centered in the platen. In this chamber the growth is done on
350 μm thick, single-side polished, full two inch wafers which are n-doped with silicon (10^18 cm^-3). This chamber was used for all samples discussed below that have been grown with doped semiconductor layers. Both chambers utilize effusion cells with 7 N (7N5) purity indium in the Riber 32P (Riber 412).

After de-oxidizing the substrate, > 400 nm of GaAs is grown at a substrate temperature of ∼580 °C. For samples grown with InGaAs QWs or InAs QDs the substrate temperature is dropped to ∼485 °C for the growth of these structures. The QW or QDs are then capped with between 3 and 10 nm of GaAs grown at the same substrate temperature. For the indium island growth the substrate temperature is lowered by cutting off the current to the substrate heater. At a substrate temperature of ∼300 °C the arsenic flux is cut off. Once the arsenic flux is off, the substrate heater is set at a constant current and the substrate is allowed to come to an equilibrium temperature, ∼130 °C as measured with a type C thermocouple, while arsenic continues to be pumped out of the chamber. This time has been varied between 1 and 12 h. The indium island deposition then takes place with growth rates (beam equivalent pressure) between 0.27 ML/s (3.02 × 10^-7 Torr) and 1 ML/hr or 0.00028 ML/s (3.97 × 10^-10 Torr). In the latter case the indium cell temperature is only 60 °C above the standby temperature of the cell. The indium growth rate is given as the growth rate of InAs as calibrated from InAs QD growths.

Samples are characterized using atomic force microscopy (AFM), scanning electron microscopy (SEM), tunneling electron microscopy (TEM), energy dispersive x-ray spectroscopy (EDS), Fourier transform infrared (FTIR) transmission measurements, and photoluminescence (PL). By utilizing standard image processing techniques the sizes of the islands are extracted from AFM and SEM images.

3. Results

An interesting aspect of the indium island sample growths is the different distribution in island sizes achieved by the two different machines used. While there is expected to be small variations in substrate temperature and flux uniformity it is not expected that the indium islands grown in one chamber would have a Gaussian-like distribution in size while the other chamber would produce size distributions with a clear tail on the short side of the distribution. This is seen in Fig. 1(a) and (b) for the diameter distributions.
of the indium islands along the (011) crystal axis and can be seen along the (0–11) crystal axis as well as in the height of the indium islands, although this is not shown here. The indium island samples with the tail in the distribution are grown on silicon doped GaAs but this is not expected to affect the formation of the indium islands in such a manner. In either case the standard deviation of the distribution is ∼10% of the average size for both samples. Both distributions in Fig. 1 are developed by analyzing the diameter of over 850 islands for each sample. The distribution with the tail looks similar to the asymptotic distribution of the Lifshitz–Slyozov $t^{1/3}$ growth law [10] which is familiar to the growth of II–VI QDs in a glass matrix [11]. The tailed distribution shown in Fig. 1(b) has a much narrower peak than the $t^{1/3}$ distribution but still suggests diffusion of the indium islands is taking place and the larger islands are growing at the expense of the smaller islands. From the corresponding SEM images in Fig. 1(c) and (d) it can be seen that the indium islands tend to cluster for the Gaussian-like distribution of sizes and the samples showing the tail in the distribution seem to have some degree of order where they prefer to align together perpendicular to the (011) crystal axis (major flat) shown in upper right hand corner of Fig. 1(c). This direction is also parallel to the surface roughness of the sample seen on SEM images.

As discussed in the previous section, a wide range in growth rates or beam equivalent pressures are used, roughly a factor of 1000 between the highest and the lowest. By varying the growth rate and the amount of indium deposited the indium islands size can be varied between a diameter of 120 nm and a diameter of 1.5 μm, corresponding to heights of 50 nm and 445 nm. The densities achieved have been between $10 \mu m^{-2}$ and $0.007 \mu m^{-2}$. Fig. 2 shows plasmonic resonances, measured using FTIR, of several indium island samples along with corresponding SEM images of the islands.

---

**Fig. 2.** (a) and (b) FTIR transmission measurements showing the plasmonic resonances of samples shown in the SEM images of (c), (d), (e), and (f). The scale bar in (c), (d), and (e) are 500 nm and in (f) is 30 μm.

**Fig. 3.** (a) An EDS map of an island showing that it is predominantly indium (red) but also contains arsenic (violet), gallium (green), and oxygen (yellow). The white dashed box represents a 20 nm by 10 nm region where an indium concentration of 89.9% was measured. (b) A TEM image of the same island with the different regions of the structure outlined and labeled. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)
SEM images for each sample. It is clear, that the larger islands have longer wavelength resonances and that a decrease in density of the island islands decreases the collective transmission as measured by FTR.

Using EDS measurements the chemical composition of several islands on a single sample have been determined. Before the sample is prepared for TEM and EDS measurements the sample is coated with carbon and platinum to protect the sample during processing of the TEM slice. As shown in Fig. 3(a), a color map showing the indium (red), gallium (green), arsenic (violet), and oxygen (yellow) mapping of a single island, the indium islands are predominantly indium. A TEM of the island with the sample structure outlined is shown in Fig. 3(b). In the dashed outline in the central area of the island in Fig. 3(a), representing a 20 nm by 10 nm section of the island, the indium concentration was measured to be 89.9% with only 5.6% gallium and 4.5% arsenic. Despite the presence of gallium and arsenic in the islands and an oxide layer covering the island the samples show a strong plasmonic resonance as shown in Fig. 2.

As described above, the island islands can be grown in close proximity to InAs QDs where the separation between the island islands and the QDs can be precisely controlled by the thickness of the GaAs capping layer. In Fig. 4 we show a 4× increase in the peak intensity of the ensemble PL of InAs QDs when indium islands are present. The red data in Fig. 4 is from an InAs QD with a 7 nm GaAs cap but no indium islands. The black data is from a sample with similar InAs QDs and indium islands, at an island density of ~1 μm⁻², with a 7 nm GaAs cap separating the InAs QDs from the island islands. For both samples the density of the QDs is ~80 μm⁻² and the QD size is ~25 nm in diameter and ~3.5 nm tall. The shift in the PL peak to a shorter wavelength enhanced QDs is from the island island resonance being centered at a shorter wavelength and enhancing the shorter wavelengths QDs more. The PL measurements are done at a temperature of 10.8 K with above band pumping from a 632.8 nm continuous wave HeNe laser. About 1.6 mW of pump power is focused to a ~3 μm diameter spot, using a high NA 100× microscope objective. Also shown in Fig. 4 is the room temperature resonance of the island islands, with dimension of 120 nm in diameter and 50 nm tall, as measured using an FTIR spectrometer. The resonance of the island islands has been checked to not change between room temperature and 10 K but is not shown here.

4. Conclusion

Self-assembled plasmonic nanostructures that can be grown in the same process as III–V quantum emitters have been explored and a wide range in sizes and densities has been demonstrated. A 4× increase in the peak PL of InAs QDs separated by 7 nm from the island islands has been observed, demonstrating that the islands improve the luminescence of QDs and can in fact interact with them. This distance is less than the observed 1/e point, ~8 nm, of the coupling distance previously observed between a plasmonic structure and a QW [12] suggesting this is a useful platform to study coupling effects to III–V near-surface QDs. The increase in PL can be improved further by increasing the percentage of QD emission that is coupled to the plasmon mode [13] of an island island by controlling the position of the QDs relative to the plasmonic nanostructures or by using metals with lower losses as the plasmonic nanostructure [2]. An added interest of this platform is the ability to integrate superconducting structures, the island islands, with III–V quantum emitters. The high island concentration, up to ~90%, will be beneficial for any superconducting experiments or applications.
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