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1982 ITC/USA Program Chairman

Norman F. Lantz
Program Chairman

The conference theme this year is “Systems and Technology in the ’80’s:  Expanding
Horizons.” It was selected to continue the theme which began with ITC/USA ’80. The
technological advances that have occurred over the past decade have, and continue to
have, a profound affect on the nature and applications of telemetry systems. It is felt that
the papers and tutorials which make up this year’s conference will provide you with some
insight into these “Expanding Horizons.”

The technical exhibits compliment the technical sessions. This year the number of
exhibits has expanded by about 25 percent. The combined program of technical sessions
and exhibits will provide you with a unique opportunity to expand your horizons.

The technical program for 1982 is the result of many dedicated individuals. A special
thanks to the session chairmen and authors is in order. In addition, a core group of
individuals who have made major contributions to this year’s conference are: Gary Davis,
Vice Technical Chairman, and Lee Glass, Member of the Technical Program Committee.
Miss Karen Billings has provided invaluable assistance in helping to put the Proceedings
and the technical program together.

On behalf of all of us, it is our sincere hope that these Proceedings will serve as a
frequent and useful reference. Thank you for supporting ITC/USA ’82 and helping to make
it a success.

Norman F. Lantz, Program Chairman ITC/USA ’82



Mr. Lantz received his BSEE and MSEE from Purdue University in 1959 and 1961,
respectively. He has taken additional course work at Pennsylvania State University,
University of Pennsylvania and the University of Southern California.

Mr. Lantz is currently the Director of the Command and Telemetry Department at The
Aerospace Corporation, El Segundo, California. In this position, he directs the technical
efforts of 20 professional personnel involved in all aspects of TT&C for both the space and
ground assets on numerous Air Force programs.

Prior to joining Aerospace in 1972, he was a member of the technical staff of the
General Electric Company for 12 years. He held several positions involved with the
design, analysis and synthesis of telemetry systems for space and re-entry vehicle
applications.

At present he is also serving as the Chairman, Data Multiplexing Committee, Telemetry
Group, Range Commanders’ Council.



Foreword to the 1982 Proceedings

Eduardo Bejarano
General Chairman

On behalf of the conference sponsors, the International Foundation for Telemetering
and the Instrument Society of America, we are pleased to present the Proceedings of the
International Telemetering Conference, Volume XVIII. These proceedings, as is
traditional, is a compilation of the technical papers presented at ITC/USA/’82 in San
Diego, California on September 28, 29, 30,1982.

Our conference theme, “Systems and Technology in the ’80’s: Expanding Horizons”,
serves to remind us of the tremendous growth and advances in the technology up through
the ’80’s. The papers contained in this volume clearly reflect the expanding horizons
indicative of these times. The best attribute of a compilation of technical papers in one
volume is that it represents the most up-to-date designs and applications. Of course, the
most up-to-date people involved in the field of telemetry and telecommunications will be
the conference attendees.

As is traditional, we will have many distinguished speakers at our conference. Our
introductory meeting will feature Dr. Larry Rauch as our opening session speaker. Dr.
Rauch is truly a pioneer in telemetering and is well known in our community. We also
have an interesting and well known Keynote Luncheon Speaker, Maj. Gen. Peter W.
Odgers, Cmdr., Air Force Flight Test Center, Edwards AFB, California. The Blue Ribbon
Panel features Mr. William Richardson of OUS/DRE as panel moderator with participation
by Maj. Gen. P. Conley from Edwards Air Force Base, Dr. J. Means from Vandenberg,
Mr. G. Banister from the U.S. Army Electronic Proving Ground, and Mr. D. Reich from
U.S. Army TRADOC. This Blue Ribbon Panel, as is customary, consists of Range
Commanders and top level Range officials.

ITC/USA/’82 was made possible by the hard work, enthusiasm, and dedication of a
number of people. Their individual and collective efforts are greatly appreciated. I would



like to thank Norman Lantz, our Technical Program Chairman, and the rest of the
ITC/USA/’82 Staff. Thanks for a job well done. Also, I would like to thank the session
chairmen and authors as well as the firms that provided exhibits.

Ed Bejarano, General Chairman, ITC/USA/’82

Eduardo Bejarano was born in El Paso, Texas on March 1, 1936. He received his
B.S.E.E. from Texas Western College in 1959 and his M.S.E.E. in 1973 from the
University of Texas at El Paso. His graduate school specialty was in Communication
Theory and Optimal Control.

He is currently the Chief of the Data Systems Division of the Instrumentation
Directorate at White Sands Missile Range, New Mexico. Previous to this assignment, Mr.
Bejarano was the Chief of the Telemetry Branch of the same division. He has had a long
career in the Department of the Army, both as a military officer and as a civilian. His past
experience goes back 28 years and spans every facet of range telemetry and other range
instrumentation systems.
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BLUE RIBBON TEST FACILITY PANEL

William A. Richardson, Chairman
Pentagon

Washington, D. C.

The panel theme is, “Test Facility Modernization:  Systems For the 80’s”. Panel members
will discuss the increased investment program for new instrumentation characterizing the
trends for the 80’s and giving specific examples of major new programs. Similarities
between the test and evaluation and training ranges will be demonstrated.



CUSTOMER-DESIGNED INTEGRATED CIRCUITS
AND SILICON FOUNDRIES

T. W. Griswold
Caltech Jet Propulsion Laboratory

Silicon foundries provide fabrication services for customer-designed integrated circuits.
Until recently, fabrication service was not generally available on a single-lot, quick-
turnaround basis -- some level of annual business was a typical requirement, and a non-
disclosure agreement had to be signed. This made it difficult for a system house to try out
the custom-chip approach without making a major commitment in advance. A new method
is evolving, in which fabrication of a customer’s design can be arranged on a single-lot
basis. It is being extended to the concept of the multi-project chip, in which only a portion
of a fabrication run is purchased. Keys to this new method are to make every customer and
every design look alike to the foundry, and to hold the foundry responsible only for correct
fabrication, not for correct design. Interface standards are needed, including design rules,
the format for transferring the customer’s design to the foundry, and test devices and
procedures that are meaningful to both customer and vendor. In the ideal case, the
standards make every foundry look alike to the customer, so that his design can be
fabricated by any one of them: The standards are “portable”, and the fabrication job can be
given to the lowest bidder, or to the foundry with the fastest delivery time.

Current technology, practice and limitations for foundry design and fabrication with
portable standards for NMOS and CMOS will be described, and implications for system
design, testability and reliability will be discussed.



SINGLE CHANNEL PROTOCOL FOR TELEMETRY
SETUP AND CONTROL

By Karl Hahn
Sangamo Weston, Schlumberger

P. O. Box 3041
Sarasota, Florida 33578

ABSTRACT

In any telemetry data system whose functions are distributed over a number of physical
units, it is desirable, if not necessary that these units be woven into a unified control
network. It is this control network that makes a telemetry system out of the separate units.
It turns out that this problem can be solved inexpensively, allowing new telemetry units to
be easily added to the system, and without impacting the data flow between units. This
paper describes one such solution, and details its flexibility and power. Some topics
covered are central control, device independence, and relationships between user stations
and physical units.

INTRODUCTION

Telemetry systems are frequently composed of a number of diverse units, each requiring
certain format and functional information from the user before it can perform its function.
One way to provide this information to these units is for the operator to go, physically, to
each unit, and manually manipulate its front panel switches. This method is not very
satisfactory in that it requires the user to operate at a number of stations, and it requires
him to know the operation of each front panel. Because of its disadvantages, we will not
discuss this method further.

An alternative is to provide a centralized console from which all units may be set up. The
traditional way this has been accomplished is to use the telemetry data bus to pass the
setup information from the centralized console to the individual units. This method is
preferrable to the first, but it is limited to one telemetry stream only.

The third method, to which this paper is devoted, is to provide a separate bus for setup
information. Many who are familiar with telemetry data buses may cringe at this idea
because they envision the cost of a telemetry bus repeated for setup. However, because
setup information is inherently different from telemetry data, high cost for this bus need not



be the case. Recent advancements in microprocessor technology allow this bus to be
implemented at a cost of a few hundred dollars per station. Each station may control
several telemetry units.

Such a bus consists of some serial data carrier such as a twisted pair of wires, or a radio
channel. Each station consists of a receiver-driver electronics for the bus itself, a
microprocessor, and the telemetry units to be controlled. One station may be a central
console. Each station can listen to any message which appears on the bus, and each station
has more or less equal rights as far as sending messages goes. Such a system of a data
channel and stations constitutes a single channel communications system. This type of
system, when properly managed, provides all the flexibility that could ever be desired of a
setup and control system.

Some Requirements and Examples of Single Channel Systems

Rudimentary single channel communications systems have existed for quite a long time,
and there is much to be learned from some of these older systems. One example is a
Citizen’s Band Radio. Each station consists of a radio set and an operator, and the data
channel consists of some radio channel. Each operator hears every message which appears
on the channel, provided he is not transmitting at the time, and each operator has equal
rights with requard to sending messages. In order that messages may be directed from one
specific station to another specific station, each operator has a ‘handle’ by which he
identifies himself, and by which other operators may identify him. Presumably, each
operator has a different ‘handle’. This concept of a ‘handle’ is a very important on in all
single channel systems, and without it, chaos would result.

Anyone who has ever played with a Citizen’s Band Radio knows that the most annoying
problem with it, especially on a crowded channel, is for an opertor to make himself heard
when he has a message to transmit.

This problem arises from the fact that if more than one operator attempts to transmit at
once, the result is unintelligible. In an effort to avoid this kind of event, there is a
procedure that operators are supposed to follow when they wish to transmit a message. It
goes something like this:

1. The operator waits for a time when nobody else is transmitting.

2. When such a time occurs, the operator presses his transmit button, and sends the
message “Breaker”.



3. The operator then releases the transmit button and listens for several seconds. If he
hears no messages, or if he hears the message “Go”, then he may transmit his
message.

This system is still fraught with potential problems, and only makes some semblance of
working because the operators are human beings. If they were any type of machine
available by current technology, this system would be hopeless. However, another
important feature of single channel communications systems has been illustrated, that is
that some common protocol is required for a station to transmit a message.

An example of a more orderly system is a taxi-cab dispatching system. Here again we have
a radio channel being used as a communications line, and radio/operator combinations
being used as stations. The difference in this system is that most of the operators are cab-
drivers, but one of them is the dispatcher. The dispatcher has special privileges. Each
driver may transmit only if he has been instructed to by the dispatcher. This instruction
comes in the form of the dispatcher’s mentioning a drivers cab number (the equivalent here
of the ‘handle’ in the last example). Note that along with a special privilege, the dispatcher
also has special responsiblities. He must make sure that each driver is polled from time to
time, in case some driver has a message he wishes to transmit. The coupling of privilege
with responsiblity is another recurring theme of single channel communication.

This system is fine provided there is one station which will always do most of the
transmitting. It works well for taxis because most of the messages are between the
dispatcher and some driver. If it were common that drivers had to communicate with each
other, a more sophisticated system would be necessary.

The final everyday world example we will discuss is that of a parlimentary body, such as
the U.S. House of Representatives. The anology may not be immediately clear, but here
we have 435 stations (in the rare event that all members are present), and a single public
communications channel, that is the acoustics of the chamber. If strict protocol were not
adhered to, it would obviously be quite impossible for them to take care of even the small
amount of business they are known to get done. In this system there is again a station
which has special privileges; he is the holder of the gavel. The gavel holder is constantly
polling his collegues to see if one or more of them have messages they wish to transmit.
The gavel holder chooses one station (collegue) by saying, for example, “The chair
recognizes the gentleman from Missouri”. In this example, “The gentleman from Missouri”
is the equivalent of the ‘handle’ in the first example. The gentleman from Missouri is then
free to transmit his message. The gavel holder also has the responsibility of informing the
gentleman from Missouri, before he transmits his message, that there is an upper bound to
the length of his message (in this case a maximum time the gentleman may hold the floor).
This is to prevent filibustering, which, if allowed, would prevent any business from getting



done. Anti-filibustering techniques are another feature of good single channel
communications systems. Normally The Speaker gets the privilege of holding the gavel,
but in the event he fails to be present, there is an orderly procedure for some other station
to obtain the gavel (in this case, the procedure for some other station to obtain the gavel is
a line of succession). The system’s ability to recognize the absence of a “gavel holder” and
its ability to appoint one are important features of more sophisticated single channel
communications systems, and ones that we will be concerned about later.

In each of the above examples, important concepts in single channel communications were
illustrated, but in each of these, an integral part of each station was a human being (a very
expensive component). Human beings have an uncanny ability to adapt to the
shortcomings of each of the named systems. Machines, on the other hand, have no such
ability, and will easily get confused if the system does not perform according to
expectation. For this reason, the protocol for mechanized stations in a single channel
communication system must be thought out very carefully.

Introduction to a Single Channel Bus

In what follows, an implementation of a single channel system will be outlined. This is not
to say that this is the best or only implementation, but it does cover the requirements
already outlined, and it is applicable to a telemetry setup system.

Physical Characteristics of a Telemetry Setup Bus

The telemetry setup bus which will be developed here is has a two state communications
channel. The two states are called “space” and “mark” and are equivalent to binary zero
and one respectively. When no station is transmitting, all stations will read a state of
“space”. When a station is transmitting, it will control the state of the bus (space or mark).
The state of the bus cannot be defined if more than one station attempts to transmit at
once.

Two examples of implementation of such a communications channel are:

1. A pair of wires where two voltages, Vspace and Vmark have been defined. Each
station shows a high impedance between the wires if it is not transmitting, and
drives the line when it is. If no station is transmitting, some pull-down resistor
scheme is used to hold the wires to Vspace.

2. A PCM radio channel where carrier on is a mark, and carrier off is a space. Each
station is equipped with a radio transmitter and receiver. When no station transmits,
all stations will obviously read a space.



The communication scheme discussed here is essentially a standard asynchronous serial
interface as described in American National Standard X3.16-1976. All stations agree to a
common unit of time called a “bit time”. The inverse of the bit time is called the “baud
rate” which is the number of bit times per second.

When a station transmits, it begins by sending a constant mark for at least eleven bit times.
The steady mark indicates to the other stations that some station holds the channel, but no
data is being transmitted yet. When the transmitting station is ready to send data, it
transmits a space for one bit time as a “start bit”. That is followed by seven data bits, one
bit time each, which may be any combination of marks and spaces. After that is a parity bit
occupying one bit time which is marked or spaced in such a way that the total number of
marks in both the data bits and the parity bit is odd. There is a single exception, which will
be discussed later, to the parity rule just given.

Finally, there are one or two bit times of mark transmitted as “stop bits”. The choice of
one or two stop bits is system wide, and is made on the basis of how accurately the various
stations can be made to agree on the length of a bit time. One stop bit allows up to 5%
error, two stop bits allow up to 10%. After the stop bit(s) are transmitted, the next packet
of seven data bits are introduced with another start bit (one bit time of space). Data bits,
parity bit and stop bit(s) are the same for this packet as they were for the first.

This process is repeated until the message is complete, at which time the transmitting
station transmits one bit time of space to settle the communications channel (this one bit
transmission is only necessary in systems with an electrical communications channel), and
then ceases transmission. The other stations will become aware that the channel is free
after ten bit times, since they will not see a stop bit on the tenth bit of space.

So far we have outlined a scheme for data exchange, by which any amount of data may be
exchanged, but still there is no protocol for enforcing orderly use of the communication
channel by the different stations.

The Character Set

Each packet of seven data bits is called a character. There are 128 distinct characters
which comprise a character set. We shall use ASCII code represent symbols of written
English. The ASCII also provides a set of control characters, which do not represent
symbols. We will use a subset of these to represent protocol, and therefore, their use in
message text will be prohibited. The following comprise that set:



Table 1:  Reserved ASCII characters

CHAR
NAME

CHAR
ABBR

BINARY CODE

7 6 5 4 3 2 1

NULL
START OF HEADER
START OF TEXT
END OF TEXT
END OF TRANSMISSION
ENQUIRE
ACKNOWLEDGE
DEVICE CONTROL 1
DEVICE CONTROL 3
NO ACKNOWLEDGE
END OF TEXT BLOCK
CANCEL
FILE SEPARATOR
GROUP SEPARATOR
RECORD SEPARATOR
UNIT SEPARATOR

NUL
SOH
STX
ETX
EOT
ENQ
ACK
DC1
DC3
NAK
ETB
CAN
FS
GS
RS
US

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
1
1
1
1
1
1
1
1
1

0
0
0
0
0
0
0
0
0
0
0
1
1
1
1
1

0
0
0
0
1
1
1
0
0
1
1
0
1
1
1
1

0
0
1
1
0
0
1
0
1
0
1
0
0
0
1
1

0
1
0
1
0
1
0
1
1
1
1
0
0
1
0
1

Note that the bits are shown here in the reverse order in which they arrive in
time, that is, bit 1 always arrives first, and bit 7 last.

All other ASCII codes may be used in  messages.

Transmission Protocol

Each station must have a ‘handle’ in order that a meaningful protocol can be established.
To fulfill this requirement, each station will be given a unique positive integer less than
256. To implement this, the station hardware can be equipped with thumb-wheel or DIP
switches in which such a number can be represented. When the system is established, a
unique number can be placed in the switches of each station, to remain unchanged during
the lifetime of the station configuration. A station’s ‘handle’ or ‘address’ as we shall call it
hereafter, can be represented in ASCII by a two digit hexadecimal number, where the
characters ‘0’ through ‘9' and ‘A’ through ‘F’ are used to represent the digits.

All messages will take place between a station which holds the ‘gavel’, and some other
station designated by the ‘gavel holder’. When a station has been designated by the ‘gavel 



holder’, it is said to be ‘awake’. The ‘gavel holder’ and the station it designates possess a
reciprocal relationship called ‘respondence’.

No station will ever transmit more than 128 characters without pausing to wait for an
acknowledgement from its respondent. This rule achieves two ends:  it prevents
filibustering, and it allows the respondent to request a retransmission if it failed to receive
the data properly. The packet of data between acknowledgements will be referred to as a
‘text block’.

There are two general classes of messages, those which deal with the establishment of a
‘gavel holder’ and the establishment or cancellation of the respondence relationship, and
those which constitute actual message text between respondents. These two types of
messages will be refered to as ‘system level messages’ and ‘application level messages’
respectively.

All messages (but not acknowledgements to pauses) have a category which gives
information about the message. One of the pieces of information in the category is whether
the message is system level or application level. A subcategory is also included, whose
meaning is dependent upon the category.

In system level messages, the category and subcategory carry all the information regarding
the action requested by the message. The text of the message, which is separate from the
category or subcategory, contains only the address of a station.

When the ‘gavel holder’ sends a system level message to an intended respondent, the text
contains the respondent’s address. When the respondent sends a message to the ‘gavel
holder’, the text also contains the respondent’s (not the gavel holder’s) address.

It is important to realize that the only enforcement of the above rules is the ‘honor’ of all
stations. This is generally true for single channel systems. For example, no one can stop a
congressman from running up to the podium and making a speech when he has not been
recognized, but they are on their honor not to do so, and generally do not. One of the weak
points of a mechanized single channel system is that a hardware failure in just one station
can tie up the entire system until that station is removed from the system.

Formatting

Each message contains a header and text. The header contains the category and
subcategory of the message, and the text contains the actual message. Each header begins
with the ASCII character of SOH. The category, coded into a two digit hexadecimal
number follows, then the character GS, and finally the subcategory, also coded as a two



digit hexadecimal number. The text is broken into blocks so that the 128 character limit
will not be exceeded. Each block begins with the character STX. That is followed by the
actual message text for that block. When the text block is complete, the character ETX, if
the text block is the last in the message, or ETB otherwise, is sent. The final character in
the text block is special. Its binary value contains a checksum of the characters which
preceded, either from the beginning of the message, in the case of the first text block, or
from the beginning of the text block otherwise. To show that it is special, the parity
sensing of this character is reversed, that is, the character and its parity bit show an even
total of marks. The respondent may use this checksum in making its decision to request a
retransmission.

Following the checksum character, the transmitting station pauses, and its respondent
replies with the character ACK if it received the text block properly, and with the character
NAK if it did not, and wishes a retransmission. The ACK or NAK may be preceded by an
optional one or more character prefix to convey a small amount of information back to the
sender if necessary. If the respondent requests a retransmission, the original sender has the
option of either retransmitting, or sending the character CAN to indicate a cancellation of
the message altogether.

The ‘gavel holder’ may put its respondent on hold at any time in which the ‘gavel holder’
is transmitting or acknowledging, by sending the character DC3. While the respondent is
on hold, the ‘gavel holder’ may send a system level message to some other station. This
allows the ‘gavel holder’ to discharge any special duties it might have to the rest of the
system, polling, for example. To return a holding respondent to its responsive state, the
‘gavel holder’ sends the character DC1.

Order Through System Level Messages

We will postpone the question of how the first ‘gavel holder’ is established for a few
paragraphs. For now, let us assume that one exists. It is the ‘gavel holder’s’ responsibility
to poll all the other stations in the system on a constant basis, to determine if they have any
messages. To do this, the ‘gavel holder’ sends the system level message of category ‘Poll’,
and includes the address of the station to be polled. The station being polled responds by
sending the system level message of category ‘Response to Poll’, including, as text, its
own address so that the ‘gavel holder’ may confirm its identity. The subcategory contains
the information concerning what the station being polled might want. The ‘gavel holder’
can be assured of polling every station by polling every possible address (there are only
255 of them). Those addresses which are not assigned to any station will not respond, and
the ‘gavel holder’ will become aware of their emptiness when it receives no response after
a reasonable time. Among the things a station might want are to become the ‘gavel 



holder’s respondent, to become ‘gavel holder’, or it might just indicate that its hardware is
OK.

If the station being polled wants to become the respondent, the ‘gavel holder must
eventually wake it up, after it has finished with its current business. Once a station is
awake, it is the respondent to the ‘gavel holder’ until it is put back to sleep, with a
different system level command. When awake, the station possesses the privilege of
exchanging application level messages with the ‘gavel holder’.

If the station being polled requests to become the ‘gavel holder’, the current gavel holder
may grant or deny the request. System level categories are available for each of those
responses. If the request is denied, the requester will have no hope of becoming ‘gavel
holder’ until the next time it requests it. If the request is granted, the current ‘gavel holder’
ceases to be ‘gavel holder’, and the requester becomes gavel holder after transmitting a
system level message of category ‘I Am the Gavel Holder’. Several levels of priority may
be included in the request to become ‘gavel holder’. This way, depending upon what the
current ‘gavel holder’ is doing, it may grant a high priority request but deny a low priority
one. The priority of the request is based upon the nature of the business for which the
requesting station needs the ‘gavel’.

We still have the problem of electing a first ‘gavel holder’. The condition of a free channel
for an extended period of time (more than fifty bit times) can never happen if there is a
‘gavel holder’. When this condition exists, each station will know that the system lacks a
‘gavel holder’. If each station waits for a time after it senses this condition, and that time is
dependent upon the station’s address, then one station will time out before all the others.
When this happens, that station arbitrarily sends the system level message of category ‘I
Am the Gavel Holder’, and the other stations all begin to wait for their polls from this new
‘gavel holder’.

Note that no actual assignments of codes for categories has been made here. It suffices to
say that the actual assignment is unimportant at this level, and may be done when the
system is designed. For each category to which we have thus far given an English phrase, a
number between 0 and 255 can be assigned.

Setting Up Using Application Level Message

As can be seen by the above discussion, the number of system level categories necessary
for the system to function is less than ten. This leaves at least 246 categories for
application level categories. In a multi-station telemetry system, if each station contains all
the format information regarding the telemetry units in that station, then stations can be
added or deleted without impacting other stations. For example, if a station which contains



a bit sync knows that it must get from the user bit rate, input code, loop width etc., then,
when it is added to the system, no other station needs to be modified. The user could set
up the bit sync in this station from any other station because the nature of the the
information needed to set up the bit sync can be sent from the station containing it to the
station where the user sits. That station can request that information from the user, and
when the user answers, it may send the information back to the station containing the bit
sync.

When a user is sitting at a station, it is desirable for that station to become the ‘gavel
holder’. This way, the user may find out what units must be set up from the results of the
polling. When a user wishes to set up a given unit, his ‘gavel holding’ station can wake up
the station containing the unit to be set up, and request from it the questions to be asked of
the user. This request would be an application level message, and would have a category
dedicated to this type of request. The respondent station would respond with another
application level message containing the questions. This message too would have its own
dedicated category. The ‘gavel holding’ station would then present the questions to the
user, and when the user answered them, the answers would be sent to the respondent
station using still another application level category. Finally the respondent would examine
the answers for possible mistakes, and send its findings back to the ‘gavel holding’ station
to be presented to the user. With just a little imagination, the possibilities for ways to set
up telemetry units from a remote station seem almost endless. Other types of information
that may be passed from station to station might concern the switching of telemetry units
from one setup to another. The station detecting the need for the format switch could
request, when polled, that the ‘gavel holder’ alert each station that the setup switch was
necessary, and each station would switch the telemetry units to which it was connected.

One final possiblity worth mentioning is having one station act as a remote keyboard for
another. The station acting as the remote keyboard would have to obtain the ‘gavel’ before
it could proceed. When it did, it could awaken the station which required a keyboard, and
alert it that it was ready to be a keyboard. The message used to so alert the respondent
station would have its own application level category. The text of that message would be
the keystrokes themselves, each comprising its own text block, complete with protocol
characters. The respondent would acknowledge by sending back an ACK prefixed by the
echo (if any) of that keystroke. When the user finally typed the carriage return key on the
‘gavel holding’ station’s keyboard, it would send the carriage return character in a text
block ending in ETX to terminate the message. The respondent could then send its
response as still another application message. In this way, the user would be given the
appearance of typing keystrokes to a remote station, as if there were no middle station.



Concluding Remarks

In telemetry systems designed in the past, combining the setup bus with the telemetry data
bus was an economic necessity. Today, the decreased cost of hardware makes it possible
to provide a dedicated setup bus at a reasonable recurring cost. Most of the
implementation of the plan outlined in this paper is software, which carries a high non-
recurring cost but a low recurring cost. The versatility which is gained by having a
dedicated setup bus is certainly worth today’s cost for some systems.

Several advantages purchased by having the separate bus are:

1. Any station can be used to set up the entire system.

2. Each part of the system can remain constantly abreast of the status of the entire
system at all times.

3. Software configuration does not have to be modified for setup each time a new
telemetry unit is brought on line.

4. Serial communication can easily be adapted to function over long distances (several
miles) facilitating operations which must take place in difficult environments.

5. Ground stations and airborne stations can be set up under the same system.

There features make dedicated single channel setup systems an attractive alternative for
many future telemetry systems.
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ABSTRACT

The overall objective of the advanced fighter technology integration/F-16 (AFTI/F-16)
advanced development program is to demonstrate, separately and in combination,
advanced fighter technologies to improve air-to-air and air-to-surface weapon delivery and
survivability. Real-time monitoring of aircraft operation during flight testing is necessary
not only for safety considerations but also for rapid preliminary evaluation of flight test
results. The complexity of the AFTI/F-16 aircraft requires an extensive capability to
accomplish real-time data goals; this paper describes that capability and the resultant
product.

INTRODUCTION

The advanced fighter technology integration/F-16 (AFTI/F-16) program is jointly
sponsored by the Air Force, Navy, and NASA to demonstrate advanced fighter
technologies, with the overall technical and management responsibility assigned to the Air
Force Flight Dynamics Laboratory, AFTI/F-16 Advanced Development Program Office
(ADPO), Wright-Patterson AFB, Ohio. Flight testing of the AFTI/F-16 aircraft is
accomplished by a joint test force, including the above government agencies and a
contractor operating at the NASA Dryden Flight Research Facility, Edwards, California.
Demonstration of these fighter attack technologies has been divided into two elements:  the
digital flight control system (DFCS), and the automated maneuvering attack system
(AMAS). We are presently in the DFCS phase of the program.

The DFCS project objectives are (1) to validate the practicality and safety of a triply
redundant digital fly-by-wire multimode flight control system for an advanced fighter
aircraft employing decoupled flight control; (2) to demonstrate improved mission
performance and effectiveness through the use of task-tailored multimodes and supporting
flight management displays for an advanced fighter airplane; (3) to evaluate the operational
utility, including reliability, costs, survivability, maintainability, and flexibility, of a digital
flight control system; (4) to provide a proved digital flight control system with sufficient



flexibility and growth capacity to support additional integration efforts; and (5) to provide
design criteria for future digital control systems and associated integration technologies.

To meet such ambitious project objectives, an equally ambitious flight test program, in
terms of flight frequency and amount of data gathered, has been implemented. While
complete evaluation of DFCS and AMAS performance depends on detailed second-
generation data analysis, significant amounts of real-time data must be available during and
soon after a flight for preliminary analysis. Not only must in-flight behavior of the aircraft
be monitored in some detail because of the extremely advanced and experimental nature of
the DFCS, but, faced with three or more flights a week, some data must be available
immediately after a flight either to verify that it is safe to advance further into the flight
program, or to aid in troubleshooting aircraft or system malfunctions. These real-time and
nearly real-time data requirements for the AFTI/F-16 program are fulfilled using the
capability of the Aeronautical Test Range (ATR) at NASA’s Dryden Flight Research
Facility.

AFTI/F-16 AIRCRAFT

The AFTI/F-16 is a modified full-scale development F-16A aircraft (Fig. 1). The F-16A
basic flight control system was replaced with a three channel, digital fly-by-wire flight
control system (DFCS) and is mechanized so that the pilot can select any one of four
mission-tailored flight control modes (bombing, air combat, strafe, or normal). Each flight
control mode is integrated with the appropriate avionics to accomplish the desired task,
and includes decoupled flightpath control. In effect, the AFTI/F-16 aircraft has eight
separate, pilot-selectable flight control systems, each integrated with supporting avionics.

The vertical canards augment the rudder, and can provide sideslip and lateral acceleration
characteristics. These surfaces are driven by the hydraulic system, and are controlled by
rudder pedals. Directional decoupled control is accomplished by canard deflection coupled
with proportional rudder and aileron to achieve the commanded response. The flight
control system also provides similar decoupled longitudinal capabilities by use of the
flaperons and stabilators, which are controlled by the throttle twist grip. The cockpit
(Fig. 2) contains multipurpose displays and controls that present information from and
control of the radar, flight control, and stores management systems, and other mission-
related avionics.

The modified F-16 avionics system architecture (Fig. 3) extends the basic F-16 avionics
system design to integrate the DFCS and interface the interactive multipurpose displays. A
multiplex data bus structure is employed on the AFTI/F-16 aircraft to insure sufficient
multiplex data transmission bandwidth margin to accommodate future growth and provide
architectural flexibility. The existing F-16 avionics subsystem elements are interfaced on a



common MIL-STD-1553 F-16 avionics multiplex A-MUX data bus. For the AFTI/F-16
aircraft, the A-MUX data bus is extended to interface the three DFCS processors. The fire
control computer (FCC) continues in its role as the primary A-MUX bus controller. The
stores management set (SMS) provides backup A-MUX bus control capability. The
second display multiplex (D-MUX) is a MIL-STD-1553 bus that interfaces the redundant
cockpit set.

INSTRUMENTATION SYSTEMS

Information about the AFTI/F-16 aircraft is processed through two pulse code modulation
(PCM) systems, and simultaneously telemetered and recorded on board (Fig. 4). PCM
system 1 samples about 200 hardwired parameters—standard measurements such as
positions, temperatures, strain gages, rates, accelerations, and air data that are signal
conditioned and put directly on the PCM system. PCM system 2 samples about 200 words
selected from the A-MUX bus through an interface box. These multiplex bus words
contain information about mode controls and selections, avionic and fault systems status,
and parameters in engineering units. The total multiplex bus traffic is recorded on board
and is available only for postflight data processing. Both PCM serial bit streams are
transmitted on L-band telemetry. Video from a forward-looking cockpit TV camera, or
video from either the right or left multipurpose display is transmitted on a C-band
transmitter (Fig. 5). Video selection for transmission can be switched from the cockpit by
the pilot, as can the selection for recording the video on an onboard recorder. The aircraft
uses a C-band beacon for radar space positioning.

The detailed ground data processing flow for the AFTI/F-16 aircraft is shown in Figure 6.
While our present discussion concerns real-time processing, there is an interrelationship
with postflight processing. For instance, the calibration data base file is resident in the
postflight processor, as is the “lineup sheet” file, a list of all parameters on the aircraft
coded by parameter and calibration identification numbers. These files are transferred to
tape, which is then carried to the real-time processor.

THE AERONAUTICAL TEST RANGE

Considering the complexity of the aircraft controls and systems, it is apparent that
sufficient data must be displayed to evaluate the aircraft’s behavior for safety of flight and
for efficiency of flight planning (for example, is the pilot on test conditions?). Additionally,
nearly real-time data must be rapidly obtained to assure that test objectives were indeed
achieved, or that a malfunction can be located and explained. The Aeronautical Test Range
at the NASA Dryden Flight Research Facility fulfills these requirements with general
purpose capabilities in telemetry processing, communications, and space positioning
systems (Fig. 7).



The telemetry processing systems are the heart of the real-time mission support in the
ATR. They supply the acquisition, real-time processing and display, and modal/spectral
analysis of telemetry data to one of two mission control centers (Fig. 8), the focal points of
any flight tests at the Dryden Flight Research Facility. There, at various command and
observation stations, Dryden engineers and technicians monitor and communicate with the
test aircraft. In the case of the AFTI/F-16 aircraft, the full capability of the mission control
center is used, including CRT displays, strip chart recorders, x-y plotters, discrete
displays, meters, video displays, and modal/spectral analysis.

At CRT screens located throughout the control center (Fig. 9), one of three alphanumeric
formats can be selected for display. Figure 10 shows one such display, or page, which is in
color and can be configured as an annunciator panel. This page is used to display various
control mode options and other functions of significant interest that must be readily
noticed. The other two pages (Figs. 11 and 12) contain more detailed information and are
monochrome. Most information on the CRT pages requires extensive decoding of
multiplex bus words in PCM system 2 by the telemetry processing system. Calibrations for
parameters required to be displayed in engineering units are resident in the processing
system.

There are 17 strip chart recorders in the ATR, 12 in the mission control center, and 5 in the
modal/spectral analysis facility (Fig. 13), which is a separate room but part of the control
center.

The strip charts are grouped at observer stations by discipline; the preliminary phases of
DFCS checkout require extensive monitoring of stability and control and structures
parameters, so the majority of the strip charts are presently devoted to these areas. Later
phases of testing involving stability and control at high angles of attack, or weapons
delivery will require new strip chart layouts. The information displayed can be calibrated
information directly from the PCM system, or computed information from the telemetry
processor. For instance, the gross weight and center of gravity of the aircraft are computed
and displayed in real time. The same program referred to in the Instrumentation Systems
section, which transfers parameters and calibrations to the real-time processor, also
generates PCM simulator scaling information for each strip chart channel.

Other displays used in the control center are x-y plotters, discrete displays, and panel
meters (Fig. 13). The AFTI/F-16 program uses these for data requiring special
implementation, either for unique or unusual monitoring or for quick status recognition.

Television monitors in the control center can display information from numerous video
sources (Fig. 14). On the AFTI/F-16 program, an important source is the video downlink
from the aircraft. As discussed previously, this video can duplicate either of the cockpit



multipurpose displays or the cockpit TV camera video, which provides a forward view
through the heads-up display (HUD). Other video sources include the long-range optics
camera mounted on a rotatable pedestal on top of the Dryden main building, handheld TV
cameras that might be sending video from chase aircraft accompanying the test aircraft,
and radar boresight cameras.

The modal/spectral analysis system supplies random high-frequency analysis capability in
real time for mission support (Fig. 15). The AFTI/F-16 program uses two strip chart
recorders for display of flutter data from accelerometers. These data are also analyzed
concurrently with a Fourier analyzer system and CRT spectrum display unit.
Determinations are made in real time to clear flight test points designed to examine
potential flutter conditions and to proceed to points that further expand the flutter
envelope.

To assure that a record of the control system states and conditions is retained for further
evaluation a significant subroutine in the telemetry processor program monitors 200
discrete bits or codes, and saves the information if any one of them changes state at any
time during the flight. This information is stored on disk file and labeled by time of
occurrence. After the flight, a telemetry processor program is run against this file to
produce formatted listings. This information aids in evaluating the success of the test
points flown or in troubleshooting malfunctions, and is a critical factor in determining the
aircraft’s readiness to fly again.

Communications systems in the ATR provide all UHF or VHF radio communication to the
AFTI/F-16 aircraft. Ground audio systems allow local communication among test
observers in the mission control center and for ATR control personnel in the various space
positioning sites and acquisition/processing areas (Fig. 16).

Space positioning systems in the ATR include an FPS-16 radar system, which uses the
C-band tracking beacon on the AFTI/F-16 aircraft. Altitude and distance information from
the radar is displayed on plot boards in the mission control center (Fig. 17). In conjunction
with a radar data processor, computed radar information can be displayed on CRTs in the
mission control center, and digital tapes can be generated that are compatible with
postflight processing requirements. Telemetry data are received by a triplex antenna
system capable of receiving L-, S-, and C-band frequencies. This antenna and the FPS-16
radar are at a site remote from the mission control center (Fig. 18). Telemetry information
is demodulated in receivers at the antenna site and is tape-recorded in the telemetry
acquisition area near the mission control center. There the data are decommutated and
supplied to the telemetry processing system.



CONCLUDING REMARKS

The AFTI/F-16 is a complex test aircraft designed to demonstrate advanced technologies
in flight and fire control. Monitoring and evaluation of large amounts of data in real time or
nearly real time is necessary for the expeditious completion of a tightly scheduled flight
program. The Aeronautical Test Range at the NASA Dryden Flight Research Facility has
the capability to support such an activity.







Figure 3 - AFTI/F-16 Mux Bus Schematic.



Figure 4 - Instrumentation System.



Figure 5 - Video System.



Figure 6 - Detailed Data Flow.



























SYSTEM DESIGN METHODOLOGIES
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ABSTRACT

This purpose of this paper is to show how structured programming methodologies, used in
the design and development of computer programs, can and should be used in the design
and development of telemetry systems. One important concept presented in that of thinking
of the telemetry system as a complete system from the very beginning such that a total
system design can evolve “naturally”. Many of the problems associated with telemetry
systems today are due to the fact that the various “pieces” of the system were designed
independently and without regard for each other. Also discussed are the various levels of
documentation produced along with Engineering and Marketing responsibilities as they
relate to systems design.

One of the main problems encountered today in data acquisition systems is that the various
“pieces” of the system are designed independently of each other. Very little regard is given
to the requirements that each part of the system has, as it relates to another part. By
considering the telemetry system to encompass all those “pieces” and applying a
structured approach to the definition and design requirements, a telemetry system can be
developed which meets the needs of the telemetry industry.

There are various documents which must be produced to ensure the system being designed
will meet all stated requirements and performance criteria. The documents and their
contents to be discussed are:

• Marketing Requirements Document
• Product Specification
• System Specification
• System Interface Specification
• Subsystem Detail Design.

The Marketing Requirements Document is a document produced by the Marketing
Department which states the capabilities of the system from a marketing stand point. The



compatability of the system with existing equipment as well as other products/systems this
new system will support, are defined. Performance requirements for the system are stated.
The market place the system will reach is defined and a marketing window determined.
The cost of the system is evaluated and set. No engineering responsibility is incorporated
into the document. This document is based on past experience, current knowledge,
marketing surveys, competitor products and customer needs.

The Product Specification is a refinement of the Marketing Requirements Document by
engineering, management and marketing. The purpose of this document is to clearly state
the capabilities, performance and cost of the product to be designed. The refinement is
based on current technology, feasibility, manpower and marketing window. This document
generally goes through several iterations before all parties approve. The importance of this
document cannot be stressed enough as it is the base document for subsequent product
design. The Product Specification should not contain any “hows” or implementation
criteria but only the “whats” or capabilities. A person reading this document would
understand what the system is capable of doing.

The System Specification is the next level of documentation to be produced. It is based on
the information contained in the product specification. The purpose of this document is to
partition the system into its fundamental components or subsystems based on the
capabilites stated in the Product Specification. The various elements of information
contained in the System Specification are as follows:

Objectives

The objectives of the system should be concisely stated, clearly defined and quantified if
possible. The objectives should summarize the performance requirements and goals of the
system.

Functional Description

Based on the capabilities of the system, it is partitioned into functional subsystems.
Current telemetry systems would be partitioned as shown in Figure 1. A discussion of the
functions each subsystem performs shall be given and relationships to external hardware
explained. A top level system control and data flow diagram is included to present an
overall view of the interfaces between the various subsystems. Verbage discussing the
control and data flow diagram in regard to peripheral equipment, external interfaces and
functional interrelationships is also given.



Operational Scenario

A brief scenario of the concepts of operation shall be given, slanted from a user’s
viewpoint. The ordering of the various modes of operation should be stated and discussed.

Assumptions and Constraints

Basic assumptions key to the development of the system should be clearly stated.
Limitations effecting capacity or constraints should be discussed. Any exception to the
stated capabilities shall be noted. Additional requirements for flexability, expansion or
upgrade shall also be presented. A qualitative summary of the benefits and limitations of
the system should be included. A discussion shall be given that details the relationship of
the system to meeting the desired goals and objectives.

The System Interface specification is a document which defines in detail the interface
between each subsystem and also those external interfaces if any. The function of the
interface is clearly stated. The medium for transfer and the characteristics of the data shall
be detailed. The direction, content, volume, rate and format of the data are included. By
defining the interface at the system level, the various problems normally associated with
current telemetry systems today can be elevuated. The interface between the airborne
equipment and the ground station can clearly be defined with both parties agreeing to a
format which will ease the burden on both. It could be decided to support both PCM and
computer word transmission and an interface could be designed to facilitate this. The
interface specification will force a standardized and agreed upon interface between the
various subsystems.

The subsystem Detail Design Document is a replica of the System Specification but in
regards to that subsystem as opposed to all the subsystems. It is a detailed document
which tells “how” the capabilities are to be implemented. It partitions that design which
will be implemented in hardware verses that which will be in software. The information
contained in the Detailed Design Specification is highly specific as to how the
requirements are to be implemented. The subsystem is partitioned into its basic functions
with a control and data flow diagram constructed. The interface between these various
functions are defined and documented. This stepwise refinement continues until the
functions are at the module level and all interfaces have been defined.

Conclusion

There are many more documents generated in the life cycle of a system. Those presented
here were to emphasize that using design methodologies forces the communication
between the various parts of a system. By considering the system from airborne to ground
station, interfaces can be generated which makes adaptability and expendability easily
obtained.



FIGURE 1



* This work was performed while the author was on detail to the U.S. Arms Control and
Disarmament Agency under the Intergovernmental Personnel Act. The views expressed are soley
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ABSTRACT

An experimental secure, global, data collection system for possible use in international
nuclear safeguards has been built and it is undergoing testing and evaluation. The system
known by the acronym RECOVER (REmote COntinual VERification), is designed to
monitor the operating status of containment and surveillance instrumentation used in
nuclear facilities subject to international safeguards. The uniqueness of the design is based
on the intended use of the system by an international organization operating as a guest of
national entities, with the sensors residing in host facilities while the data collection
remains under the control of the international organization. This paper describes the impact
of a unique set of technical, economic, political and operational constraints on all aspects
of the system design, and it presents the results of an internationally conducted test of the
data acquisition features of the system.

INTRODUCTION

The design characteristics of any system are developed from a set of requirements that the
system is ultimately intended to satisfy. Designers are called upon to satisfy requirements
which are subject to technical, economic and operational constraints. There is a natural
tendency in designers to use state-of-the art technology within the economic and
operational constraints. Sometimes, however, operational considerations are of paramount
importance and they play a primary role in the system specifications.

In this paper the system under consideration is a data collection network developed for
possible use in international nuclear safeguards. Although the rationale for the



establishment of the specific constraints has been developed from the nuclear non-
proliferation issue, it is equally valid for any data collection activity conducted by an
international entity with the cooperation of its member states. Emphasis will therefore be
placed on the establishment of the constraints, the development of the system, and, finally,
on the results of an international test.

INTERNATIONAL NUCLEAR SAFEGUARDS

Many countries view nuclear enery as an important component of their national energy
policy. A major consequence of that policv is the development of international nuclear
commerce involving natural uranium, nuclear technology, highly enriched uranium, and
plutonium. The latter two can be used to produce explosive devices.

In addition to states currently and openly possessing nuclear devices, there are others with
advanced peaceful nuclear programs that have the capability to produce such devices; they
have chosen not to do so (1) . The Majority of the states do not presently have such a
capability. In an effort to control the spread of nuclear weapons while aiding the
development of peaceful users of nuclear energy, one hundred fifteen nations are
signatories to the Treaty on the Non-Proliferation of Nuclear Weapons. Under the treaty,
all nuclear materials in states without nuclear weapons are under safeguards administered
by the International Atomic Energy Agency. These safeguards are designed to detect
diversion of nuclear material from its intended peaceful use.

The principal means of safeguarding against diversion is through materials accountancy.
On the basis of bilateral agreements between each state and the International Atomic
Energy Agency, the state provides the Agency with records on the flow of nuclear
materials. (2) Those records are for each nuclear facility and for the entire state. Between
the two sets of records all material within a state should be accounted for.

Independent verfication of the records provided by the state is performed through periodic
visits to the various facilities by inspectors of the Agency. The inspections involve
observations and measurements; the results of each inspection are sent to the Headquarters
of the International Atomic Energy Agency, in Vienna, for processing and evaluation,
involving correlation with existing data files.

Inspection vists are governed by legal agreement between the Agency and the states.
During the negotiation of this agreement efforts are made to minimize the intrusiveness
while maximizing the effectiveness of the inspection procedures. The use of containment
and surveillance instrumentation is designed to aid the inspection routine and to increase
the effectiveness of safeguards. These instruments range from seals to film and video 



surveillance systems, and to portal monitors, which are complex access control devices
incorporating metal and radiation detectors as well as surveillance cameras.

While some instruments such as seals and film cameras are in operational use, others are at
various stages of development or evaluation by the International Atomic Energy Agency
for possible use. In either case, most instruments are viewed as distinct devices performing
a specified function. By contrast, a complete safeguards instrumentation system has been
developed for the 600 MW CANDU (Canada Deuterium Uranium) power generating
stations (3), (4). This system provides for continuous monitoring and accounting of the
reactor fuel from the unirradiated state (fresh fuel) to the storing and monitoring of the
irradiated fuel (spent fuel). It should be noted that the unirradiated fuel is natural uranium
while the irradiated fuel contains plutonium. Complete systems are also under development
for research facilities such as fast critical facilities.

DATA COLLECTION:  NEED AND CONSTRAINTS

The need for the establishment of a data collection system follows from the desired
objectives of minimizing the cost of the inspection while maximizing the efficiency of the
inspection regime and the effectiveness of safeguards. Costs arise from the need to have
the inspector escorted for the duration of the visit, and to have the normal facility
operations disrupted while instruments are checked, measurements are performed and
inventory taken; for some facilities normal operations may cease during the visit.
Automation of a portion of the inspector activities would reduce the costs by decreasing
the disruption caused by the presence of inspectors.

In an ideal situation it could be technically feasible to design an optimum instrumented
monitoring system. For example, real time, remote, closed circuit television monitoring of
the activities at critical areas of nuclear installations is certainly technically feasible; very
often it may be politically unacceptable. Thus, the substitution of sophistication technology
in lieu of humans is frequently perceived to be equally unacceptable. The solution must, by
necessity, be suboptimal due to the possible existence of political constraints; frequently
these constraints are not stated explicitly.

The data collection system described in this paper has been designed with the primary
objectives of proving a concept, making technological solutions acceptable supplements to
the physical presence of inspectors, and identifying the constraints under which an
operational system could be designed. Although all costs cannot be easily quantified,
effectiveness can (5); however, when the system was designed the latter measure was not
available while there had not even been an effort to quantify the former. The economic
component of the total cost can be used as a design parameter in a future operational 



system. However, the qualitative components of cost and effectiveness which arise from
perceptions can only affect the design through the perceptions of the designer.

An attempt to quantify the economic benefits of remote monitoring to the inspection
activities has recently been made in a study conducted at Brookhaven National Laboratory
(6). The analysis is based on a comparison of the cost of using an already designed system
with the cost of continuing the inspection activities without the use of the data collection
system. For certain types of nuclear facilities remote monitoring of instrumentation was
shown to be very cost effective.

The constraints can be grouped into three major categories: those imposed by the
International Atomic Energy Agency, those imposed by each state, and those arising from
the international nature of the data collection system. Constraints imposed by the Agency
are primarily economic; the capital and operating costs of a data collection system should
not be an additional burden to the Agency budget. These costs include purchasing costs,
data transfer costs, and personnel costs for operation, maintenance and repair of the
system.

Constraints imposed by a state affect the type and quantity of data processed by the data
collection system; some states would not allow the transmission of video signals from a
facility, while others do not even allow the transfer out of the country of film cassettes
from motion picture cameras owned by the Agency. An important constraint arises from
the uniqueness of the bilateral agreements, referred to as facility attachments governing
access to a facility by personnel of the International Atomic Energy Agency.

The designer faces severe constraints arising from the international nature of the system.
Use of the network depends on its acceptability by the states yet each state places different
restrictions concerning the types of data to be transmitted internationally; all states require
confidentiality on the information provided to the International Atomic Energy Agency

Most important, since the system designer being a national of a member state, he might be
perceived as representing the interests of a given state rather than the global community.
Acceptability of the system might therefore depend on the establishment of design goals
which should not be in conflict with national interests most of which are never clearly
spelled out.

On the basis of the forgoing objectives, the specifications of the data collection system call
for global coverage, timely transmission of information to the International Atomic Energy
Agency, headquarters in Vienna, security against third party eavesdroping, and assurance
to the Agency of the authenticity of the data.



NETWORK STRUCTURE

The network has a hierarchical tree structure with three levels of nodes. The first level is a
central node under the control of the International Atomic Energy Agency. This node is
referred to as the Resident Verification Unit (RVU). The second level is a collection of
nodes located at facilities anywhere on the globe; although the nodes are under the
operational control of the Agency, they are under the physical control of the facility
operator; these nodes are called On-Site Multiplexers (OSM). The third level contains the
nodes associated with individual instruments; these nodes, called Monitoring Units (MU),
also under the Physical control of the operator of a facility, as well as under the operational
control of the Agency.

Because of the global nature of the network, the least costly connectivity is provided by
the international telephone network. Since each facility is considered an autonomous
entity, there are no communications among second level nodes. The requirement for timely
transmission between facility and the central unit depends on the type of facility; for some
facilities the period of transmission can be one week while for others it could be as much
as three months; thus the public switched network was deemed the most economical
medium for communications.

Within a facility, communications between an On-Site Multiplexer and the associated
monitoring units is a broadcast mode using either a hard wired common data bus, an RF
link or a power grid overlay. There are no channel costs associated with the local network.

EQUIPMENT DESIGN

During the design phase of the system neither the instruments to be monitored, with the
exception of a film camera system, were known nor the type and volume of data that a
state would allow to be transmitted across its borders could be ascertained. The system
was, therefore, designed to transmit information pertaining only to the operating status of
equipment; it was felt that no state could sustain a serious objection to the transmission of
such innocuous data. In addition, timely knowledge of equipment anomalies would trigger
immediate remedial action by the Agency; without a monitoring system the earliest
indication of the anomaly would occur during the regularly scheduled visit of the inspector.

Since properly operating equipment can also be viewed as a deterrent to any attempt at
diversion, the operating status of containment and surveillance equipment should not be
made known to the facility operator if possible. Thus, the requirement of tamper indication
and data security was also imposed. Tampering with the equipment at a facility causes the
erasure of all information residing in the memory of the multiplexers; the security of the 



monitoring units is to be protected through the security of the associated sensors, since the
monitoring unit is to be enclosed in the container of the sensor.

A monitoring unit contains two bytes of status information derived from sampling the
analog status signals of the associated sensor. Each monitoring unit can accommodate
8 status bits; if more status information is required additional units can be used for each
sensor. The sampling rate of the analog lines is 122.07 samples/s which is the ratio of the
2MHz clock rate divided by the 14th power of 2. Throughout the system sampling rates
were chosen as ratios of the basic clock rate divided by some appropriate power of 2,
because such a division could be easily implemented by simple circuitry using interrupts,
thus minimizing the final cost of each component. To minimize the repair and maintenance
costs of the system, the monitoring units have been designed as throw-away components;
thus their capability for handling data is minimal. They contain an RCA 1802
microprocessor, 64 bytes of RAM and 2048 bytes of ROM. Of the total memory capacity
only 8 bytes are available for user data.

At the sampling rate of 122.07 samples/s, any attempt to substitute false analog
information by human intervention would certainly be detected. Since the memory size is
limited, a status buffer S contains only the information about the sampling instance k,
namely [S(k)]. Past status history is preserved in a second buffer H having contents [H(k)]
such that

[H(k-1)] + [S(k-1)]  6 H(s)

Thus, a current anomaly is stored at S while a past one is Preserved at H.

The On-Site Multiplexer collects the data from its associated monitoring units; in the
present design each multiplexer can accommodate up to 30 monitoring units. The principal
functions of the multiplexer are the collection and transmission of data from the monitoring
units to the Resident Verification Unit. There is no evaluation of the sensor information at
this level of the network. The multiplexer is built around an RCA 1802 micro-processor
and has a memory board capable of being populated by 8 Kbytes of EPROM and 8 Kbytes
of RAM.

In terms of network operation, the On-Site Mutiplexer collects encrypted data from the
Monitoring Units, decrypts the data, and it stores them in clear text. When a channel is
opened for communication with the Resident Verification Unit, the data are again
encrypted and then transmitted. Details of these operations will be discussed in the
following section. A successful transmission of the memory contents of monitoring unit
results in the clearing of both the status and history registers; similarly, the memory of the 



multiplexing unit is cleared upon successful transmission of its contents to the Resident
Verification Unit.

Data are collected by the On-Site Multiplexer at programmable intervals; these can range
from minutes to hours. The data collection operation is independent of that of the Resident
Verification Unit. Since there is also a limit in the memory capacity of the multiplexer, and
since there is a strict design requirement that no sensor data are to be destroyed by the
system, the protocol for handling the incoming data at the multiplexer is similar to that for
the monitoring unit; namely, at the jth transfer of data

[S(j)] MU 6 S(j)OSM

[H(j)] MU + [H(j)] OSM 6 H(j)OSM

Thus, when the memory of the Monitoring Unit is cleared, both the historical as well as the
current data are preserved in the memory of the On-Site Multiplexer.

In addition to sensor data the On-Site Multiplexer has the ability to accept up to 2000
alphanumeric characters for transmission to the Resident Verification Unit. This capability
can be used by the inspector during his visit to a facility to transmit summary inspection
reports to headquarters. Data generated by the inspector are loaded into the multiplexing
unit via a data terminal.

The Resident Verification Unit is the central data collection node and it is assumed to
reside in a friendly environment; therefore no security provisions are made for either the
hardware or the software. Substantial effort has been made to have the software and the
data residing in the central unit immune to damage by inexperienced operators. This unit
consists of a Chromatics CG1999 color graphics terminal, six flexible disc drives, a
communication processor based on the RCA 1802 microprocessor, an autodialer meeting
CCITT Recommendation V.25 and a modem. Modems associated with the On-Site
Multiplexers meet, in addition to the CCITT standards, any requirements imposed by the
respective telecommunications authorities of the host country. A data rate of 300 bits/s
was chosen to ensure that communications would be feasible even under the worst
environment encountered in the international telephone network.

The main role of the communication processor is to handle all activities associated with the
transfer of data between the multiplexer and the central unit, freeing the CPU of the
terminal for other activities. All activities are under the control of a package referred to as
Baseline IDS software (7 ). These include scheduling telephone calls, displaying system
status information, evaluating the validity of the data, encrypting data, and generating
alerts in cases of detected anomalies; the alerts are displayed by flashing colors on the



screen. The system is designed to run on an automatic mode totally unattended, or it can
perform its data collection functions on demand by an authorized operator. Access to the
software by the operator is through two code words.

All communications, except those between the data terminal and the On-Site Mutiplexer,
are encrypted. Access to the data at nodes other than the central node is provided through
a portable instrument referred to as the Portable Verification Unit. This unit has identical
computational power to that of the On-Site Multiplexer. It can store encrypt ion keys for
up to eight separate multiplexers; the keys can only be generated by the central unit, and
they can only be transmitted by courier with the Portable Verification Unit. The
dissemination of crypto keys by courier is considered the most secure method.

The Portable Verification Unit can be used by an inspector to obtain access to the data
residing in the memory of the On-Site Multiplexer, and to obtain the latest information
about any Monitoring Unit attached to the particular multiplexer, In effect the Portable
Verification Unit can be used as a central unit for the subnetworks that it has been given
authority to control.

The data rate between the Portable Verification Unit and either the On-Site Multiplexer or
the Resident Verification Unit is 3906.25 bits/s (2MH÷ 512) while that of the Monitoring
Unit is 122.07. These rates were the upper bounds under which the software could operate
and still be able to perform the required functions.

The use of the data terminal is a deviation from the main data collection function of the
system; it is therefore handled in a different manner. Since the data security is provided by
a crypto key, that key is stored in a separate instrument referred to as the Activator; all
programs for communicating between the data terminal and the On-Site Multiplexer are
stored on a flexible disc used with the data terminal. Insertion of the Activator into an
appropriate slot in the On-Site Multiplexer opens up the communications channel to the
data terminal. Thus, the combination of a data terminal with an Activator plays the role of
a Portable Verification Unit. The link between the data terminal and the On-Site
Multiplexer is not encrypted the bit rate at the link is 2400 bits/s while the Activator link
runs at a bit rate of 3906.25.

The Portable Verification Unit can retain its memory contents under battery power for up
to two weeks; there is no design limit under main power. The two week interval is
sufficient to accommodate travel by the inspector from the central location where the unit
is energized to any facility on the globe. The Activator is powered by batteries, and it can
retain its memory even under operating conditions for a minimum of one month. Trips by
inspectors away from the central node are not expected to last longer.



COMMUNICATIONS AND DATA PROTECTION

The security of the data in the components of the network is assured by antitamper
measures and by shielding the instruments to prevent leakage of electromagnetic radiation.
During transmission between any two nodes, the data are protected by encryption. Both
the communication and encryption protocols have been designed to take into account the
special nature of the system.

All communications take place on a polling basis and they utilize the one query-wait-one
response format with automatic repeat request (8), (9). This protocol is implemented on a
Universal Asynchronous Receiver/Transmitter (UART). The polling scheme and the
asynchronous transmission modes were chosen on the basis of the constraint that the
complexity of the equipment must be minimal at the lower levels of the network. For this
reason the UART is implemented by software in the Monitoring Unit and by hardware in
all other units. The use of hardware UART permits the processors at both nodes of a link
to attend to other tasks during the transmission/reception phase of communications. One
such task is encryption/decryption.

The communications and encryption functions are intertwined and not modular; this
approach was taken for reasons of data security and data reliability under the constraint of
minimum equipment cost. The basic protocol is as follows:

One block transmitted.
Receiver checks for communication errors.
Receiver decrypts and checks for data validity.
On positive acknowledgement by the receiver, transmitter sends next block
On negative acknowledgement, transmission of the same block is repeated.
After a programmable number of retransmissions, typically three, communication is

terminated.
At the Resident Verification Unit, a scheduling algorithm repeats the unsuccessful poll

at programmable intervals.
At the On-Site Multiplexer, the poll is repeated at the normally scheduled interval.

Throughout the system messages are constructed in multiples of 8 bytes, for every
consecutive 8 bytes there are 2 parity bytes generated, one latitudinal and one longitudinal.
Over the telephone channel, handshakes are 10 bytes long (8 data, 2 parity) queries are
90 bytes long (72 data, 18 parity), responses are 50 bytes long (40 data, 10 parity). Over
the broadcast channel the messages are 8 bytes long; in this link, however, data are
encoded by a Hamming (4,7) code. For every 4 logical bits, 7 physical bits are generated
and an eighth one is added to complete a byte.



The encryption protocol is designed to take into account the static character of the data
and the minimum cost requirement for the equipment while maximizing security. A special
software protocol was therefore chosen to take into account those factors. The penalty
paid by this approach has been the inefficient unilization of the communications channel.
No detailed cost-benefit analysis has yet been performed to determine where the break-
even point would be between equipment and channel costs.

The encryption algorithm is basically a two-key algorithm: one key resides in both nodes
of a link, while the second key is generated by the interrogator for a specific respondent
and for a specific poll. This second key is used to randomize the static status data of the
system so that the clear text input to the encryption algorithm is a random stream. Since
the stream is generated during the transaction, an intruder would not have sufficient time to
attack the algorithm on the basis of the static nature of the input data. This approach to the
data security requires that the data residing in the clear in the equipment, be protected
against physical and electronic tampering during storage.

The basic encryption protocal is the following (8):

A key, K , resides at both nodes of a link; for the telephone channel the K is
128 bytes long; for broadcast channel K is 16 bytes long.

A rule, R, is a random sequence consisting of 128 bytes, and it is generated
by the interrogator immediately prior to the initiation of transaction.

When communication is established, the first transaction is the transfer of R
to the respondent.

The static cleartext is randomized by K generating a random message
sequence M.

The message M is then encrypted by the main encryption procedure, using R;
encryption takes place in blocks consisting of 8 bytes each.

Upon reception, decryption, and establishment of the validity of the data a
positive acknowledgement is generated, and the next cycle follows.

For communications with the monitoring unit, there is not enough memory space to store
all 128 bytes of the rule; therefore, the Monitoring Unit receives one byte of R at a time,
encrypts and transmits only a subset of the message, and then it receives the next byte of R
to repeat the cycle.



The interleaving of communication and encryption protocols allows the system to perform
validity tests on each transmitted message, and to consider the entire transaction, telephone
or broadcast poll, valid only if all messages pass the tests; otherwise, all data remain in the
memory of the respondent until the next poll, thus a partially valid transaction does not
exist in this system.

INTERNATIONAL TEST

A field test of the prototype RECOVER (Remote Continual Verfication) system was
conducted for three weeks during November 1980. The Resident Verification Unit was in
Vienna, Austria, and remote stations were located in facilities at Lucas Heights, Australia;
Sophia, Bulgaria, Pinawa, Canada; Julich, Federal Republic of German; Tokai-Mura,
Japan; Harwell, United Kingdom; Boston and Washington, D.C., United States; two
control facilities were located in Vienna.

At each facility there was an On-Site Multiplexer; attached to it were a sensor simulator
which could generate eight independent status bits, a film camera system, and a seal
consisting of optical fibers; for the last sensor the system monitored continuity and
luminousity levels for light transmitted through the fibers. In Japan, the operating status of
a doorway monitor was being monitored. It should be noted that the main objective of the
test was to evaluate the concept of global data collection via the international telephone
network rather than the sensors. It should also be noted that all facilities except that in
Bulgaria, were accessible via the automatic dialing system; for Bulgaria the intervention of
two telephone Operators was required.

During the 21 days of intensive testing 2,921 telephone calls were made; of those 1,514 or
51.8%, were considered successful. In the present context a successful call implies that the
entire transaction was completed. Of the unsuccessful calls 31.4% were due to the
automatic dialer not connecting, 7.5% were due to communications errors, 6.4% due to
carrier loss, and 2.9% due to operator interference.

To check the system for false alarms, a log sheet was kept at each facility containing all
activities related to the sensors and the monitoring equipment. Certain actions were taken
on the basis of a prearranged test plan; any indication not correlated with the entries in the
log sheets was consider a false alarm; for the duration of the test, the false alarm rate was
0.6%. All of the anomalous indications detected during a given poll disappeared in the
subsequent calls.



CONCLUSION

The prototype RECOVER system has demonstrated the feasibility of global data collection
utilizing public switched telephone network. Although the data rates were low, subsequent
communications tests have indicated that data rates at 1200 bits/s are also attainable for a
global network with reasonably low communication error rates.

The channel untilization, namely the ratio of the amount of time that data were transmitted
to the total time the channel was open, was approximately 25%. Improvements are being
planned in both the communications and encryption protocols to substantially increase this
ratio without increasing the complexity and cost of the equipment.
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ABSTRACT

The large-scale landline telemetry system may benefit from the application of fiber optics.
With present technology, practical means exist to design, implement, and test long-
distance, data-transmission systems using fiber optics. Fiber optics and Computer
Automated Measurement and Control (CAMA) equipment provide application and
tradeoff advantages over a hard-wire system. Procedures for equipment verification must
be developed to confirm and verify system performance of the design criteria. Practical
computations may be made using values representative of actual system performance. A
solution is provided to a typical data transmission problem.

INTRODUCTION

In planning a large-scale landline telemetry system several fundamental problems were
encountered. One problem involved transmitting large amounts of data over 2 kilometers
back to a main facility for processing. This data was serial in nature and was most often
CAMAC or Pulse Code Modulation (PCM). Another problem was space at the remote
sites. And yet another problem was large amounts of data rates ranging from 2-5 megabits.
Up to 16 different data streams were required to flow from a remote site to the main
facility (Figure 1).

Several factors had to be considered in the design. One factor was the requirement for
interchangeability between the short-distance data transmitters and the 2KM units. In
addition, the transmitter had to interface to the CAMAC serial highway as well as single
ended RS423 sources (Figure 2). Also, strong security measures forced minimum field-
radiation distances, and all data transmission cabling had to be run in underground conduit
and pulled through up to 2KM of narrow tube. Overall cable size was a factor because of
space restrictions for this type of cable in the conduit. In the case described in this paper,



multiple PCM and CAMAC data streams had to be transmitted from several remote sites
back to the central site and achieved error rates of 10-8 or better.

DESIGN TRADEOFFS

The system had three basic solutions: RF, landline conventional wire, and landline fiber-
optics. RF transmission was not considered because of the security problems with the data
and the information bandwidth required. That left landline, and the initial thought was to
use a conventional shielded wire system. The shielded wire would satisfy security and use
existing technology.
Long line digital drivers were not capable of driving more than 3 to 4 thousand feet.
Repeaters were considered but the underground environment left little opportunity for
access. Analyzing the high and low frequency requirements of the data being transmitted
indicated a close relationship to video. Video signal transmission equipment had a typical
frequency response of 30 Hz to 8 megabits. Data transmission equipment was available
off-the-shelf for distances up to 10,000 feet. On the surface, it looked as if the decision to
go conventional hardwire was correct. A more thorough analysis indicated that the cable
was a major stumbling block. The cable had to be large in size, in order to reduce the
series resistance and parallel capacitance. The actual size for long runs was approximately
3/4". This coupled with availablility, cost, and connector problems all but prohibited the
hardwire solution. In the transmitters and receivers, cost for 10,000 feet units was also
prohibitive. Bit error rates and ground loop problems also complicated the design solution.
In short, all of these factors drove the cost, delivery, and credibility of the design to an
unsatisfactory point.

As a result, the fiber optics solution began to look more attractive. Since there was over
30 kilometers of cable in the system, cable cost was one of the design constraints. Costs of
optics cable, however, were and are trending downward. A market search indicated that
the choice of cable was easy but that finding the right transmitters and receivers was the
problem. Manufacturers’ specifications were extremely misleading; often link budget
calculations indicated ample margins when there were none. This phenomenon was caused
by several factors in the manufacturers’ specifications: maximum power of a diode instead
of launched power, lack of cable specifications, etc. Some manufacturers specified link
analysis using cable of a special low loss that was available only at an astronomical cost.
In short, there are 5 factors that drive the design of a fiber optics link: launched power into
a cable by the transmitter, cable loss, cable rise times (maximum bandwidth), receiver
sensitivity, and packaging. These factors, once defined by a manufacturer, allow the
engineer to pick and choose the components that make up a fiber optics link.

One other factor that should be mentioned is cost. With cost usually comes complexity of
design. That is, it is easy to obtain good link margins using laser transmitters and APD



receivers. These units are complex in design, have low operational life, and are very
costly. Components such as these should only be used in special transmission systems. The
solution that is fundamentally sound in today’s market is the use of LED transmitters, PIN
diode receivers, and normal production cables. Both diode types have an extremely long
MTBF, and standard production cable is easily obtainable. Packaging can be extremely
small because of the individual component size. Off-the-shelf components are available to
accomplish data runs of 2KM. In the tradeoff between hardwire and fiber optics cable,
fiber optics is preferred. Costs are steadily decreasing in this field. Error rates over the
2KM cable approach 10-9, and ground loops don’t exist. Field replication by the cable is
zero, which eliminates security consideration. Cable size is much smaller and therefore
installation space is reduced. Cost per unit for 2KM transmitters and receivers are much
less for fiber than conventional cabling. Since we are dealing with digital circuitry, system
electronics are very simple. The fiber optics solution is the right one for longline PCM data
transmission.

FIBER OPTICS TRANSMITTER

Because of the space considerations, the optic transmitters were packaged into singlewidth
CAMAC modules, each containing four independent transmitter units. The packaging
conforms to IEEE-5831975 specifications with regard to all electrical and mechanical
compatibility to standard CAMAC crates. This method of packaging enhances the ability
to respond to easy reconfiguration and repair (Figure 3). The unit used standard
components and therefore was easy to service. Average coupled power into the cable was
10 microwatts.

FIBER OPTICS RECEIVER

The optical receivers converted light back into PCM for use in the central facility. The unit
is a dualwidth (2 slots) CAMAC module that contains two independent fiber optics
receivers. Mechanically, like the transmitters, the receivers conform to IEEE 5831975
specification for complete compatibility with the existing CAMAC equipment (Figure 4).

Front panel access to the CAMAC module allows for easy alterations, if required. The
receiver unit is capable of receiving any standard PCM type signal (or equivalent) at rates
from 200 bits per second to 10,000,000 bits per second. The electrical characteristics of
the output signal conformed to those defined as RS422 or adapted to RS423. The unit has
a threshold of 200 nanowatts.



FIBER OPTICS CABLE

The cable chosen was a 50 micrometer duplex, graded index, reinforced tube. The fiber
optics data transmission system uses the same type of cable throughout. Each cable
contains individual fibers, each in a loose buffer tube, with buffer tubes further joined
together by a series of jacketing and reinforcing materials.

In each cable, the fibers are individually contained in tough plastic buffer tubes. Each
buffer tube is surrounded by a braid of KevlarTM yarns that act as the longitudinal tensile
strength member and provides additional crush resistance. A jacket of tough polyvinyl-
chloride (PVC) protects the cable. The two fibers can be separated for routing and
connector attachment. This subcable is jacketed with an additional layer of polyethylene
for added crush resistance and cable ruggedness (Figure 5).

The cables are designed to withstand tensile forces associated with normal cable
installation.

LINK MARGINS

The parameter of primary concern is the overall system link margin. The value of the link
margin is an indication of system performance above the threshold of not working. The
variables involved in the calculation are the various system elements that tend to degrade
performance. The link margin is calculated using the following equation:

Link Margin (dB) = Coupled Power + Receiver Sensitivity - Connector Losses
- Temperature Degradation - Cable Losses.

The values yielded from the above equation are in units of dB. The nominal margin needed
for routine safe operation is 4 dB, or more than twice the margin (excess received power)
necessary.

The margin for each fiber link is computed according to this equation.

CONNECTOR LOSSES

The connector loss specification of 3 dB is an industry standard. This value assumes an
optics cable with a connector on each end--one connected to the transmitter and the
second to the receiver. The connector losses can be a significant element in the overall link
margin.



The system was designed to use a single length cable between the designated points. Cable
lengths are selected so a single piece can be used from transmitter to receiver. If a cable
should break, its repair should be accomplished by splicing, a technique much better than
inserting another set of connectors. The losses associated with the splicing process do not
exceed 0.5 dB each and in most cases is much less.

TEMPERATURE LOSSES

All fiber optics cable transmission quality will vary with temperature. The selected cable
has an operating temperature range of +14E to +122EF with cable transmission
degradation. However, the link margin calculation presented above includes a value for
loss increases due to temperature variations. The 0.5 dB is an industry-wide standard, used
for temperature ranges of +14E to +125EF.

COUPLING LOSSES

The Losses due to transmitter/receiver misalignment with the fiber cable are called
coupling or alignment losses. The 50-micron (µM) fiber used is much smaller than the
transmitter or receiver diode’s surface. Therefore, the coupling of all the light power into
the fiber is impossible (the source being larger than the fiber). Conversely, if the receiver
diode is larger than the fiber, then almost all (if not all) of the light power will be coupled
into the PIN diode. To optimize for the losses, the optical receiver and transmitter are
mounted into their respective connectors. Additional tolerances are also realized because
of the large fiber-to-receiver diode differences.

As an example, the Light Emitting Diode (LED) transmitter outputs up to 1000 microwatts
of light power with an average coupled power into the cable of only 10 microwatts.

AGING LOSSES

The design of the fiber optics system was based upon the use of LED transmitters, PIN
diode receivers, and graded index cable. The LED/PIN diode combination assures long
term stability and reliability, as stated in the time degradation specification of 3 dB at
500,000 hours (or more than 240 years at 40 hours per week, 52 weeks per year).
Therefore, degradation or losses due to aging is considered negligible and is assumed to be
zero in the previous link margin calculations.

SYSTEM RISE TIME

Because of dispersion factors, as well as electronic switching times, the system has certain
frequency limitations. The limitation due to the fiber cable is known as system rise times.



Characteristics of the cable construction and materials are the contributing factors. The
graded index type of fiber cable has one of the best rise time responses available. The
20 nanosecond/KM of cable selected for use, more than meets the overall system
requirements. Verification of this is derived by calculating the required rise time using the
equation:

Rise Time = 70% x I/Bit Rate

or, in worst case:

Rise Time = 70% x 1/5 Mbps
= 140 nanoseconds

In other words, if the cable rise times are greater than that required, the bit rate is too fast
for the cable to accurately carry. Since the selected 50-micron (µM) cable has a rise time
of 20 nanoseconds, its frequency spectrum far exceeds the maximum requirements.
Actually, the selected cable is typically capable of passing analog frequencies in the range
of 200 MHz/KM and is one of the best types of optical cable for long distance pulse
transmission.

FIBER OPTICS POWER METER

The essential piece of test equipment required to support the optical data transmission
system is an optical power meter. This unit can measure and display optical power in the
nano-watt range. Using this instrument, cable losses and transmitter performance can be
directly evaluated. The unit has a special adapter that mates the meter to the cable
connectors. Direct readouts of energy levels can be made easily and efficiently. The meter
is portable and can be used in almost any environment.

ACCEPTANCE TESTING OF FIBER OPTICS

A procedure must be prepared to check and verify the equipment operation. Acceptance
testing was performed on all elements of the fiber optics subsystem. Each piece of
equipment was verified during stand-alone testing. The system integrity was verified by
integrating the fiber optics equipment into a test to check for bit errors and data transfer
rates.

Maximum and minimum specified data transfer rates were verified with the system
operating over 2KM of fiber optics cable and the signal attenuated to the minimum level
specified for receiver sensitivity.



Fiber Optics Transmitter Verification

The output of a fiber optics transmitter module may be measured with a fiber optics
multimeter. Output of the transmitter should be connected to the multimeter by a one-meter
length of fiber optics cable. Cable and connectors should be of the type used in the system.

The light energy will be measured by the sensor head. Interconnection to the cable is made
with an adaptor cap screwed onto the sensor head, which is made to mate with the specific
connector type. Interconnection of the transmitter and multimeter by the short cable will
take into account the connector losses from both ends of the cable and a very small amount
of cable loss through the one-meter length of fiber. Average coupled power of the fiber
optics transmitter should be $10 dBµ. This is the amount of power that is transferred into
the fiber optics cable and is available for use as a signal output.

The transmitter LED has a large transmitting area in comparison to the cross sectional area
of the fiber itself. Therefore, the power output of the transmitter LED is essentially coupled
to the fiber optics cable. In a similar manner, the sensor head has a sensor area which is
large in comparison to the cross sectional area of the fiber cable. Output of the fiber is
essentially coupled to the sensor element.

Output of the transmitter should be connected to the multimeter by the one-meter fiber
cable. Data should be connected to the input of the transmitter unit. This will provide an
input level. Modules with 9 dBµ or less power levels from one or more transmitter units do
not meet prescribed standards and should be set aside for later evaluation. The procedure
should be repeated until all modules have been verified.

Fiber Optics Cable Verification

Verification of the fiber optics cable is performed with the cable on spools in 2KM
lengths. The cable verification test is made with a transmitter unit that has previously been
verified to meet acceptable output levels. An output level of 10 dBµ will be assumed for
the purpose of this example. Maximum attenuation of the fiber optics is specified to be
4 dB/KM. Cables under test are 2KM in length; therefore, maximum acceptable
attenuation is 8 dB. The cable must be terminated on each end with connectors of the type
used in the system.

It is best to substitute the 2KM length of cable for the one-meter piece, and configure as in
the transmitter test. The free end should be unspooled only to the point of reaching the
transmitter output connector. The captive end will then be connected to the sensor head
through the use of the matching adapter. The multimeter setting will be the same as in the
transmitter test.



Power measurements from the output of the cable must be equal to or greater than 2 dBµ.
Cable not meeting the specified maximum attenuation figure of # 4 dB/KM should be set
aside for later evaluation.

Fiber Optics Receivers Verification

The fiber optics receivers are verified by attenuating the input signal level to the minimum
specified requirement of -6 dBµ. For the purpose of this example, the transmitter power
will be assumed to be 10 dBµ. The difference between this level and the minimum power
requirement of the receiver is 16 dB. An approximate attenuation of this value may be
achieved by connecting a spool of 2KM cable and the one-meter cable by means of a
bulkhead connector. This configuration should be assembled and measured to determine
the actual power level. Attenuation must be supplied to reduce the signal level to -6 dBµ in
order to test the minimum operating signal level of the receiver. Once the attenuation level
has been achieved, the receiver may be tested for proper operation. Final verification of
signal throughput will be completed as part of the fiber optics system test.

Fiber Optics System Test

The fiber optics system test verifies each piece of the fiber optics equipment along the loop
signal path. The link analyzer is used to generate the output signal and compare the
returning signal from the fiber optics equipment in the loop. The analyzer is used in the bit
error detection mode.

Output from the link analyzer is cabled to the input of the fiber optics transmitter. The
signal is routed through the transmitter, the 2KM spool of cable, attenuation (as required to
meet specified attenuation), and the receiver unit. Output from the receiver is routed to the
Bit Synchronizer. Interconnection of the Bit Synchronizer to the link analyzer will close
the signal loop path. Each piece of fiber optics equipment is tested in the system
configuration described (Figure 6).

Signal output from the link analyzer is set to simulate a maximum output frequency. The
signal is routed through the system loop and input to the receiver of the link analyzer. Error
detection is set to count the number of errors detected in 109 bits transferred through the
system. A representative set of system components is operated over a period of hours to
determine the number of errors with the link analyzer in the accumulation mode. This set
of system components aids in determining the overall system bit error rate when operation
is extended. Testing also verifies the minimum bit transfer rate of 200 bps NRZL through
the system. The Bit Synchronizer is checked for proper operation while interfaced within
the system during each phase of system testing.



During system testing, the transmitter modules are checked in the system following stand-
alone testing for power output. Each individual transmitter of each module is tested.
System testing verifies the fiber optics cable for attenuation and frequency response
characteristics. Attenuation characteristics of each spool of fiber optics cable is tested
during stand-alone testing. Verification of the receiver units is performed for both
minimum and maximum specified frequency limits while the input signal is attenuated to
the minimum specified level. Each fiber optics receiver of each module is verified during
system testing. This verification serves as the stand-alone test for the receivers that are
tested individually while a transmitter module and cable previously verified in both stand-
alone and system testing are used as support equipment.

CONCLUSION

Fiber optics can be a viable alternative to hardwire systems in a large-scale landline
telemetry system. The system can be made flexible and may be reconfigured as needed for
its changing role in telemetry support. The availability of off-the-shelf CAMAC compatible
equipment will allow system designs that may be both cost effective and performance
efficient. Standard methods exist for predicting system performance. Practical methods
exist to test components and system levels of integration. Testing results indicate system
components meet or exceed expectations. Data error rates of 10-8 or better, and receiver
outputs can be interfaced into the telemetry ground station components easily.
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Figure 1  DATA TRANSMISSION SYSTEM

Figure 2  GENERALIZED BLOCK DIAGRAM OF FIBER OPTICS SYSTEM



Figure 3  CAMAC MODULE OPTICS TRANSMITTER BLOCK DIAGRAM
 

Figure 4  CAMAC MODULE OPTICS RECEIVER BLOCK DIAGRAM



Figured 5  FIBER OPTICS CABLE CONFIGURATION, TWO-FIBER

Figure 6  ACCEPTANCE TEST SET-UP
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ABSTRACT

The MX Instrumentation Multiplexer Set is used to acquire data during test flights of the
MX Missile. The Multiplexer Set consists of a Multiplexer Programmer Controller Unit
(MU), from 2 to 32 Remote Multiplexer Units (RU’s), and any number of Power Supply
Verifier Units (PSV’S).

The primary purpose of the MU is to operate as the programmable system controller,
acquire local data inputs, and format this data along with data from the RU’s in a PCM
Output. The RU’s interface to the MU via Instruction and Reply Data Buses providing
remote data acquisition. The PSV’s provide an accurate stimulus voltage to the analog
sources along with a control to offset the analog signal for test verification.

Thirty-one of the possible 32 RU’s connect to the MU by two pairs of vehicle data buses,
while the remaining RU is connected via the umbilical data bus. This ground resident RU
is identical to the flight RU’s, but its functional requirement is quite different as it is
primarily used to load and verify MU programs. Each of the vehicle data buses can be up
to 130 feet in length with a 250 foot length allowed for the umbilical bus. An ideal
terminated bus is not feasible in the MX application since the bus configuration changes as
the missile stages. Staging will produce opens or shorts on the cable; to insure proper
operation of all remaining RU’s on the bus, the interface isolation transformer incorporates
both voltage and current windings to provide maximum secondary signal level with
minimum reflection distortion. The data bus operates at 3.2 MHz using a Manchester II
coded signal.

The MU can sample 160 local differential analog channels that are programmable in gain,
off-set, and to a maximum rate of 170,665 samples per second. A flexible grouping of
8 discrete inputs from the 96 discrete channels is programmable to a rate of 51,200
samples per second. The MU can also access data from four serial digital channels and
provide outputs on eight command channels. During pre-flight the commands can be



ground initiated, and following launch they can be time event programmed as well as being
programmed repetitive in either mode. The PCM rate is 1.6 Mbps and the MU stores five
in-flight selectable formats in a 4096 words by 16 bits CMOS RAM memory.

Each RU can access 28 analog and 8 discrete channels, and the RU can control two
command and six verification channels. The PSV does not interface to the data bus; it is
controlled via a MU or RU command channel.

The system can be externally synchronized or operated from an internal clock with a
graceful transfer to eliminate data loss. Small size, light weight, low power and high
reliability are primary characteristics of the system. Built-in monitors and fully automated
computer controlled test equipment provide rapid and extreme parameter testing with a
high degree of fault isolation.

INTRODUCTION

The MX Instrumentation Multiplexer Set with a full complement of 32 RU’s provides data
sampling of 1056 analog inputs, 354 discrete inputs, 4 serial digital inputs, and
72 command outputs. The system interface is illustrated in Figure 1. Figures 2 through 4
illustrate the physical configuration of each unit. The following paragraphs describe the
function of each unit and their interface relationships.

MULTIPLEXER PROGRAMMER CONTROLLER UNIT (MU)

The Multiplexer Programmer Controller Unit, known as the MU or Master Unit, is a
programmable controller for the MX Instrumentation Multiplexer Set. The MU contains
those electronics necessary to select and format data for PCM output. This data may be
sampled locally via MU housed data ports or remotely via data buses to Remote Units
which contain the data ports.

To perform these functions, the MU has a power converter, timing and control electronics,
format memory, telemetry PCM formatter, and an assortment of data interface ports.
Construction consists of 22 printed circuit boards of 14 unique types which interconnect
via a motherboard. The printed circuit boards consist primarily of 54LS dual inline
integrated circuits with limited discrete components for power conversion, special
interfaces and certain analog functions. A thermal plane resides between the PC board and
IC’s and is captured by the card guides to remove heat to the housing for dissipation. With
considerable I/O interface, a large interconnect from the external connectors to the
motherboard is required. This is uniquely solved in the MU and RU by employing a dual
rigid section motherboard with a flexible section between allowing a right angle bend to
house the external connectors on one section and the printed circuit board connectors on



the other. This is equivalent to having two printed circuit boards interconnected by flat
printed cables to eliminate hardwires. However, in the MU this is integrated into one
assembly providing higher reliability and lower cost unit fabrication. The MU requires
approximately 50 watts from a 28 volt source and is housed in an enclosure of
approximately 684 cubic inches. Reference Figure 2, “Master Unit”.

The NRZ-S serial PCM output is provided by both a differential and single-ended interface
operating at 1.6384 MHz. PCM data is organized into 8 bits for a byte time of
4.883 µ seconds. A sub-frame consists of 256 bytes for a rate of 800 sps (1.25ms). Each
byte time in a sub-frame is unique, i.e. programmable via an instruction in the memory
format. Eight sub-frames constitute a data frame. The data frame contains 2048 bytes of
which the first four (0 through 3) are reserved for synchronization. The data frame rate is
100 sps for a 10 msec period and is at the rate of an externally supplied IFSS frame sync
signal. Eight data frames result in a data cycle of 80 msec (12.5 sps) and is externally
synchronized.

The 256 data bytes in a sub-frame are sampled per an equivalent number of instructions in
a memory format. The format memory stores five formats utilizing 1280 words (5 x 256 =
1280) of 16 bits each to define the instruction. The remaining memory locations in the
4096 word memory are dedicated to subcommutated instructions. Instructions in this area
are accessed directly from sub-com instructions in the main format or time command
comparisons. Time commands utilize 128 words, 64 for the stored time and 64 for the
resulting instruction.

A format instruction, accessed each byte time, defines a local data port, remote data port
or jump to sub-com instruction. Local commands are decoded by the MU to access a local
data port. Remote commands are sent via the instruction bus to the Remote Units for
decoding and data access. There are four jump to sub-com instructions, each defining a
different sub-com rate of 200, 100, 50, and 12.5 (once per data cycle) samples per second.
The address in the sub-com instruction is modified per one of the four rates and the frame
number to generate the sub-com address. A second memory access in the same byte time
obtains the instruction to be executed.

The first of 64 time codes is read from memory and each data frame compared to the flight
clock which is initiated at liftoff. Upon a time compare, the associated instruction is read
from memory and executed during byte four of the data frame. A command flag (last bit of
the data frame sync) is set to identify the unique contents of byte four. The flight time
address counter is incremented and a read of the next flight time is initiated to then be
compared to the flight clock.



Table I lists the instruction commands along with the command fields. The following
paragraphs discuss each of the command types.

Jump to Sub-Com (JSCx)

The format memory is read during the first half of a byte time. The op-code is decoded and
if the code is a JSC a second memory read occurs during the second half of the byte time
to obtain the instruction from sub-com memory. The address from the first memory read is
the starting address of the sub-com location. Each sub-frame within the data cycle
increases the address by one to the repetitive limit defined by the specific JSC.

Remote Instructions (RANL, RDIS, RCOM, GCOM, and DTU)

Either of the Remote Bus Instructions (RUBA or RUBB) and the GCOM instruction
requires that the MU obtain the PCM data from a Remote Unit. The DTU instruction can
also reference a RUBA or RUBB instruction that would also require communication with a
Remote Unit. To execute these instructions the MU supplies a command via the
Instruction Bus that will specify which RU should respond and with what type data and
that data’s specific channel source. The RU will respond with the data via a separate
Reply Bus. The specific format of the instruction and reply words are shown in Figure 5,
“Instruction and Reply Bus Words”. The transmission of these words occupy a byte time,
and since they require 16 bit times the bus clock rate must be twice the PCM clock rate
(3.2768 Mbps bus rate). Both buses employ a Manchester II (split phase) code with sync
pattern. The sync is a one and a half positive transition followed by one and a half negative
transition combined with a flag bit that is always a Manchester logic 1 bit. Figure 6 “Byte
Timing”, illustrates the timing relationship of the bus transfers to the sequence of MU
activities. The normal remote instructions (RANL, RDIS and RCOM) require that the MU
pass the RUID and RU Instruction from the instruction accessed from memory to the
Instruction Bus transmitter. Except for a timing difference within the memory access byte,
this process is the same for remote instructions read from the main format memory or from
sub-com memory.

The Ground Command Instruction (GCOM) is a special case of a Remote Instruction and
is associated with the Defer to Umbilical Instruction (DTU). Two GCOM’s, which are
remote discrete codes, are transmitted as a pair over the Umbilical Bus to the Ground RU
having RUID code 1111. The two discrete replies, in addition to being supplied to the
formatter for PCM Output, are stored in the MU Umbilical Register. The two 8 bit discrete
data replies form a 16 bit instruction stored for later reference in the umbilical register. The
DTU instruction is used to access the umbilical register with the instruction stored there
being executed as if it has been read from format or sub-com memory. Obviously, this is a
pre-launch checkout feature of the system.



Local Analog (LANL)

The MU utilizes five Analog Multiplexer boards (A-MUX) and an Analog to Digital
Converter board (ADC). Each A-MUX has a total of 32 differential channels that can be
programmed as high level (0 - +5.08V) , high level offset (±2. 54V), low level
(0 - 50.8mV) or low level offset (±25.4mV). This provides 160 local analog channels that
can individually be sampled at a rate of 34, 133 sps and programmed sequentially in
different A-MUX’s for a maximum analog sampling rate of 170,665 sps. The instruction
includes the module address, channel address, and the offset and gain control bits. The
analog channel is encoded to 8 bits with varying tolerances depending on gain, common
mode, crosstalk, fault voltages, input impedance, and channel source characteristics.
Channel isolation is 40 db.

Local Discrete (LDIS)

The MU contains three discrete multiplexer (D-MUX) modules, each containing 32
differential channels for a unit total of 96. Sampling rates up to 51,200 sps of any
8 channels in a 32 channel group with wrap-around allowed can be programmed. Discrete
levels 0.25 ± 0.25V are encoded as logic 0 with 4.0 ± 1.5V encoded as logic 1. Various
channel source characteristics, high input impedance and wide ranges of common mode
and fault voltages are tolerated.

Local Serial Digital (LSD)

The MU has two serial digital modules that provide three differential and one single-ended
serial digital interfaces. Serial digital signals are NRZ-L with separate 819.2 KHz burst
clocks and provide for 2048 bits on each channel per data frame. Serial digital inputs
received during one data frame are buffered (stored) and supplied on the PCM output the
next frame. A wide range of signal level and fault voltage is a feature of the design.

Local Commands(LCOM)

The MU houses a command module which provides eight 2-wire, isolated, switch-closure
outputs. These commands can be issued from format, sub-com or flight clock time
memory.

Programmed No-Op (NOP)

During the execution of a NOP the MU outputs all zeros on the PCM, and at all times,
except when a remote instruction is being executed, a dummy code is transmitted on the
instruction bus.



Other MU Features

The instruction memory is a RAM to provide flexibility in altering the program. The MU
provides two special modes of operation commanded by special discrete inputs. In the
Program Mode, the MU issues a continuous stream of Remote Discrete instructions via the
Umbilical Bus to the Ground RU which replies with discrete word pairs that are stored as
instructions in the memory. The verify Mode reads the memory dumping the data to the
PCM Output. Data retention of the memory to a primary power loss of one second is
provided.

The MU provides inputs to initiate liftoff and to clear liftoff. It can sense a TDU Alarm
and supply an Alarm Reset signal. Inputs to select and/or sequence the memory through
the five formats is provided. The format sequence input is designed to operate from a
command switch closure so that a flight time clock instruction can sequence through
formats during flight. Monitor outputs of the MU voltages and temperature are provided.
Various sync and status signals are provided to be sensed externally or fed back to a
discrete input.

REMOTE MULTIPLEXER UNIT (RU)

The system can access a maximum of 32 Remote Units via the Instruction and Reply
Buses. Each RU houses two external connectors that interface to printed circuit boards
through a hinged motherboard similar to that of the MU. Housed in the unit are five printed
circuit boards that provide the voltage converter, bus interface, timing and control, and
various input/outputs. The unit provides for 28 differential analog inputs, eight differential
discrete inputs, two isolated command outputs and six verification switch closures. The
RU is housed in an enclosure of approximately 125 cubic inches and consumes 8 watts
standby and 11 watts when addressed. Physical configuration of the RU is illustrated in
Figure 3 “Remote Unit”.

RU Bus Interface

When not actively transmitting a remote instruction to the RU’s, the MU transmits a
dummy instruction on the instruction bus to maintain system synchronization. Each RU is
coded for specific RUID by four connections in one of its external connectors. The RU
incorporates bus transformer having both primary voltage and current windings to allow
operation of all RU’s between the MU and a cable open or short. Insertion loss on the
instruction bus where each RU is a receiver is less than 0. 25 db. The RU is the
transmitting source for the reply bus and has an insertion loss of less than 0.5 db. A
maximum of 16 RU’s can be coupled to the B bus pair and 15 RU’s on the A bus pair
(instruction and reply buses). These buses can be a maximum of 130 feet. The umbilical



bus is a functional mate of the A bus, but having a separate MU driver and receiver
transformer. With only the ground RU coupled to this bus, it has a maximum length of
250 feet. Transmitted amplitude is 4.25 ± .75 volts into the 70 ohm two conductor twisted
shielded cable operating at a bit rate of 3.2 MHz.

RU Input/Output

Characteristics of the RU analog inputs are the same as that for the MU except the RU is
limited to the 34,133 sampling rate. The eight discrete inputs and two command outputs
are the same as the MU. The six verification switch closures are addressed as a group and
as if they were a third command output. The analog sensors are contained in a bridge
circuit stimulated by an accurate 10 volts. The verification switch closures alter the
impedance in one segment of the bridge to produce a known output as a test verification
feature.

RU Operation

The RU continuously monitors the Instruction Bus for its RUID code, Upon detection of
its RUID, the RU Instruction is decoded to determine data type and channel address. The
I/O circuits are power strobed and the data sampled. If analog, then a data conversion is
made, and the RU will transmit a reply during byte n + 7. The RU employs a phase-locked
loop to achieve clock synchronization to the MU instruction bus clock rate and decodes
the instruction sync signal to achieve byte synchronization. Where the byte time is
16 clock periods at the 3.2768 MHz, the RU reply occupies only 13 bit times. The 3 bit
dead time allows for byte detection variation by the RU and variations at the MU due to
cable distance variations along the cable by the responding RU.

POWER SUPPLY VERIFIER UNIT (PSV)

The PSV supplies 10 ± 0.04 volts at a maximum of 2 amps as excitation power for
instrumentation transducers. The PSV also provides sixteen verification switch closures to
the transducer bridge circuits as a test function. The verification switch closures are
activated by a command output from an RU or MU. The PSV employs a DC to DC
converter with inrush current limiting and overload protection operating from a nominal 28
volt source and approximately 36.5 watts when supplying the full 2 amp output. The unit is
housed in an enclosure of approximately 145 cubic inches and weighs less than 6.5 lbs.
Physical configuration of the PSV is illustrated in Figure 4 “Power Supply/Verifier Unit”.
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ABSTRACT

A description of a unique approach for construction of modular data acquisition systems
using a family of standard thick film hybrid circuits. Each module is described in terms of
its universal function and examples of various system constructions are explained.
Demonstrating the advantages of this approach in offering minimum size, weight, and high
reliability, with resonable cost for various program applications.

INTRODUCTION

In 1975 Aydin Vector designed and developed the first hybrid thick film data acquisition
system (Model: MMP-600). The system was completely modular such that modules could
be assembled in various configurations to meet the users requirements. One or more
multiplexer modules, each equipped with a 37 pin microminiature connector and providing
up to 32 analog channels or 30 bi-level channels could be stacked with the basic modules
to form a complete PCM system. The advantages of this system are that a user could
expand or change the system configuration by simply adding or deleting modules by
plugging them into the stack. (See Figure 1)

The basic modules for all systems consists of a power supply, timer, formatter,
programmer, sample and hold and analog to digital converter and end plate. Located under
an access cover on the end plate is an EPROM which can be removed without disassembly
of the module stack or desoldering. The PCM format can be re-programmed in the field
providing the user with an additional option of changing the sampling rates by super
commutation or sub-commutated frame formats.

Additional custom modules could be added to the stack providing specific applications
such as differential analog inputs, low level amplifiers, Quad filters, delay shift registers,



serial data multiplexing, and counter modules. These modules further expand the capability
of the MMP-600 PCM unit.

In 1980 Aydin Vector elected to update the MMP-600 design by using a CMOS EPROM
with a larger memory (256 x 16). This new system became the MMP-900 Series which
provides the same advantages as the MMP-600 unit except that the modules could be
manufactured in stack up or hermetic sealed units. (See Figure 2)

The 900 Series modules provide the user with additional capabilities such as 64
combinations of gains and offsets can be provided from one programmable amplifier,
single ended or differential analog inputs can be programmed in the same analog
multiplexer, and the channels can be programmed to any location in the format by
re-programming the EPROM address and control circuits. This product improvement
allows the user to change gains, offsets, and channel locations by changing the EPROM or
re-programming the unit.

The advantages of using the modular data acquisition system are that the modules can be
mass produced thus reducing cost and delivery time. User flexibility is also provided by
adding modules to the stack to expand the system capability and re-programming the
EPROM’s provide additional formats, pins, offsets or single and differential input modes
of operation.

MANUFACTURING AND TEST TECHNIQUES

The modules which make up the MMP-900 and MMP-600 systems are manufactured
completely by well proven reliable processes and materials of hybrid thick film
technology. The construction meets the requirements of MIL-M-38510, Class B with the
exception of the non-hermetic sealed modules which cannot meet the leak test
requirements of MIL-STD- 883.

The integrated circuits, transistors, diodes, thin film resistors, and monolithic capacitors
are bonded and interconnected on multilayer screened ceramic substrates which also
contain screen printed thick film resistors. Manufacturing process travellers define the
process steps required to completely build and test each module. Each individual operation
is controlled by a detailed process specification which describes the operation in sufficient
detail for the operators to follow. These details assure increased reliability of the end
product.

The standard modules are manufactured in groups or lots thus reducing the cost of the
systems. This approach allows the manufacturer to use automatic and or semi-automatic
manufacturing equipment for wire bonding, chip mounting, and substrate screening. Set-up



time is ammortized over the lot size and economic lot buys for material also help lower the
overall lost of producing the modules.

Each module is individually tested to written procedures by using automatic or semi-
automatic test equipment. The first module test occurs at the completion of the assembly
prior to covering or sealing of the module. A second test occurs prior to burn-in and final
test is completed after burn-in. The non-hermetic modules are burned in at the system level
while hermetic modules are burned in individually prior to installation in the system.
Process screening tests are conducted on all modules prior to burn-in or system integration,
in accordance with MIL-STD-883 as applicable. The process screening tests consist of:
stabilization bake, thermal cycling, hermetic seal test, acceleration, and burn-in.

MODULE FUNCTIONS 900 SERIES (Refer to Figure 3 for Basic System Block
Diagram)

The power supply module provides the supply voltages required to operate the entire
system. The nominal input voltage is +28 Vdc. A crystal dock circuit is also provided
within the power supply module for synchronization and control of the PCM unit. External
inputs can be provided for external synchronization to other equipment such as computer
data or timing circuits. The DC/DC converter in the power supply is synchronized to the
data clock to reduce system noise for low level inputs.

The programmer modules work in conjunction with the EPROM’s and generate the major
frame sync, minor frame sync, addresses, controls, and frame counter functions for the
entire system. The addresses and controls are sent from the programmer to the
multiplexers, amplifier, formatter, and timer modules at two (2) times the system bit rate,
enabling the addresses and controls to be latched in one-half the word time.

The analog multiplexer module accepts the input signals from the measurement sensors,
adjusts the input for single ended or differential operation, depending upon the instruction
code received from the programmer module, and forwards the measured data, in the
sequence requested by the programmer address, to the programmable amplifier.

The programmable amplifier receives the data from the analog multiplexer and adjusts its
offset and gain for the particular input to a pre-determined range as instructed by the
address from the programmer module under memory control. After the data is offset and
amplified, as required, the amplifier module forwards the result to the pulse amplitude
modulation (PAM) output.

The sample/hold and analog-to-digital converter module accepts the PAM output from the
programmable amplifier, takes a sample of the analog data, holds the sample and converts



the analog sample to 8, 9 or 10 bit digital data as required by the system and transfers the
digital data to the formatter module.

Bi-level or discrete input data is accepted by a bi-level multiplexer in three (3), eight (8),
or ten (10) bit words. (Each bit represents one input). The bi-level multiplexer forwards
this data directly to the formatter module in the sequence and time required by the
programmer addresses. The formatter module accepts the analog and bi-level data, formats
the data as instructed by the programmer module and generates the NRZ-L data which is
forwarded to the timer module.

The timer module generates the word clock, sample pulse, and bit clock from the power
supply crystal clock. These clocks and pulses are provided to the programmer, formatter,
analog to digital convertor and programmable amplifier for control of the system timing.
The NRZ-L output from the formatter module is accepted by the timer module and
transformed into any of the following outputs: NRZ-L, NRZ-M, NRZ-S, Bi-N-M, Bi-N-S,
Bi-N-L, or Miller Code. A pre-modulation filter is also available in the timer module if
required.

SPECIAL APPLICATIONS

In addition to the standard features described so far, the modular data acquisition system
can be adapted to accept digital or analog data from guidance computers, autopilots,
seekers and 1553 Data Busses. Inputs of more than one type can be formatted within the
same encoder. Digital signals of all types can be accommodated through the utilization of
standard and custom modules.

Analog or bi-level inputs may be signal conditioned in various ways with the addition of
hybrid thick film signal conditioning modules and or discrete electronic parts. The signal
conditioning is virtually unlimited, bridge conditioners, strain gauge conditioners, thermo
couple conditioners, charge amplifiers and many more can be accommodated within the
encoder package.

With additional interface modules, remote units can be added to the system configuration.
The master unit will supply the address and control lines to the remote units, and the
output data can be read out thru the master unit. The interface modules utilize line driver
and line receiver devices in CMOS or TTL type circuits. The line drivers allow the remote
units to be placed in locations hundreds of feet from the master unit.



SYSTEM CONSTRUCTION

The MMP-600 and MMP-900 Series systems are packaged in the stack up style frames
shown in Figure 1. These systems consist of non-hermetic sealed modules and are the
smallest and lightest weight data acquisition systems available at the present time.

The MDS-900 Series systems are packaged on printed circuit boards using hermetic sealed
modules. These systems fully meet the requirements for high reliability aerospace
applications. The systems can be designed to fit into a variety of different areas by
changing the shape of the system housing. The MDS-900 units can be used in airborne or
ground environments. Figure 2 illustrates two different packaging styles.

RELIABILITY

All data acquisition systems are manufactured and tested to strict process control
procedures. The Quality Assurance Department reviews and approves all process and test
documentation prior to implementation. In-Process Inspection, Process Monitoring, and
Final Test are accomplished by Quality Control personnel and periodically monitored by
Quality Assurance Engineers to assure compliance to the specifications and processes. The
electronic design utilizes the latest in CMOS devices available, thereby reducing power
and heat dissipation and increasing the calculated mean time between failure rates. The
mechanical part layouts and module attachment have been qualified and tested to
withstand high shock and vibration environments, 15,000g at 2 milliseconds and 109 G
rms random vibration to 7000 Hz.

SUMMARY AND CONCLUSION

The modular approach to manufacturing data acquisition systems, described in this paper,
allows the user and manufacturer to design and construct the smallest and lightest weight
systems available today be utilizing hybrid thick film circuits. The overall program costs
are reduced by using the standard circuits, which are already available. Manufacturing in
large lots can reduce the material, manufacturing, and test costs. Additional custom
modules can be directly interfaced with the standard modules to provide additional system
capabilities. Overall system reliability is enhanced by the utilization of proven hybrid thick
film technology and the latest in CMOS devices to reduce power and beat dissipation. The
electrical design characteristics also allow the user to reduce the amount of signal
conditioners required by using the available gains and offset provided in the programmable
amplifier. In conclusion the modular data acquisition system can reduce the design and
development costs for the user and manufacturer and provide the smallest, lightest weight,
most reliable, and most cost effective systems available today. User design and 



development time is significantly reduced by the utilization of standard and custom
modules. Changes in the system configuration can be accommodated by the programming
or adding additional modules without significant costs.

FIGURE 1
MMP-600 STACKABLE MODULES



FIGURE 2
SERIES SYSTEMS & HERMETIC SEALED MODULES



 FIGURE 3
BLOCK DIAGRAM
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ABSTRACT

With the advent of digital technology in aircraft systems, the need for advancements in
digital data acquisition systems for flight testing became apparent. A thorough review of
aircraft systems integration employing the MIL-STD-1553 multiplex data bus revealed the
need for flight test systems that incorporate the advanced digital techniques and provide an
interface to the data bus. This paper provides an overview of the MIL-STD-1553
requirements including word structure and protocol, with special emphasis on the
requirements for synchronization and time tagging of the data acquired from the bus.

The data bus is a serial digital transmission system for interchange of control signals,
status and data between equipment internal to the aircraft (or other vehicle). The basic
multiplexing technique is Time Division Multiplexing (TDM) with the information coded
in 20-bit (16-bit data) words. The transmitted waveform is biphase operating at a bit rate
of 1.0 megabit per second. Transmissions are bi-directional on a twisted pair shielded
cable.

The requirements for a bus monitor unit which interfaces with the data bus for acquisition
and processing of information are described. The design for a Programmable Bus Monitor
(PBM) is detailed. The PBM provides a highly flexible and effective interface between the
MIL-STD-1553 data bus and an advanced digital flight test system.

INTRODUCTION

Over the last decade, the use of digital techniques in aircraft equipment has greatly
increased, as have the number of avionics susystems and the volume of data processed by
them. Analog point-to-point wire bundles soon proved to be an inefficient and
cumbersome means of interconnecting the sensors, computers, actuators, indicators and
other equipments onboard the modern military vehicle. To remedy this deficiency, a serial



digital multiplex data bus was developed. MIL-STD-1553 describes this bus. The 1553
multiplex data bus provides integrated, centralized system control, and a standard interface
for all equipment connected to the bus. Also, the bus provides a point at which all bus
traffic (information) is available for access by the instrumentation system.

Figure 1 shows a simplified arrangement which could be used to interface the flight test
system to a vehicle operational system that employs a data bus. The aircraft system could
be avionics, communications, stores management, flight controls or other onboard
operational system having internal information required for flight test system acquisition
and processing. A special interface unit, the bus monitor, is required to access the bus
information. AYDIN VECTOR’s PBM-1553 was designed for this purpose.

A brochure, “MIL-STD-1553 Theory and Applications,” was published to provide
Program Managers and Flight Test Systems Engineers with information regarding bus
protocol and design, and to serve as an introduction to the VECTOR PBM-1553 Data Bus
Monitor.

This brochure was prepared by the technical staff of AYDIN, VECTOR Division, in
collaboration with Mr. Donald H. Ellis, President of AeroSystems Associates and noted
contributor to the MIL-STD-1553 standardization effort. AYDIN, Vector Division,
designs and manufactures data acquisition systems and telecommunications equipment.

OVERVIEW: THE MIL-STD-1553 DATA BUS

The MIL-STD-1553 multiplex data bus standard defines a high speed digital transmission
system for interchange of control signal status and data between equipment internal to the
vehicle. By title, the standard is specified to apply to aircraft but has found wide
application in other vehicles such as missiles, ships and tanks. Figure 2 shows the
multiplex system architecture and information flow. The transmission method employed
borrows from Pulse Code Modulation (PCM) telemetry techniques that have been in use
for many years. The basic multiplexing technique is Time Dimension Multiplexing (TDM)
with the information coded into 20-bit words (16-bits data). The transmitted waveform is
Manchester II (biphase) operating at a bit rate of one megabit per second. The
transmission medium is twisted pair shielded cable. Transformer coupling is used to
maintain a balanced transmission line exhibiting high rejection rates for induced common
mode noise. The communications link is half duplex which means that signals are
transmitted in both directions on the line but not simultaneously.

The system design is a conservative approach to the communications protocol. A
command-response protocol was selected to provide positive system control by a single
master Bus Controller over up to 31 Remote Terminals. As indicated in Figure 2, the RTs



accept data from the BC, or transmit data to the BC and respond with status. A terminal
called a monitor is provided for accessing data bus information for off line use. A single
twisted-pair line may be used, but most military systems applications require an additional
bus for redundancy. Additional redundancy can be added for systems such as flight
controls where safety of flight is critical. The redundancy implementation requires a
significant increase in interface hardware.

WORD FORMATS

Three word types are defined in MIL-STD-1553:  command word, data word, and status
word. Figure 3 shows the word formats in relationship to the 1 MHz clock and bit times.
There are twenty 1.0 microsecond bit times allocated for each word. All words consist of
3 bit times synchronization pattern (bits 1-3), a 16-bit time field which is specified for each
word type (bits 4-19), and 1 bit time for a parity check bit (bit 20). The sync pattern
consists of an invalid Manchester II (biphase) wave form with 1½ bit times of the opposite
polarity. This allows the signal receiver to positively determine the beginning of a word
since this unique pattern cannot normally appear in the data. The parity bit is used to detect
errors in the 16-bit field. An odd number of bit errors can be detected since the parity bit is
fixed so that an odd count of “ones” is transmitted including those in the 16-bit field and
the parity bit.

The command word contains the 3-bit sync pattern, 5-bit RT address field, T/R bit, 5-bit
subaddress/mode field and parity bit. The positive to negative phase sync pattern
distinguishes the command word from the data word to provide additional word
identification. Note that the status word has the same polarity sync pattern as the command
word. This fact complicates the identification of word patterns for the bus monitor. The
command word RT address field provides a unique address code for up to 31 RTs.
Decimal address 31 (all “ones”) is set aside for an optional mode of operation called
broadcast. The broadcast and other modes of operation will be discussed in the next
section on message formats. The transmit/receive (T/R) bit is used to instruct the RT to
transmit or receive data. The 5-bit subaddress/mode field is used to specify the location in
memory or other subsystem element where data is to be taken from or placed into. Two
codes (all “ones” or all “zeroes”) placed in this field imply that the next 5-bit field contains
a special mode code rather than the data word count of the message. The mode codes
specified in the standard are optional and may or may not be implemented in particular
hardware.

The data word consists of the word sync, 16-bit data field, and a parity bit. The data field
will contain coded information related to the parameters or commands being transmitted.
The data may be binary coded values or discretes. The only requirement for the binary
coded values is that the most significant bit (MSB) be transmitted first with the less



significant bits following in descending order of value in the data word. The last bit
transmitted is the Least Significant Bit (LSB).

The status word is transmitted by the RT. The status word is transmitted by the RT. The
status word consists of the 3-bit word sync pattern (same as command word), 5-bit address
of the responding RT, and an 11-bit status field. Eight bits of the status field are assigned
with 3 bits reserved. The status bits are used to notify the BC of the operational conditions
of the RT and subsystem. A detailed description of the status bits is included in
MIL-STD-1553B.

MESSAGE FORMATS

Three basic types of information transfers are defined by MIL-STD-1553:  BC to RT
transfers, RT to BC transfers, and RT to RT transfers. These transfers are related to the
data flow and are referred to as messages. The basic formats are shown in Figure 4. The
normal command/response operation involves the transmission of a command from the BC
to a selected (address) RT. The RT either accepts data or transmits data depending on the
type (receive/ transmit) of command issued by the BC. A status word is transmitted by the
RT in response to the BC command if the transmission is received without error and is not
illegal. As indicated by Note 1, for the optional broadcast mode of operation, the status
response is suppressed. Broadcast operation is not applicable to transmit commands. The
broadcast mode of operation is not allowed for Air Force Avionics applications in
accordance with Notice 1 to MIL-STD-1553, dated 12 February 1980.

The optional mode command messages shown in Figure 5 are used in some applications to
provide for positive control of the multiplex data bus system by the BC. The standard
defines fifteen mode codes that are specified for certain functions and are not to be used
for any other purpose. The implementation of the mode commands is made optional by the
standard. The Air Force has restricted the application of mode commands in aircraft
avionics systems to certain ones as defined in Notice 1 to MIL-STD-1553B.

For the flight-test instrumentation system interface, the major concern is the acquisition
and formatting of selected data from the bus. It is important to know the message types
which can appear and how they are formatted in the system. This will facilitate the
selection and acquisition of the proper messages and associated data. Detailed mode code
definitions can be found in MIL-STD-1553B.



TYPICAL AIRCRAFT SYSTEM APPLICATION

MIL-STD-1553 has been successfully used on F-16, F-18, AH-64 and B-52 OAS aircraft
programs. The data bus is also being applied to advanced missile systems and electronic
pods carried on aircraft, and is being considered for shipboard and submarine weapon
systems.

A typical aircraft system implementation is shown in Figure 6. The Avionics System Bus
and the Stores Management System Bus are both MIL-STD-1553 data buses. Each bus is
dual redundant (two buses) and requires a Programmable Bus Monitor (PBM) to interface
with the flight test system. The flight test system is a distributed system employing a
control/data bus similar to but not necessarily the same as the 1553 bus. The
Programmable Bus Monitor provides a flexible unit for selection of bus messages and
words of interest for entry into the flight test system.

CONSIDERATIONS FOR PROCESSING MIL-STD-1553 DATA

Processing requirements for 1553 data must be considered when establishing the format
for the acquired data in the airborne system. The information from the data bus is not
necessarily cyclic and regular as is usually the case in flight test data systems. This is
because the typical aircraft systems employing the 1553 bus may be required to adapt the
sampling (transmission) rates for some of the data which is dependent on the flight regimes
or mode of weapon system operation. The control of the data bus traffic resides in the
mission computer/bus controller software and may be modified as a function of operational
conditions and equipment failures.

This leads to the requirement for time tagging selected data samples and providing status
conditions along with the data. The time tag allows for the identification of data samples
with respect to a known time base; thus easing the data processing task. Status information
is provided to identify the condition of the data with respect to staleness, overflow
condition, identification of the bus from which the data was received and error condition of
the data. The design of the PBM-1553 provides positive assurance that the multiple data
words received from a message are taken from the same message transaction. The design
of the unit also provides assurance that the flight test system sampling of the stored data
will not interfere with the storage of new data. This is necessary due to asynchronous
nature of the data bus and flight test system operation.

Since a test system’s capacity is typically limited by the available data link band width,
i.e., the transmitter and/or tape recorder, great care must be taken in allocating data
sampling rates to your measurements list. After allocations for discrete and digitized
analog data, usually little bandwidth space is left for bus data. For this reason, the bus



monitor must be programmable to select ONLY those bus words of interest in the test
application. The selected words are stored in the Buffer memory and made available for
sampling the test system. All other data is discarded by the bus monitor.

THE PBM-1553 PROGRAMMABLE BUS MONITOR

The Programmable Data Bus Monitor, PBM-1553, is a versatile airborne unit that provides
access to selected information from a MIL-STD-1553 data bus for input to the onboard
flight test system. The PBM-1553 will interface with a dual redundant 1553 bus and
operate as a monitor for data acquisitions without interference to the vehicle data bus
operation. The unit is compatible with MIL-STD-1553A, MIL-STD-1553B and the 1553
systems implemented in the F-16, F/A-18, B-52 OAS, AV-8B, A-10 and other, modern
military aircraft. Some significant features of the PBM-1553 are:

OPERATION:  The Unit will only receive and will not interfere with the vehicle data bus
operations.

INTERFACE:  Dual redundant inputs, strappable for either direct or transformer coupling
in accordance with MIL-STD-1553B.

PROGRAMMABLE:  The unit can be programmed by use of the EPROM to acquire
selected 1553 messages and selected words from the messages. Strap options for
connections are also provided.

TIME TAGS:  The selected 1553 data can be tagged with time information for use in
data processing.

DATA INTEGRITY:  The integrity of the received data is assured with status provided
to the user.

STAND ALONE PACKAGE:  A small (7x6x5 inch) rugged package is self-contained;
requiring only connections to the data bus, power source and the flight test system.

OPTIONAL HYBRID VERSION:  A hybrid version is available for use where space
and weight limitations are critical.

The simplified functional block diagram of the PBM-1553 unit is shown in Figure 7. The
bus receivers (2) are required to provide the coupling and signal conditioning for interface
to the data bus. The word decoders accept the conditioned bus signals and perform error
checking, identification and validation of the command data and status words. Two
decoders are required to provide redundant operation which allows bus switchover under



control of the bus controller as specified in 1553B. The message processor and EPROM
perform the message identification and tracking, message selection, interface to time tag
generator and interface-to-buffer memory. The time generator/control logic provides an
internal 16-bit time counter with programmable rates. A 32-bit parallel time input port is
provided if an external time code is desired. The data bus word buffer memory can store
up to 240 unique messages of up to 4 words each allowing a total of 960 words to be
selected and stored. The number of messages may be decreased to allow more words per
message within the 960 word limit. The buffer memory is expandable if more storage is
required.

Programming is accomplished in two tiers of programmable memory. The first tier
identifies the messages of interest via the RT address, T/R bit, and subaddress of the
command word which initializes that message. The second tier provides the word lists (up
to 240) for selecting the words desired from each message.

The PBM 1553 is compatible with most state-of-the-art test systems. Output is via a single
parallel port, 8 or more bits in length. An internal “Pre-formatter” utilizing an EPROM
stored sequence simplified interfacing to three timing signals:

- Data Request
- Word Rate Clock
- Major Frame Clock

For test systems which can provide remote address outputs, (8 address bits plus one strobe
minimum), the PBM 1553 is available without the Pre-formatter to allow direct remote
addressing from the test system’s central formatter. VECTOR PDS-700 systems utilize
this configuration to support remote signal conditioning/multiplexing.



FIGURE 1 - PART OF THE FLIGHT TEST INSTRUMENTATION SYSTEM,
THE MONITOR, OR INTERFACE UNIT, IS NEEDED TO ACQUIRE AND
FORMAT INFORMATION FROM OTHER VEHICLE OPERATIONAL
SYSTEMS.



FIGURE 2 - THE BUS CONTROLLER (BC) INITIATES COMMUNICATIONS
TRANSACTIONS (MESSAGES) BY ISSUING COMMANDS TO SELECTED
RT’S. THE RT’S ACCEPT DATA OR TRANSMIT DATA AND RESPOND WITH
STATUS. THE BUS MONITOR ACCEPTS SELECTED COMMANDS, DATA
AND STATUS FOR OFF-LINE USE AND DOES NOT NORMALLY RESPOND
TO THE BC. A SINGLE TWISTED-PAIR TRANSMISSION LINE CAN BE
USED, BUT MOST MILITARY SYSTEMS REQUIRE AN ADDITIONAL BUS
FOR REDUNDANCY. ADDITIONAL REDUNDANT BUSES (DOTTED LINES)
MAY BE ADDED FOR FLIGHT-CRITICAL SYSTEMS.



FIGURE 3 - ALL WORDS CONSIST OF 20 BITS WITH THE FIRST 3 BITS
ASSIGNED FOR WORD SYNC AND THE LAST BIT IS DESIGNATED PARITY.
THE THREE WORD TYPES ARE SHOWN.



FIGURE 4 - THE BASIC INFORMATION TRANSFER FORMATS DEFINED BY
MIL-STD-1553.

FIGURE 5 - MODE COMMAND INFORMATION TRANSFER FORMATS.



FIGURE 6 - A TYPICAL AIRCRAFT SYSTEM APPLICATION SHOWING
CONNECTION OF FLIGHT TEST SYSTEM TO THE BUSES.



FIGURE 7 - SIMPLIFIED BLOCK DIAGRAM OF THE VECTOR PBM-1553
PROGRAMMABLE BUS MONITOR... DESIGNED TO PROVIDE FLEXIBLE
ACCESS TO DATA BUS INFORMATION FOR THE FLIGHT TEST SYSTEM.
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ABSTRACT

The Israel Military Industries (IMI), Systems Division, has had requirements for telemetry
systems and measurements techniques to obtain data regarding projectiles performance
in-flight and in-bore. This paper presents a brief description of a new programmble PCM
telemetry system which employs several novel techniques like flexible multiplexing,
programmable signal conditioner on a channel per channel basis for multiple gains and
offsets), and a miniature size due to thick film hybrid construction and all thses along with
very high shock survivability and long term reliability.

This paper also presents a description of a very low cost telemetry package for measuring
the in-flight spin rate using a specially designed transmitting antenna, a telemetry package
for measuring event type phenomena and analog data (acceleration, pressure, strains, etc.)
while the projectile is traveling in-bore.

Examples of data obtained during actual firings are presented and discussed.

INTRODUCTION

As Weapons technology advances and the weapons and projectiles become more
sophisticated, more advanced experimental tools and techniques are required.
Measurements made of the behavior of the projectile during launch and in flight using
telemetry sytems is found to be the best technique. Various on board sophisticated
electronic subassemblies, special delicate electromechanical devices etc., has resulated in a
need for telemetry systems and measurement techniques in order to evaluate the in-bore
environment and the operation of the on-board subassemblies and to monitor the in-flight
performance of the projectiles and its subsystems.



The in-bore environment was found to be very severe to standard telemetry packages, and
they would not survive such an environment. The typical acceleration forces associated
with projectile firing (the kind this paper intends to describe) are of levels of 10,000 g with
angular acceleraion of more than 250,000 radians per second squared. Many projectile
anomalies have been proven to have occurred during this in-bore environment and
therefore, there has been increased interest in obtaining the in-bore telemetry data. Thus,
the in-bore telemetry packages are designed to survive and operate during the gun firing
contrary to the in-flight telemetry systems which have only to survive the gun firing.

This paper reviews several in-flight telemetry systems, from a very simple one, which tests
only one flight parameter, to one very advenced, which is a programmable PCM telemetry
systems, along with some special purpose in-bore telemetry packages.

PROGRAMMABLE PCM ENCODER

The Programmble PCM Encoder was developed in collaboration with Aydin Vector
Division, Newtown Pa. 19840 and with the assitance of Mr. Lee Glass and Mr. David
Everswick from Technical Support Directorate, US ARRADCOM, Dover, NJ 07801.

The programmable PCM Encoder (Aydin Vector Series MMP-671-HS) Fig 1 has been
designed to provide the user sufficient flexiblity in the field to accomodate most changes in
data sampling rates and data field formats typically encountered in a test and evaluation
program of smart projectile. Programming amplifier gains and offsets and of multiplexer
mode selection for single-ended or differential operation is provided. Additionally, the
stored program can be erased and reprogrammed without removal of any component. This
is accomplished by the use of a Programmble Read only Memory (E-PROM) in
conjunction with uniquely designed micro-processor control circuit.

The construction of the PCM Encoder is based upon standard hermetic hybrid modules
(Fig 2 and Fig 3 ).The construction of the modules is based on chip and wire technique.
This technique was selected after consideration and testing all viable construction methods
in order to survive the high shock firing.

The functional block diagram of the PCM Encoder is shown in Fig 11.

Any combination of single ended and differential analog and bi-level (discrete) data inputs
are accepted by this system. Single ended high elvel analog inputs are time-division
multiplexed by the MP-601/608 modules. Differential analog inputs, which can be low
level or high level, are multiplexed by the same modules, when S/E or D/E mode is
selected via the EPROM program. The multiplexed analog signal is further conditioned by
the SC-632 differential amplifier and merged with the high level PAM signal which is fed



to the AD-606 sample and hold and analog-to-digital converter module. The A to D
convereter digitizes each analog sample into a binary number with up to 10-bit resolution
(one part in 1024). This data is fed into the formatter module, FM-618, which also receives
the multiplexed bi-level data from MP-602 modules. The formatter provides accurate
threshold detection for bi-level inputs, merges them with the digitized analog data, inserts
frame and subframe synchronization words and feeds the resulting composite multiplex
data to the timer module, TM-615P in serial form. The timer converts this data to the
desired PCM codes (NRZ or Bi-N), generates parity bit if required and provides
premodulation filtering. Test outputs such as bit clock, word clock and frame sync pulses
are also provided by the timer module.

The operation and timing of the entire system is under the control of the processor module,
PR-614, which functions as a microprocessor executing the software program entered into
a 512 x 8 programmable read only memory (PROM).

The PCM Encoder employs a synchronous isolated power supply, the PS-607 module,
which also contains the basic system clock with four externally programmable bit rates. A
second pre-modulation filter is provided, which has an adjustable level output. Five of the
PCM Encoders have been field tested and fired in 155 mm howitzers with very good
results.

IN-BORE TELEMETRY PACKAGES

Two systems were designed in order to gather in-bore data.

 The first system, TM-M Series, (Fig 4 & 5 ) is intended to measure event type phenomena
data during in-bore travel and a short time after projectile exits from the gun barrel. This
system was designed to acquire data regarding the function of safe & arm devices or a fin
deployment aparatus, thus the data is event type, i.e. when something happened and if at
all. The system consists of a multiplexer of six channels, a memory device (a CMOS
RAM-Random Access Memory) a timing and control section, a very low cost transmitter
and a power source which is built from four lithium batteries.

The data is collected in the six channels from the projectile as it starts its travel through the
barrel and during a time period of 125 ms (with a resolution of 240 µs and accuracy of
0.1% or better). Then, the system is automatically switched to the transmitting mode, and
all the data stored in the on-board memory is serially transmitted with a unique
synchronization pattern. The data is transmitted in a recyclly manner, thus, the data is
trasmitted many times during the projectiles flight and as such, the reliability of the
receiving decoding and processing is increased. A special purpose decoding system is used 



in order to make the data reduction. In Fig. 14 are shown test results from TM-M
telemetry.

The second system, TM-AM Series, fig. 7 is also a memory based telemetry package,
based on a modular design which enables construction of systems having any number of
analog channels. Each channel is processed by a separate and independent module. The
module can handle a wide range of unipolar or bipolar analog input voltages. Input signal
conditioning is available for a wide variety of piezoelectric transducers (e.g. PCB 305A
series accelerometers). The system enable data collection in places form which
transmission is impossible or unreliable. This is accomplished by storing the data in an
internal memory.

The system was designed to withstand stringent environment and especially very high
shock conditions, and to be reusable. Therefor, it is especially suitable for measuring
events inside an artillery fired projectile during its movement along a gun barrel or in a
soft-recovery facility. (Fig 8 ).

The analog input data of any channel is sampled at preselected sampling rate (one of eight
possible rates from 30 µs to 4 ms) and is being converted to a digital form. An impact
switch provides trigger for start of storage cycle. 2048 Converted samples are then stored
in a RAM. The controller of every channel is capable of responding to an unlimited
number of storage cycle starting triggers provided the duration between two consecutive
triggers is longer than a prechosen minimum duration. ( This is done in order to prevent
system turn on during undesired movement of the measured body or its falling).

Power is supplied to the system from an internal 12V nicad rechargeable battery pack. One
of two standard battery packs is available, one having 1.2 AH capacity and a smaller one
of 225 mAH. For longer operating time the system can be furnished with two packs of any
type. For other applications a suitable battery pack can be provided to ensure a continuous
operation between half an hour to two hours without recharging.

The telemetry system can include as an option a multiplexer/formatter unit that converts
the byte serial output of all the channels to one serial data stream with synchronization
pattern (according to IRIG standard PCM format) for transmitting purposes.

A TMD-AM multi-purpose peocessing system for the telemetry package is used. This
processing system consists of a decoder, a simulator and a testing unit. After the test the
telemetry package is connected to the processing system. The decoder of the processing
system converts the digital data back to analog form. It also enables to feed the raw digital
data, the control signals and the restored analog data onto magnetic tape or paper tape
Recorder.



The restoring rate in the decoder can be accelerated or deaccelerated relatively to the
sampling rate. The simulator and the tester in the processing system enable telemetry
simuation and dynamic test of the telemetry system during the assembly process and
before operation. The processing system is also an effecient tool in troubleshooting and
field testing of the telemetry system.

Fig. 9 and Fig. 10 are examples of data taken by TM-AM Series telemetry system, fired in
the IMI Soft Recovery Facility (Fig. 8 ). Soft recovery of the projectile is obtained by
attaching a Waterscoop to the test projectile and firing the projectile into a water trough,
inclined at s small angle to present an ever-increasing depth of water to the advancing
projectile. The momentum of the projectile is then transferred to the water ejected forward
by the scoop on the projectile. As seen in Fig. 9 and Fig. 10 some accelerations are
induced into the instrumented projectile. while traveling in the soft recovery system. Much
effort is given to understand these phenomena and to recommend measures that should be
taken in order to maintain lower induced accelerations.

SPIN RATE TELEMETRY PACKAGES

The knowledge of spin rate of a projectile during flight is essential in the development of
new projectiles.

IMI Systems Division has designed a unique telemetry package, TM-S Series, to measure
the spin rate of a projectile during flight. The TM-S telemetry package is a device installed
in a projectile in place of the fuze. It transmitts information to a ground receiving station
while the projectile is in flight (Fig. 6 ).

The TM-S components are a specially designed transmitter with an antenna, and a power
source which is built from 4 lithium batteries. The roll plane antenna pattern (Fig. 11 )has
two lobes and two zeros, thus, on each rotation of the projectile the ground receiving
station will recieve two peaks in magnitude. Recording the AGC Level of the receiver (or
using other technique to record the magnitude of coming RF signal) and processing it by
counting the number of peaks per second and dividing it by 2, will give the exact spin rate
of the projectile (Fig. 13 ).

The same transmitter and antenna is used on TM-M and TM-AM telemetry packages
(when used in actual firing and not in a soft Recovery System) thus, providing spin rate
data along with in bore data on the same projectile and firing.

IMI, Systems Division has been using these telemetry sytems for several years. About one
hundred packages were fired successfully without malfunction. (Example of data as
compared to simulation is shown on Fig. 13
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Fig 11 : Roll plane pattern of the transmitting antenna of TM-S and TM-M
telemetry systems.



FIG. 12:   PCM ENCODER FUNCTIONAL BLOCK DIAGRAM.



Fig 13 : SPIN RATE OF PROJECTILE DURING FLIGHT

Fig 14 : DECODED DATA FROM TM-M TELEMETRY (S & A DEVICE)
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ABSTRACT

Optical communications technology promises substantial size, weight and power
consumption savings for space to space high data rate communications over presently used
microwave technology. These benefits are further increased by making the most efficient
use of the available optical signal energy. This presentation will describe the progress to
date on a project to design, build and demonstrate in the laboratory an optical
communication system capable of conveying 2.5 bits of information per effective received
photon. Such high power efficiencies will reduce the need for photon collection at the
receiver and will greatly reduce the requirements for optical pointing accuracy, both at the
transmitter as well as the receiver. A longer range program to demonstrate even higher
photon efficiencies will also be described.

INTRODUCTION

A substantial interest in space to space optical communications was generated in the late
1960’s as a result of the invention of lasers and the realization that communications
components could be reduced in size and weight by going to optical wavelengths. This
enthusiasm quickly subsided as the inefficiencies and reliabilities of lasers, as well as the
magnitude of the optical pointing problems were fully appreciated. Recent advances in
gallium arsenide semiconductor laser technology have almost completely eliminated the
problems associated with optical signal generation. The severity of pointing requirements
can likewise be diminished by designing systems which do not require large optical
received power concentrations at the receiver.

It was originally believed that optical communications would be limited by the “quantum
limit” to one nat of information per received photon (1 nat = 1.44 bits). However, it has
more recently been recognized that this limit does not apply to direct optical detection and
that substantially higher power efficiencies should indeed be possible [1-5]. Yet, such
studies dealt with quantities such as channel capacity and computational cutoff rate, and



simply prove the existence of such systems, not the actual design of systems to achieve
such performance. For this reason a project was initiated at the Jet Propulsion Laboratory
to design a system capable of conveying 2.5 bits/detected photon and to demonstrate the
performance of the system in the laboratory environment. The 2.5 bit number was selected
because it was comfortably, but not excessively above the “quantum limit”. Later systems
designs will utilize the knowledge gained from this project to achieve even greater power
efficiencies.

DESCRIPTION OF THE 2.5 BIT/DETECTED PHOTON PROJECT

A block diagram of the laboratory demonstration system is shown in Figure 1. The heart of
the optical portion of the system consists of a gallium arsenide semiconductor injection
laser and a direct detection photomultiplier tube. The GaAs laser diode is a high quality,
single spatial mode device operating at 0.85 µm and has the reliability and durability
characteristics of solid state devices. The light emitted from the laser is passed through
some elementary optics followed by 70-100 dB of neutral density filters (attenuators)
which simulate space loss. The attenuated optical signal is then applied to a
photomultiplier tube (PMT) detector which has a high internal gain (>106), a quantum
efficiency around 20% and, with moderate cooling, an extremely low dark current. Of
course, to eliminate stray laboratory light, all of the optical components must be placed in
an extremely dark enclosure.

Surrounding the optical components are the modulation and coding hardware. The laser
diode is driven by a 256 slot/word PPM modulator which decides, based on an 8-bit input
word, which slot the pulse should be placed in and then provides a current pulse during
that slot to turn on the laser. Obviously, the inverse of this process is applied to the PMT
output to recreate the 8-bit word. To improve the performance of the system, an 8-bit
Reed-Solomon code is then used to surround the PPM portion of the system. An 8-bit
Reed-Solomon encoder considers 8-bit segments of the incoming (binary) data stream as
individual (generalized) symbols and then performs error correction coding over strings of
these generalized symbols. Since the code symbol size and PPM word size are matched,
PPM word erasures or errors correspond to single Reed-Solomon code symbol erasures or
errors respectively. Such codes are well known for their burst erasure fill-in capabilities
and furthermore, can compensate for combinations of errors and erasures. The data
streams supplied to the encoder and delivered from the decoder are then compared for an
overall bit error rate measurement.

The demonstration program was divided into four phases. The first phase involved only the
PMT and its associated preamplifier and was intended to characterize the dark current
noise distribution of the detection system. In the second phase the laser was added and the
optical pulse erasure and error statistics were evaluated. The PPM modulator and



demodulator, which were specially designed and fabricated for the project, were added in
phase III so that the PPM word error and word erasure probabilities could be measured.
The final phase will encompass the coding hardware and will demonstrate the 2.5 bit
performance goal.

To date all four phases of the demonstration project have been analyzed and the first three
phases have been experimentally confirmed. The analysis of the demonstration clearly
indicates that the 2.5 bit/detected photon goal can be achieved. The results of this analysis
are shown in Figure 2 where the probability of decoded bit error is shown as a function of
the energy efficiency parameter, D, measured in bits/detected photon. The performance
curves are shown for two Reed-Solomon codes, the NASA standard (255, 223) code and
the slightly more complex (255, 191) code, and the performance of each code is shown for
several values of post PMT detector threshold, (. This figure shows that although the (255,
223) code falls slightly short of achieving the 2.5 bit/detected photon goal, the (255,191)
code easily accomplishes the objective.

The first three phases of the demonstration have been experimentally shown to conform to
our theoretical predictions using the experimental setup shown in Figure 3. These phases
were deemed to be the most crucial since they involve the validity of the modeling of the
physical processes associated with photon detection. The final phase involves only
demonstrating the performance improvement of a well known error and erasure correcting
code and is expected to yield no surprises.

THE NEXT STEP

As stated earlier the 2.5 bit/detected photon goal was only intended to be the first step in
the development of power efficient optical communications. A much more ambitious
program is now being formulated to exploit the intuition and understanding afforded by the
first step. The specific program objectives are to develop and demonstrate in space an
optical communication system which emits one watt of optical output power and has a
communications data transfer efficiency of 50 Mbps at 10 bits per received photon. The
demonstration would be conducted from the Space Shuttle and the link would be
established by a corner reflector on some host satellite. Thus, both the transmitter and
receiver equipment would be recoverable after the demonstration for use in subsequent
testing activities or even operational deployment.

The communications range was not specified in the objective as it is a free parameter
which depends on the desired aperture sizes. However, the following example serves as a
convenient and practical illustration. We assume that 50 Mbps is to be transmitted across
an 80,000 Km intersatellite link. We assume also that one watt of optical power is
available and that both the transmitting and receiving optics are 50% efficient (1 µm
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wavelength assumed). Then, with a 10 bit/received photon performance capability, the
above link could provide a bit error rate of 10-6 with a 7 dB margin using only 2 cm
telescopes at both ends. It should be pointed out that the diffraction limited beam
divergence for such a telescope (and hence the pointing accuracy requirement) is no more
stringent than that of a deep space tracking antenna used at 100 GHz.

It should be further pointed out that the extension from 2.5 bits per detected photon to 10
bits per received photon represent more than a factor of four increase. That is because
quantum detection efficiencies are taken as unity when referring to detected photons
whereas they are not when referring to received photons. Since present photomultiplier
tube detectors are approximately 20% efficient, a factor of 20 improvement is required for
the follow-on program. Such improvements will require developments not only in
communications system design but physical components as well. Several promising
technology developments which make such performance projections plausible will also be
described.

CONCLUSION

Optical communications offers substantial benefits for space to space communications
provided its major technological obstacles can be overcome. The primary remaining
impedement, that of pointing accuracy, can be greatly diminished by achieving higher data
transfer-power-efficiencies. We have described a demonstration project already in
progress which is confirming 2.5 bit/detected photon efficiency and a follow-on program
reaching for even higher power efficiency.
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Fig. 1. Block diagram of 2.5 bit/detected photon demonstration system.



Fig. 2. Coded bit error performance for PMT gain of 3.2 x 106 and 53 dark counts/ sec.:
(a) (255, 223) rate 7/8 R-S code, (b) (255, 191) rate 3/4 R-S code.
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ABSTRACT

The complete statistical behavior of the random gain of a photomultiplier tube (PMT) has
not previously yielded to exact analysis. In this paper a Markov diffusion model is used to
determine an approximate probability density for the random gain. This approximate
density preserves the correct second order statistics and appears to be in reasonably good
agreement with previously reported experimental data. The error performance of a simple
binary direct detection optical communication system is analyzed using this density.

INTRODUCTION

The photomultiplier tube (PMT) is an optical energy detector which has high enough
internal gain to provide adequate output signal levels at low light levels. Electrons that are
emitted at the cathode of a PMT are directed through a series of dynodes by an applied
electric field. A single electron emitted at the cathode causes a number of secondary
electrons to be emitted at the first dynode. These secondary electrons from the first dynode
are in turn directed to a second dynode where this multiplication process is repeated for
each impinging electron. This electron multiplication process is repeated through a series
of several dynodes until the electrons from the last dynode are collected at the PMT anode
with the resulting anode current being the PMT output. The PMT gain is defined to be the
total number of electrons collected at the anode as a result of a single electron emission
event at the cathode. Since the number of secondary electron emissions at a dynode for
each primary impinging electron is a random quantity, the overall PMT gain is a random
variable. Thus the PMT output current signal resulting from a single electron emission



event at the cathode is also random in nature. In optical communications, direct detection
receivers employ photo-detectors with internal gain such as PMT’s in low light level
situations to overcome thermal noise in the amplification stages following the PMT. The
probability distribution of the random PMT gain is then required to determine error
performance in systems that use a PMT detector. It is well known [1,2] that the random
electron multiplication process can be modelled by a Galton-Watson branching process
[3]. Although the mean and variance of the gain can be readily determined using the
branching process model, the problem of determining an explicit expression for its
probability distribution appears to be intractable. An approach to circumvent this
intractable problem is to obtain an accurate approximation of the probability distribution of
the PMT gain to evaluate the error performance of the optical communication system.

Feller [4] was the first to suggest the use of a Markov diffusion process approximation to
analyze the statistical behavior of a Galton-Watson branching process. Feller’s approach is
to use a diffusion process approximation with similar second order incremental state
transition statistics to those of the original branching process.

In this paper we employ Feller’s approach to obtain a Markov diffusion process
approximation of the PMT gain branching process. The resulting diffusion process then
has a marginal probability density which is obtained by solving a Fokker-Planck partial
differential equation. This density can then be regarded as an approximate density for the
PMT gain. This approximate density of course yields the true mean and variance of the
PMT gain. Moreover the general shape of the approximate density appears to be in good
agreement with experimental PMT gain data reported in the literature [5].

The number of electrons emitted at the PMT cathode is also random in nature and can be
assumed to be Poisson distributed. Thus the random nature of the number of electrons
collected at the anode is a result of both the random electron emission process at the
cathode and the random PMT gain. It is the probability distribution of the number of PMT
anode electrons that is required for evaluating communication system error performance.
In order to determine an explicit expression for this distribution, the distribution of the gain
is again required. Hence the problem of determining an explicit expression for the
distribution of the number of PMT anode electrons appears to be also intractable. In this
paper we obtain an approximate density for the number of anode electrons by using the
approximate density for the gain random variable derived from the diffusion
approximation. This approximate density is then used to analyze the error performance of a
direct detection communication system with a PMT detector and an on-off binary
signalling scheme. Here the laser transmitter light source is either on or off in a binary
symbol time. We consider a simple receiver which integrates the PMT amplifier output
over the symbol time period and compares the result to a threshold. Detection of the laser
light is then declared if and only if the threshold is exceeded. The error performance of this



system is analyzed taking into account the random PMT gain and the thermal noise in the
PMT output amplifier.

BRANCHING PROCESS MODEL AND THE DIFFUSION APPROXIMATION

A primary impinging electron at a dynode causes a random number of secondary electrons.
In this paper it is assumed that the number of secondary electrons generated per primary
electron is Poisson distributed with mean µ, where µ = average gain per dynode stage. The
Poisson assumption can be regarded as being valid when the physical nonuniformities
across the dynode surfaces are small [6,7]. In the dynode electron multiplication process it
can be assumed that the secondary electron emission process operates on each individual
primary electron in a statistically independent manner [1,2,5-7]. Hence the number of
secondary electrons resulting from different primary electrons are independent random
variables. This independence assumption leads directly to a branching process model for
the overall PMT gain. Specifically for k $ 1 let Sk = total number of electrons emitted by
the kth dynode. Moreover define S0 = 1 = number of electrons emitted by the cathode and
G = PMT gain = total number of electrons collected at the anode as a result of a single
cathode emission event. So under the above assumptions,

(1)

where {Nki, k $ 1, i $ 1} are independent Poisson random variables each with mean µ.
The process {Sk:k $ 0} is known as the Galton-Watson branching process [3] model of the
PMT gain process. Note that for a PMT with < dynode stages, the overall PMT gain
G = S<. A PMT with < dynode stages has average gain G& = E[G] and variance of G given
by

(2)

(3)

A typical PMT such as the RCA C31034 has < = 11 dynode stages with  G& = 106, so
µ = 3.51. In this case it can be seen from (3) that the standard deviation of the gain G is
roughly half of the average gain G&. Hence the distribution of G can be expected to be quite
widely spread about its mean. This is the situation with many PMT’s where the standard
deviation of the gain is of the same order of magnitude as its mean. It can be shown that



the probability generating function                                of Sk is given by

(4)

where g(z) = eµ(z-1) is the pgf of Nki. Unfortunately it is not possible to invert the pgf (4)
analytically to obtain the distribution of the gain because the number of dynode stages is
usually sufficiently large enough to render that problem intractable. Thus the problem of
determining an explicit expression for the probability distribution of the gain G appears to
be intractable.

A viable alternative is to attempt to obtain an accurate approximation of the PMT gain
probability distribution. We propose to accomplish this goal by using a diffusion
approximation of the branching process gain model. Diffusion approximations have
previously been successfully employed in many stochastic process problems such as in the
analysis of queuing systems [8]. We apply Feller’s diffusion approximation approach to
obtain an approximate distribution for the PMT gain as follows. Let S(t) be a diffusion
process satisfying the Ito differential equation [9]:

(5)

where W(t) is a Wiener process with zero mean and variance t. Here $ is the infinitesimal
mean or drift and " is the infinitesimal variance of S(t). That is, for small )t,

(6)

(7)

Since the PMT gain G, which is usually of the order of 106, is large we can represent it as
a continuous random variable. Let us now approximate the branching process gain model
{Sk} given by (1) by the continuous-state continuous-time diffusion process S(t). Moreover
this approximation shall be made so that the infinitesimal parameters (6) and (7) of S(t)
possess the same behavior of the corresponding incremental mean and variance of Sk. Note
from (1) that E[Sk+l - Sk*Sk = n] = n(µ-l) and Var[Sk+1 - Sk*Sk = n] = nµ are both
proportional to the population size Sk = n of electrons emitted by the kth dynode. In order
to preserve this behavior, we set the infinitesimal parameters

$(x,t) = $x (8)
"(x,t) = "x (9)



to also linearly increase with population size x. We shall not at this time specify the
constants " and $ in view of the difference in time scales between the processes Sk and
S(t). t then follows from a well known result on diffusions that the marginal probability
density p(x,t) of S(t) satisfies the Fokker-Planck equation:

(10)

with initial condition p(x,0) = *(x-1). Instead of solving for p(x,t) directly, consider its
moment generating function (mgf)

(11)

which can be shown [10] from (10) to satisfy the following equation

(12)

with initial condition N(u,0) = e-u . The solution of (12) is

(13)

where A = e$t  and                                  . We want to choose the parameters A and B so
that S(t) represents the gain G = S< of a <-stage PMT with average gain G&. In particular, A
and B are chosen so that the respective means and variances of G and S(t) are equal.

It can be shown that E[S(t)] = A and Var[S(t)] = 2AB. So in order that G and S(t) have the
same second order statistics, it follows from (2) and (3) that we require

A = G& (14)

(15)

Finally, (13) can be inverted to obtain the following approximate probability density PG(x)
of the gain G of a PMT with average gain G& and < dynode stages:



(16)

where A and B are given by (14) and (15) and where I1 (q) is the modified Bessel function
of the first kind.

The 11-dynode RCA 31034 PMT has usable average gain G& in a range from 105 to over
107. Figure 1 shows the approximate density (16) normalized to give a density for G/G& for
G& = 106. As can be seen from this figure, the density is not symmetric about the mean and
in fact peaks at a point below the mean value. Also there is considerable probability mass
below the mean. These properties appear to be in good agreement with experimental PMT
gain data reported in the literature [5]. In particular the asymmetric nature of the density
(16) appears in the experimental results. Also shown in Figure 1 is the corresponding
density function that is the positive truncation of the Gaussian density with the same mean
and variance as G. The truncated Gaussian approximation is sometimes used [11] to
simplify the analysis of systems using PMT’s. However the simpler truncated Gaussian
approximation has a mean larger than G& and substantially more probability mass above the
mean than (16). Hence, using the Gaussian approximation to analyze communication
system performance could produce overly optimistic results.

BINARY OPTICAL COMMUNICATIONS

Consider a direct detection optical communication system utilizing a PMT as a
photodetector with a binary signalling scheme in which the signalling time period is
divided into successive time slots of Ts seconds duration. A given slot is either a “noise
slot” in which case no incident light from the transmitter light source is received at the
PMT cathode, or a “signal slot” when incident light of constant intensity from the
transmitter is received. The problem of concern here is to detect whether a given time slot
is a signal slot or a noise slot based on the amplified PMT output in that time slot. We
shall consider a receiver which integrates the amplified PMT output during a slot time Ts,
normalizes the integrator output by the integration time Ts and compares the result to a
threshold (. A signal slot is declared if and only if the threshold is exceeded. The error
performance of this simple binary receiver shall be analyzed here. A block diagram of this
system is shown in Figure 2. Let V(t) be the additive white Gaussian noise process
representing the thermal noise in the amplifier. Suppose N = Number of electrons emitted
at the photocathode during the slot time of duration Ts and                are the emission times
of those N electrons. Also suppose the electron emitted at time ti undergoes a gain Gi



through the PMT dynode chain. Since the PMT electron multiplication process operates
independently on each electron emitted at the cathode the gain random variables Gi are
mutually independent. Denote e = electron charge = 1.6 x 10-19 coulombs, Wp = PMT
bandwidth and Tp = 1/Wp = PMT response time. Suppose the anode is terminated with
resistance R. Then a pulse of GieWp amps is generated at the PMT anode as a result of the
i-th electron emission. So, the PMT amplifier output process X(t) is given by

(17)

where p(t) $ 0 can be assumed to be a pulse of duration Tp = 1/Wp seconds satisfying

Since it is reasonable to assume that Ts > Tp, the detector statistic

is given by

(18)

where V is a zero mean Gaussian random variable. The amplifier thermal noise V(t) can be
assumed to have spectral density N0 = k2R (volt;)2/Hz where k = Boltzmans constant =
1.38 x 10-23 watts/Hz-EK, 2 = amplifier noise equivalent temperature (EK)
and R = amplifier equivalent input resistance (assumed to be matched to the PMT anode
load resistance). So the variance F2 of V is equal to N0/Ts. Moreover the number N of
cathode emission events in the signal slot time can be assumed to be Poisson with intensity
equal to the average number of electron emissions per slot time. In a noise slot, electron
emissions are due to the PMT dark current, whereas in the signal slots they are due to both
dark current and received light excitation. In particular, if H1 is the hypothesis of a signal
slot and H2 is the hypothesis of a noise slot, then N is a Poisson random variable with
parameter "i where "2 = N&n = average number of dark current cathode emissions per time



slot, "1 = N&n + N&s and N&s = average number of cathode emissions due to received light
excitation per signal time slot. From (18) it is clear that in order to determine the receiver’s
error performance, the distribution of

(19)

must be determined under each hypothesis Hi. This requires the PMT gain probability
distribution, which is the common distribution of all the random variables Gi in (19). We
shall use the approximate density (16) here. First consider the mgf N( (u*Hi) of Y under Hi.
This can be shown to be given by

(20)

where NG(u) is the mgf of each of the Gi’s. Since we are using the density (16) as the
density of each of the Gi’s, NG(u) is taken to be the mgf (13) of (16). So using (13) in (20)
yields

(21)

Finally (21) can be inverted to yield the following probability density p((y*Hi) of Y under
Hi:

(22)

where y $ 0.

The error performance of this binary communication system is specified by

Pds = Probability of correctly detecting a signal slot

(23)

and



Pdn = Probability of correctly detecting a noise slot

(24)

Typical receiver aerating curves of Pds versus 1-Pdn are shown in Figure 3 for various
values of signal counts N&s for fixed PMT average gain G&, slot time Ts, thermal noise
spectral height N0 and dark current count N&n. The receiver operating curve can be seen to
improve with increasing N&s as expected.

SUMMARY

We have used a Markov diffusion approximation of the PMT electron multiplication
process to obtain an approximate density for the PMT random gain. This approximate
density was then used to analyze the error performance of a simple on-off binary direct
detection optical communication system. We have assumed here for simplicity that all the
dynode stages in the PMT have identical average gain. In some applications, the first
dynode stage has a higher average gain than the remaining stages which have equal
average gains. This is achieved by applying a higher inter-dynode voltage between the first
two dynodes of the PMT. The methods in this paper can be extended to obtain an
approximate density for the overall PMT gain in the situation also.
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Fig. 1.  Approximate Probability Density of G/G&
for G& = 106 and < = 11



Fig. 2.  Direct Detection Binary Communication System
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as a Function of N&s 
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ABSTRACT

In heterodyne optical communications, phase or frequency tracking is generally needed to
avoid performance degradation when signaling in the presence of laser frequency jitter and
Doppler shifts. This paper examines a phase-lock loop approach for BPSK and two forms
of frequency tracking for MFSK. Using a statistical model for laser frequency instability,
the performance of these schemes is calculated by a linear analysis of the tracking loop in
the small-error regime.

I.   INTRODUCTION

Recently there has been considerable interest in heterodyne optical communications
systems because of the potential for substantial performance improvement over direct
detection systems. The expected improvement is at least 10 dB around 1 µm (Ref. 1). In
heterodyne systems, however, the laser’s frequency instability can impact the choice of
modulation schemes, the required laser transmitter power, and the receiver
implementation. In general, frequency or phase tracking will be needed at the receiver to
avoid significant degradations in communications performance and the need for increased
transmitter power unless very stable lasers are available.

This paper examines receiver phase and frequency tracking schemes suitable for
heterodyne PSK and MFSK systems in a space communications context, although this
work is also applicable to fiberoptic systems. Tracking information is derived directly from
the received modulated signal--no separate beacon signal is provided for this purpose. A
phase-lock loop approach is pursued for PSK signaling and two methods of frequency
tracking--a decision-directed and a suboptimal frequency tracker--are investigated for
MFSK. Linearization of the tracking system under the assumption that the tracking errors



are small when the loop is locked permits the derivation of analytic results for tracking
performance.

Knowledge of the power spectral density of the frequency noise process is essential for an
optimized design. Measurements of typical frequency-jitter spectra are reported in Ref. 2
for a HeNe laser and in Ref. 3 and Ref. 4 for GaAlAs. The spectral shape takes the form
shown in Figure 1 with a low-frequency rise which my be attributed in part to
“environmental” effects such as temperature and current fluctuations or mechanical
vibrations, and at higher frequencies, a low-level spectrally “white” component associated
with quantum fluctuations in the laser. Generally, it is the low-frequency fluctuations
which will be tracked, depending upon the receiver signal-to-noise ratio. The untracked
high-frequency components will degrade communications performance, however.

Finally, considerations of tracking Doppler shifts, which can be very large in satellite
communications, are discussed.

II.   PHASE SYNCHRONIZATION FOR PSK SIGNALING

For binary signaling, antipodal PSK is the optimum signaling scheme and a phase-lock
loop (PLL) is used for phase-tracking. The input to the PLL is the intermediate-frequency
(IF) signal at the output of the receiver photodetector. The detector’s output noise process
n(t) can be modeled as white Gaussian with two-sided power spectral density

                  where h is Planck’s constant, < is the frequency of the optical field, and 0 is
the quantum efficiency of the detector.

The received IF signal then takes the form

(1)

where P is the received signal power, m(t) is the binary modulation (±1), f IF is the
receiver’s IF frequency and N(t) is the phase jitter in the signal due to laser instability.
Note that N(t) is the difference between the phases of the PLL oscillator and the received
signal. Figure 2 depicts the receiver with a squaring loop appropriate for BPSK. The
bandwidth Wi of the IF bandpass filter is chosen to be just wide enough to pass the IF
signal without appreciable distortion and to reject out-of-band noise. If the loop
bandwidth, determined by the filter F(s), is much less than Wi (which is the case for
sufficiently high signaling rates), the loop’s internal noise can be modeled as being

approximately white with a two-sided power spectral density 



(2)

The effective signal power P' in the loop, after squaring, is P' = (1/2)P2

In the locked condition where the tracking error is small (much less than one radian), the
PLL may then be modeled as a linear system with input

r (t) = 2 N (t) + n' (t) (3)

where n'(t) is a white noise process with spectral height                     (Note that a double
phase term arises in (3) because of the squaring operation). The approach taken here is to
view the role of the linearized PLL as a filter which produces an estimate N̂(t) of N(t).
Using the mean-square error E{[N (t) - N̂ (t)]2 } as the performance criterion, Wiener-filter
theory may be applied to find the transfer function of the optimum PLL and its mean-
square error performance. In this analysis, the frequency-noise power spectral density is
modeled by

(4)

where df is the rms frequency deviation (rad/sec) which accounts for the long-term spectral
width of the heterodyne signal, and Jc is the coherence time of the instantaneous
frequency. The transfer function of the optimum PLL is found to be

where

(5)



Ho (s) specifies a second-order loop with natural frequency Tn and damping factor . given
by

(6)

The resultant minimum mean-square error >N2 is

(7)

When an rms error requirement is imposed on the PLL for a given df and Jc, equation (7)
may be used to solve for the value of P/h< needed. A simplified approximate form of the
solution, valid for P/h< >> 1 is

(8)

Figure 3 plots the P/h< requirenent as a function of df with Jc as a parameter for 0 = 1 in
the case where >N = .1 radian. For a GaAlAs laser (in a stable temperature environment),
typical parameter values might be df/2B = 10 Miz and Jc = 10 seconds.

III.   FREQUENCY TRACKING FOR MFSK SIGNALING

A.   Decision-Directed Tracker

Incoherent MFSK signaling may be an attractive alternative to PSK for heterodyne optical
communications since an absolute phase reference is not required at the receiver and
frequency modulation of some lasers, such as GaAlAs, is more easily accomplished than
phase modulation. Furthernure, the use of a large MFSK symbol alphabet size, feasible
with large available bandwidth, can yield performance superior to BPSK. (In fact, as
M 6 4, MFSK is asymptotically the optimum signaling scheme). However, some form of
frequency tracking is necessary.



The tracking of frequency is based on the observation of a sequence of pulse waveforms

(9)

where f (i) is one of M tone frequencies fj, j = 1,2,...,M, n(t) is white Gaussian noise with
two-sided spectral density       , Ts is the duration of one symbol, and 2i is a random phase
uniformly distributed over (0, 2B). The role of the frequency-tracker is to estimate the
frequency jitter          .

The tracking problem is complicated by the a priori uncertainty in f (i). Therefore, a
decision-directed approach, whereby knowledge of f (i) is obtained by waiting until
demodulation of the ith symbol, is pursued. For a receiver symbol-error probability P(E),
the f (i) information supplied to the tracker is correct with probability 1-P(E), which is very
nearly equal to one for small P(E). Because of the delay in obtaining the f (i) data to make
the frequency estimate, the change in          must be small from one symbol to the next for
this scheme, to work.

The form of the frequency tracker is shown in Figure 4. Every Ts seconds an estimate is
made of the tracking error and the frequency reference for the demodulator is updated.
Perfect symbol tine-synchronization is assumed. For purposes of analysis, the frequency
error can be assumed to remain essentially constant over the duration of a symbol. The
problem of estimating the tracking error then becomes me of estimating a constant
frequency offset. A bank of square-law detectors is employed–one pair for each tone
frequency. If it was decided that fk was the transmitted tone, data from only the detector
pair corresponding to fk is used to form the error estimate.

If D (Hz) is the difference in frequency between the local reference and the received signal,
the objective of the loop frequency-error estimator, shown in Figure 5, is to estimate D. If
fk is sent, the estimate D̂ takes the form

(10)

where r1 and r2 are the squared magnitudes of the signal spectral components
8/Ts Hz (8 # 1) above and below fk respectively,



(11)

and Es = PTs is the symbol energy. The performance of this estimator is discussed in detail
in Ref. 5. The multiplicative factor in front of (r1-r2) in (10) provides an unbiased estimate
of D as D 6 0, and requires estimation of the symbol energy separately. 8 = 0.5 is selected
here on the basis of minimizing the bias and variance of D̂. The bias and variance depend
upon the actual value of D. Around D = 0, it is shown in Ref. 5 that D̂ is very nearly
unbiased with variance

(12)

For 0Es /h< >> 1, (12) is very nearly equal to the Cramér-Rao bound for frequency
estimation for a constant-amplitude Ts -second pulse of energy Es (Ref. 6),

(13)

The sequence of frequency estimates is then filtered by a discrete-time filter F(z-1 ) whose
output drives a VCO to correct the tracking error. The closed-loop impulse response hk is
chosen to take the form

hk = 2b e-kb cos (kb) (14)

which is the discrete-time counterpart of a second-order analog loop with damping factor
1/ o2&. The impulse response is specified completely by the parameter b so that finding the
optimum loop is accomplished by optimizing with respect to b. The frequency noise power
spectral density is assumed to be the same as (4). When the frequency drift in Ts seconds
is much less than Ts

-1, the b which minimizes the mean-square loop error 

 is found to be

(15)

and a simplified, approximate expression for the resultant minimum mean-square error,
useful for first-cut design purposes, is



(16)

Fixing an rms requirement       on loop performance allows determination of the required
P/h< as a function of the various parameters,

(17)

The result in (17) is valid for b << 1, which is the case for slow frequency drifts and
corresponds to the optimum performance when (15) is such that b >> Ts / Jc.

                is plotted in Figure 6 for two values of Ts as a function of df with Jc as a
parameter.

B.   A Sub-Optimum Frequency Tracker

A possible drawback to the decision-directed tracking approach is its complexity which
increases with the symbol alphabet size M. A suboptinum tracking scheme which does not
require symbol demodulation or time synchronization is presented here.

Figure 7 depicts the form of this tracking loop. The idea here is to derive the tracking
information from only the MFSK tones f1 and fM instead of all the tones as in the decision-
directed scheme. The system uses upper and lower band-edge bandpass filters whose
outputs are passed through square-law detectors and a threshold decision device to provide
an error signal for tracking. The tracking error is estimated by forming the difference
between the detector outputs. The loop attempts to reduce the error by centering the
overall spectrum between the band-edge filters.

Ideally, the band-edge filters produce a signal output only when the lowest or highest
frequency tones are present and noise output the remainder of the time. When M is large,
noise is observed most of the time. To prevent noise-induced tracking degradations when
no signal is present in the filters, a threshold detector is provided. The detector allows its
input to pass through to the loop only when it decides a signal is present on the basis of a
threshold test. Otherwise, no signal is passed on. A small change in frequency error over
the time it takes to accumulate data to form a frequency-error estimate is assumed. (Since
an estimate can be formed only after reception of f1 and fM, the tracking error can be
corrected, on average, only once every M symbols, or every MTs seconds).



The closed-loop impulse response is assumed to be the same as that specified by (14).
Optimization of the loop then proceeds in a manner very similar to that for the decision-
directed loop. The minimum attainable mean-square tracking error is found to be

(18)

          is given by

(19)

where PD is the signal-detection probability for the threshold detector for D = 0 and PF is
the false-alann probability. For PD = 1 and PF = 0, the result in (19) becomes the same as
(12) for the decision-directed scheme, that is,         = Fn. A comparison of (18) with (16)
points out the basic difference between the two frequency trackers. All parameters being
equal for both systems, the mean-square error is larger by the factor oM&  with the band-
edge method. To provide the same performance as the decision-directed loop, the band-
edge tracker requires M times more received signal power when 0Es/h< >> 1 and oM&  
times more power if 0Es/h< << 1 for the same frequency jitter. From another point of view,
for a given received-signal power, the band-edge tracker sacrifices the ability to track
larger rates-of-change in frequency: to maintain the same rms error, Jc must be increased
by the factor M or df reduced by oM& .

IV.   DOPPLER-SHIFT CONSIDERATIONS

When there is relative motion between platform, optical space communications systems
experience much larger Doppler shifts than microwave systems. Tracking the Doppler
shifts as well as the laser jitter is essential.

Consider an optical link between a synchronous and a low-altitude satellite. The largest
shifts occur in the case where the synchronous satellite and the orbit of the low-altitude
satellite are coplanar, for which it is straightforward to show that the Doppler frequency is

(20)

where T is the angular frequency of the low-altitude satellite orbit with respect to the
earth, RS and RL are the synchronous and low-orbit radii, respectively, f o is the optical
carrier frequency (Hz), and c is the speed of light. The time origin t = 0 is chosen such that 
               gives the time of closest approach of the two satellites. If one assures a 90-
minute period for the low-orbit satellite and an optical wavelength of .83 µm (typical of



GaAlAs lasers), the maximum Doppler shift is in excess of 9 GHz with a maximum rate-
of-change of nearly 13 MHz/second in magnitude. The tunability of the frequency control
system of the heterodyne receiver mist be sufficient to accommodate these shifts.

While laser frequency/phase jitter my be tracked by a loop which is closed through a VCO
at the IF, the range of Doppler shifts to be tracked will generally require a Doppler
tracking loop, closed through the local oscillator as shown in Figure 8. Tracking Doppler is
much simpler than tracking the laser frequency jitter, however, since the Doppler shifts
change smoothly and, in fact, predictably over time whereas laser jitter does not.
Therefore, a Doppler-tracking design is not given here, but rather it is noted that one must
be incorporated into the final overall system design.

V.   CONCLUSION

The performance of a PLL for PSK communications and two different frequency-tracking
loops for MFSK have been analyzed in the regime of small tracking errors. Knowledge of
the frequency-noise power spectral density is needed to optimize loop performance.
Further analysis of phase and frequency tracking to determine performance for different
frequency-noise spectra, to quantify other aspects of loop behavior such as pull-in
performance, and loss of lock or cycle-slipping is warranted. Examination of typical laser
parameters indicates that phase and frequency tracking are important considerations in a
sound communications system design.
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ABSTRACT

Light emitting devices based on AlGaAs lasers are very useful radiation sources in free
space optical communications systems. After a brief review of the properties of individual
injection lasers, more complex devices are described. These include, or are relevant to,
monolithic integration configurations of the lasers with their electronic driving circuitry,
power combining methods of semiconductor lasers, and electronic methods of steering the
radiation patterns of semiconductor lasers and laser arrays. Fabrication of such devices is
one of the major prerequisites for realizing the full potential advantages of free space
optical communications.

I.   INTRODUCTION

One of the main prerequisites for realizing all of the potential advantages of free space
optical communications is the fabrication of light sources possessing high efficiency and
brightness combined with long lifetimes. In this paper we will review existing and
proposed light emitting devices based on AlGaAs laser technology [1]. These devices
include the semiconductor injection lasers themselves, their monolithic integration with
electronic driving circuitry, laser arrays and electronically beam steerable lasers and laser
arrays. The reasons for considering these devices for this application is explained in a later
section. Briefly we can say that from the combined aspects of reliability, efficiency, small
size and weight and ease of modulation, semiconductor injection lasers are far better than
any other laser existing today. Due to the vast market of optical printers, discs and fiber
links, they also have the most mature technology among all the other lasers.

The outline of this paper is as follows. The basic characteristics of semiconductor injection
lasers are briefly reviewed in Section II, with special emphasis on the advantages of using
them in optical communication systems. The monolithic integration of these lasers with
their electronic drivers (both bipolar and FET types) is described in Section III. Monolithic
integration is motivated by the need to achieve higher reliability, lower cost and faster
temporal response. Section IV describes several methods for overcoming the main



drawback of this type of laser, namely, its inability to emit the needed amount of optical
power in a single mode operation. These methods are based on the operation of arrays of
semiconductor injection lasers, usually with some phase-locking mechanism. Finally,
Section V addresses the problem of electronic implementation of beem steering. Beam
steering is obviously needed for free space communication systems with their beam
pointing tracking and acqusition subsystems. A considerable reduction in the size and
weight of the optical transmitter, as well as increased reliability, are expected if at least
some of the functions which traditionally are done mechanically are monolithically
incorporated with the light emitting device itself – either single lasers or laser arrays.

II.   SEMICONDUCTOR INJECTION LASERS

One of the major prerequisites for realizing all of the potential advantages of optical
communications in space applications is the existence of technologically mature and
operationally adequate radiation sources in the visible/infrared regime of the spectrum.

At the present time, the most viable candidate for this application is the semiconductor
injection laser, and specifically those lasers fabricated of the AlGaAs ternary system [1].
This type of laser emits light in the 0.8 - 0.9 µm wavelength region and has the inherent
advantages of overall high efficiency (>30%), small size, and the ruggedness and reliability
of solid state devices. Operating lifetimes in excess of ten years at room temperatures have
been projected from accelerated life tests [2]. Furthermore, such devices are capable of
being modulated at rates up to the GHz region [3]. Another desirable characteristic of
these lasers is that for a given output light power, their overall efficiency increases as the
temperature is reduced. Since in a spacecraft it is possible, in principle, to achieve passive
(radiative) cooling, a considerable reduction of emitter primary power can be expected.

As seen in Fig. 1, the semiconductor laser is, in its most basic form, a p-n junction that
emits coherent light when the current passing through it exceeds a certain value called the
threshold current, Ith (see Fig. 2). The light emitted for currents lower than the threshold
current is weak and incoherent. The magnitude of the threshold current itself depends on
the particu ar laser parameters (typical values correspond to current densities of about
1 kA/cm2 ).

The main drawback of this type of laser comes from the fact that for space applications,
the laser is required to emit its light in a well behaved radiation pattern and spectral
distribution. In order to fulfill this requirement, it is necessary to limit the cross-section of
the emitting region of the laser (called the active region) to dimensions of the order of
several wavelengths. Since due to material limitations the maximum laser intensity cannot
exceed a certain level, a single laser cannot supply all of the required power. Furthermore,
these material properties also place limitations on the available peak power, which in turn



restrict the class of modulation formats that the laser can be used with. Best lasers
demonstrated so far emit in excess of 50 mW in a single mode CW operation [4] and
several hundred milliwatts peak power in a low duty cycle operation. Some methods of
achieving more power via the combined operation of several lasers are described in
Section IV.

III.   INTEGRATED OPTOELECTRONIC CIRCUITS

In virtually all the applications envisaged for the semiconductor injection laser, its light
output is to be modulated. One of the main advantages of the semiconductor injection laser
is that its light output can be modulated by controlling the current passing through it. This
current modulation is usually accomplished by connecting the laser to some electronic
driving circuitry, to which the input modulation signal (usually at low power levels) is
supplied. In most of the systems in use today, the laser and its driving circuitry are
fabricated on different substrates, or “chips”. There are potential advantages in combining
all these functions monolithically on a common substrate. All other things being equal, the
monolithically integrated device will be simpler to fabricate, will have higher reliability
and higher speed compared to the same circuit mode of discrete devices.

Fortunately, the AlGaAs ternary system has properties which makes it a suitable candidate
for fabricating both electronic and optical devices. Compared to silicon, the backbone of
the electronic industry today, GaAs is a direct bandgap material, so efficient light
generating processes are possible in it, and the charge carriers have higher mobilities and
shorter lifetimes.

Pioneering work in the area of integration of lasers with AlGaAs Metal-Semiconductor-
Field-Effect-Transistors (MESFETs) was performed by Yariv and his co-workers [5],[6].
The two devices were connected in series, and the drain current of the MESFET
(controlled by an external voltage) modulated the laser. Recently, in a more advanced
version of this integrated circuit, a modulation capability exceeding 4 GHz has been
demonstrated [7].

Although FETs are somewhat faster than bipolar transistors, it is also possible to fabricate
the latter with cutoff frequencies well within the GHz regime [8]. In addition, the ultimate
limit on the frequency response of the combined circuit is likely to be imposed by the laser
diode itself and not necessarily by the driving circuitry [9]. Other practical arguments in
favor of using heterojunction bipolar transistors (HBT) are that they are easier to interface
with conventional digital circuitry, and they possess very high current gains. Devices
which combine on a single GaAs substrate the operation of a HBT with a laser have been
demonstrated. The circuit diagram is shown in Fig. 3. Again, the two devices are
connected in series, and the collector current of the HBT is used to modulate the laser.



A schematic lateral cross section of one of the devices is shown in Fig. 4 [10]. The laser
used was fabricated with a beryllium implanted stripe [11]. The HBT, which has the same
structure as the laser (the only difference in the functioning of the devices was obtained by
connecting them differently) achieved common emitter current gains in excess of 900. The
integrated combination, nicknamed a “translaser” has been modulated at rates as high as
300 megahertz. Recently, another version of a bipolar transistor using a better laser
structure has also been demonstrated [12].

The examples of optoelectronic integrated circuits described above serve to demonstrate
the prospects of future optical communications systems with significantly improved
characteristics.

IV.   POWER COMBINING OF SEMICONDUCTOR LASERS

In this section we describe several methods of combining the power of several
semiconductor lasers, thus solving the problem of insufficient power that can be delivered
by one laser in a single mode operation. The power combining can be done coherently
[13] - [17] or noncoherently [18] - [20]. Coherent power combining, via phase-locking of
the lasers, has several advantages over noncoherent power combining. First, when the
power of the lasers is combined incoherently, each laser emits light in its own individual
spectrum. Thus it is necessary to have an optical filter with a wider bandwidth at the
receiver, at the expense of increased detected background noise radiation. Secondly, the
locking of the lasers causes a reduction in the far field divergence angle in a similar fashion
to microwave phased antenna arrays. This makes the task of subsequent beam narrowing
simpler (e.g., by requiring an optical telescope with a smaller magnification). As will be
described in the next section, coherent power combining also makes monolithic
realizations of beam steering of the laser array possible.

There are three main methods for coherent power combining, namely mutual coupling,
injection locking and amplification. Schematic configurations of these methods are shown
in Fig. 5. The common feature of all these methods is the establishment of some coherent
interaction between all the elements of the array.

In the case of mutual coupling (Fig. 5a), no laser in the array has a privileged status. There
is a certain amount of coupling among the laser (due to their fields overlapping), which,
under certain conditions, results in their synchronization. This method has been analyzed
[21] and demonstrated [13] - [17]. The requirements for maintaining phase locking among
the lasers in the array is quite stringent. Roughly speaking, the intrinsic frequencies of
oscillation of the individual lasers must be maintained within a very close proximity of
each other, typically within a relative deviation of a few ppm.



Injection locking of lasers (Fig. 5b) is obtained by similar physical mechanisms. In this
case, however, there is a master laser oscillator. Portions of its emitted radiation are
coupled simultaneously into all the other lasers in the array, forcing them to oscillate at its
frequency. There is no coupling among the lasers in the array and no coupling from the
array back into the master laser. Injection locking was analyzed in electrical oscillators
[22] and in lasers [23], and has been experimentally demonstrated in lasers [24]. The
locking range is comparable to that of mutual coupling configurations.

Coherent amplification (Fig.5c) is similar to injection locking: in both cases there is a
master laser-oscillator. However, in the case of coherent amplification, the elements of the
array are only gain elements (i.e., amplifiers) without feedback. (This is accomplished by
coating the lasers’ mirrors with anti-reflection coating, thus eliminating their feedback
mechanism.) Light generated in the master-oscillator is split and fed simultaneously into all
the gain elements, where a traveling-wave amplification is employed. The amplified
outputs of the amplifiers are automatically phase-locked (provided, of course, that the
output of the master oscillator is coherent over the extent of its light emitting facet) and
this is the main advantage of this method. Amplification in semiconductor materials has
been analyzed [25], and the operation of coherently amplified GaAs homojunction devices
has been demonstrated [20].

The three methods are comparable from the aspects of overall power efficiency and the
need of additional optical components (e.g., phase shifters in tandem with each laser). The
mutual coupling approach is potentially more reliable (since the performance of the entire
array can, in principle, be designed in such a way that it is not critically affected by a
failure of a single element) and more amenable to monolithic implementation (because of
its more symmetrical configurations). However, from the point of view of thermal
considerations and two-dimensional realizations (which is important for achieving
reduction of the far-field pattern of the array in both directions), arrays based on injection
locking or on coherent amplification are preferable.

Before concluding this section it is important to note that the choice of the optimum
method depends on the overall system parameters. Since there is no single coherent power
combining method with decided advantages over the others, a detailed comparison
between the coherent power combining methods has to be carried out in any case of a
particular system design. However, all other things being equal, it seems that the coherent
power amplification is somewhat better than the other methods, delivering essentially the
same performance without having to satisfy the additional and rather stringent requirement
for synchronization of two (or more) oscillators. It should also be noted that although
incoherent power combining is easier to implement, the significant advantages offered by
coherent power combining seem to justify the additional efforts needed to realize devices
based on this method. This conclusion is true, particularly in space based systems which



usually require very high beam directivity and narrow spectral range of the transmitted
radiation.

V.   ELECTRONIC BEAM STEERING OF SEMICONDUCTOR LASERS AND
LASER ARRAYS

It has long ago been recognized that the main merit of free space optical communications,
namely the increased directivity of the transmitted beam, also carries the penalty of the
need for highly accurate tracking, pointing and acquisition systems. Whereas typical
beamwidths in the microwave regime are of the order of fractions of a degree, in the
optical region of the system we have to be ready to handle beamwidths down to a fraction
of an arcsecond.

Thus far the main thrust has been in developing electromechanical beam steering systems
including mirrors, lenses and scanners. Although the role of those will not necessarily be
eliminated in the future, there are decided advantages to implementation at least part of
these functions electronically. In particular we describe an important way of achieving this
goal by incorporating the steering mechanism within the semiconductor laser itself via the
modification of its index of refraction. Such a monolithic configuration has the potential
advantage of higher reliability and considerable savings in size and weight of the system.
Another possible method is by controlling the individual phases in a phase locked array
configuration (described in the previous section), in a similar fashion to microwave phased
arrays.

Electronic beam steering of semiconductor lasers have already been demonstrated [27].
The operational mechanism is simple, in principle. By splitting the stripe contact of the
laser to several parallel stripes, and passing different amounts of current rhough each
stripe, as shown schematically in Fig. 6a, an asymmetry of the gain profile across the laser
active region is established. This asymmetry influences the laser radiation mode, which
have to satisfy the wave equation of the perturbed structure, and beam deflection results
(Fig. 6b). Additional devices – such as position detectors for location of beacon beams –
can also be incorporated on the same substrate, thus realizing on a single “chip” all the
electrooptical functions of the optical transmitter unit.

A different approach for electronic beam steering is in applications where laser arrays are
used in order to achieve higher levels of radiated power. These arrays can be modified by
monolithically including two electrooptical modulators in tandem with each laser. These
modulators may well be needed in any case in order to assure the proper operation of the
array, and we can take advantage of their existence and use them for steering the beam of
the array. The first modulator is incorporated within the cavity of the laser [28]. These
modulators can fine-tune the oscillation frequency of the individual lasers in the array, thus
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alleviating the task of maintaining it phase-locked. The second modulator is external to the
laser cavity, and it controls the phase of the radiation of the laser. Of course, applying a
phase-shift to a single laser is of no significance to our application. However, if we have a
phase-locked array of semiconductor lasers, then by individually controlling the relative
phase shifts among the various lasers, we can obtain a controlled beam deflection of the
entire array, in a similar fashion to microwave phased arrays. Operation of a
semiconductor laser device on similar principles has been recently demonstrated [29]. We
should also note that the dynamic range of the beam steering in this case is contained
within the far-field pattern of the individual lasers of the array.

An example of a proposed one dimensional beam-steerable semiconductor laser array is
shown in Fig. 7. The figure shows a schematic configuration of one half of a symmetric
four-element array. Several technical details are omitted, but the main ingredients of the
device – the laser section and the modulators – are clearly depicted. Extension of such
arrays to more than four elements is straightforward. Arrays of the types described in this
section may be useful in applications which call for a single and stable mode operation of
semiconductor light sources in systems where the amount of power needed is beyond the
capability of a single injection laser device.

VI.   CONCLUSIONS

The various devices described in the preceding sections show the large potential of
AlGaAs laser technology to free space optical communication systems. These solid-state
components which can generate and modulate light, combine the power of several sources,
and perform at least part of the beam pointing functions, clearly both advance the
technological state of the art and enhance the possibility of realizing space-based optical
communication systems.
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Fig. 1. Schematic drawing of an AlGaAs injection laser.

Fig. 2. Typical light vs. current Fig. 3. Laser diode and its driving circuit.
characteristics of a semi- The dashed box contains the com-
injection laser. ponents integrated in the translaser.



Fig. 4. Schematic cross-section of the integrated transistor-laser.

Fig. 5. Schematic configurations of coherent power combining methods.
(a) Mutual coupling,
(b) Injection locking (the array elements are lasers),
(c) Coherent amplification (the array elements are amplifiers).



Fig. 6a. Schematic cross-section of a Fig. 6b. Schematic configuration of
multiple stripe laser. semiconductor laser beam

steering.

Fig. 7. Schematic layout of a one-dimensional 4-element beam steerable semiconductor
laser array. (Only one-half of the symmetric array is shown).
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A NEAR-OPTIMUM RECEIVER STRUCTURE
FOR THE DETECTION OF M-ARY OPTICAL PPM SIGNALS

Dr. Sam Dolinar
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A class of receivers called ‘conditionally nulling receivers’ is defined for quantum noise
limited optical communications. These receivers have the ability to decide, at each moment
in time, whether or not to coherently combine a pre-determined local oscillator field with
the received optical field, prior to performing an energy measurement (photodetection) on
the combined field. Conditionally nulling receivers are applicable to pulse position
modulation (PPM) and related modulation schemes, which have the property that, at each
moment in time, the transmitted signal is in one of only two states, ‘on’ or ‘off’. The local
oscillator field which may or may not be added by the receiver is an exact replica of the
negative of the received ‘on’ field; hence, the receiver can exactly null the ‘on’ signal if
the ‘on’ signal is present and the receiver chooses to use the local field.

An ideal conditionally nulling receiver achieves very nearly the same error probability
(within a multiplicative factor varying from 1 to 2.15) as the optimum quantum
measurement for quantum noise limited detection of M-ary PPM signals. In contrast, other
known receiving methods, such as direct, heterodyne, and homodyne detection, are
exponentially sub-optimum.

The performance of receivers which are only approximately conditionally nulling
receivers, due to imperfect nulling, is also investigated for the quantum limited PPM
detection problem. Imperfect nulling is assumed to be caused by a phase discrepancy
between the received ‘on’ field and the local nulling field. The performance of the
imperfect conditionally nulling receiver is found to degrade rapidly to that of a direct
detection receiver in the presence of nonzero phase error.
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THE EFFECT OF PREMODULATION FILTERS
ON BIT ERROR RATE PERFORMANCE

By Pavlo Bobrek
Sangamo Weston, Schlumberger
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This paper examines the effect of different types of premodulation filters on the time
waveshapes of PCM signals. Using a simplified model of this effect, an expression for the
Probability of Error in the presence of Gausian Noise is derived and compared for systems
with and without premodulation filtering. A simple single bit decision feedback detector is
designed and an evaluation made of its usefulness in improving bit error rate performance
using different filters in the presence of different amounts of noise.

WHY USE A PREMOD FILTER?

Premodulation filtering is used to reduce unwanted frequencies that result when a carrier is
modulated by a square-sided PCM signal. By prefiltering the data, the modulating signal is
rounded thereby reducing the energy generated outside the passband of the channel. This
prefiltering produces “intersymbol interference” where the energy of previous bits affects
future bits upon detection. Not only is the signal energy reduced, but the degree of
reduction is highly dependent on the bit pattern.

The configuration shown in fig. 1A was used to examine the effect of prefiltering on
different bit patterns. The resulting waveforms with and without a premodulation filter are
shown. To a good approximation, the waveforms demonstrate that only adjacent bits
interfere with each other. There are essentially two magnitudes to the peaks. If the
adjacent bits were similar, the magnitude of the signal is what it would have been without
prefiltering. If the adjacent bits are different, there is a reduced threshold for the bit
decision.

WHAT IS THE ERROR RATE?

An NRZ-L PCM signal is detected by sampling the filtered waveform at its peaks using a
synchronous clock usually extracted from the signal. This peak value is compared to a
threshold to determine if it was a “1” or a “0”. If Gaussian noise is superimposed on the
signal at its peak, then an error is expected whenever the noise makes it appear that the



signal was was on the opposite side of the threshold. The probability of error with a given
threshold is the shaded area under the curve in fig. 2. This probability is expressed in the
famous definite integral:

Where VT is the threshold level and F is the r.m.s. noise level. Hence                   is the
signal to noise ration.

When the signal is prefiltered, half the peaks are reduced. This is enumerated in fig. 3,
where it has been assumed that a “1” and a “0” are equally likely. Let v be the average
threshold and let )V be the magnitude that the actual peaks are above and below this
threshold. Clearly )V depends on the nature of prefiltering. For the moment it is assumed
that it has been characterized. An expression for the average probability of error for the
prefiltered signal is obtained by considering the probability for each threshold multiplied
by its frequency of occurrence and summing. This is shown in fig. 3.

WHY BIT DECISION FEEDBACK?

The nature of the complementary error function is that it obeys the following inequality:

Erfc (X + ) X) + Erfc (X - ) X) > 2 Erfc (X) ; v œ ) X > 0

This suggests that it would have been better had all the peaks been reduced to the average
rather than some above and others below. This is the motivation of bit decision feedback in
which the previous bit decision is used to change the threshold level. Specificaltly consider
the following algorithm: If the previous bit was a “1” then the threshold is shifted to +)V.
If the previous bit was a “0” then the threshold is shifted to -)V. What is the resulting
probability of error? To answer this question, it is necessary to enumerate all possible
combinations of two bits and see what the resulting thresholds are in each case. Then the
probability of error is determined for each threshold and weighted by its relative
occurrence. This is done in fig. 4. Note that the expected threshold differs depending on
whether the previous bit was detected correctly. Since the future probability depends on
the past, this suggests a recurrence relation. Let PB be the probability of an error in
detecting a bit. Then (1-PB) is the probability that there was no error in detecting the bit.
These definitions produce the results shown in fig. 4.



IS THE PERFORMANCE IMPROVEMENT WORTH IT?

It is instructive to quantify the theoretical probability of error for three cases assuming an
apriori signal to noise ratio. These results are shown in fig. 5. Fig. 6 tabulates the change in
peak signal level using various Bessel and Butterworth filters to prefilter the signal.

As can be seen, the simple bit decision feedback can dramatically improve performance. It
must be cautioned, however, that only the error due to changes in signal amplitude was
considered here. The issue of how prefiltering affects the extraction of sync and hence the
clock are beyond the scope of this paper. The above analysis assumed the existence of a
perfect clock enabling the sampling of the bits at the peaks. Note also that while
performance was greatly enhanced by using bit decision feedback, it is still an order of
magnitude from the non-prefiltered error rate.

WHAT IF BIT DECISION FEEDBACK IS USED ON NON-PREFILTERED
SIGNALS?

It is instructive to consider the effect of bit decision feedback on non-prefiltered signals.
To enumerate the possible thresholds and their frequency of occurrence, note that
regardless of whether the previous bit was detected correctly, the threshold will be either
V + )V or V - )V . This is exactly the same result we would obtain had the signal been
prefiltered in a manner to obtain that )V without bit decision feedback having been used.
Thus it can be concluded that shifting the threshold too much is no more detrimental than
not shifting it enough. The optimal threshold shift is one matched to the characteristic of
the premodulation filter as shown in the table in fig. 6.

A more useful result is obtained by the use of a more general inequality:

Erfc (X + E) + Erfc (X - ,) > Erfc (X + *) + Erfc(X - *) ; œ# ,# ># *#
This statement implies that any change in the threshold that makes the magnitude of the
peaks appear closer to their average magnitude reduces the theoretical error rate.
Specifically any threshold shift less than twice the optimum (fig. 6.) will improve bit error
rate performance of prefiltered data.



Figure 1A.   Test Configuration

Figure 1B.



Figure 2.
Calculating the probability of error in making a
bit decision with gaussian noise added to signal.



Figure 3.
Enumeration of 2-bit patterns and resulting threshold

voltages assuming all two bit patterns occur with equal probability.



Figure 4.
Enumerating thresholds for prefiltered signal using bit

decision feedback.

Figure 5.
Calculation of PE, PF, and PB for a 2Vp-p signal with a

4:1 signal to noise ratio and ))V/V of 0.1.
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Approximate values for ))V/V for Besse] and Butterworth
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ABSTRACT

In recent years the researches and applications of QPPM systems in telemetry have drawn
much attention, but there are still some problems to be clearified and solved. In this paper
we reviewed the classical literatures on un-coded QPPM systems which were published in
the past thirty years. After analysing the conclusions and related derivation presented in
these publications, we got:

1)  M.J.F, Golay and JRA Jacobs stated that the QPPM’s efficiency $ may indefinetely
approach Shannon theoretical limit with as small error probability as desired as soon as
one can appropriately choose the parameters of the system. In our opinion, this conclusion
cannot hold true. In fact, the efficiency curve $ = F(") of QPPM is only similar in form to
the Shannon theoretical limit and there is still a large difference.

2)  In past 30 years Golay and the others analysed merely the relation between the word
error probability PWE and the efficiency $ , They didn’t study the relation between the bit
error probability PBE and $ . Some authors regarded QPPM’s PWE as being equal to other
digital system’s PBE, and concluded that QPPM is better than the other systems. We
consider that this is not appropriate.

3)  In order to remedy the untouched problem, we derived the relation PBE =F(") of QPPM
system. As it is seen from these relation curves that the required " of QPPM is
4.CdB~4.4dB more than the $ of coherent detection PSK system when PBE=10-4 and "
varries from 2 to 100. (ie. the efficiency of QPPM is worse than PSK.)

PREFACE

In recent years, the applications of QPPM system lead to somebodies attention and
research. The properties and performances of this modulation system in contrast to the
others have been discussed by many authors. For example in “Handbook of Telemetry and



Remote Control” by E.L. Gruenberg, it is pointed out that the QPPM efficiency $ is better
than the $ of PSK and FSK systems when the error probability is the same. A few
researchers regard this as the basis to develop the QPPM system. But in this conclusion
there exists soma contradictories lot only in theory but also in practice. So we again
studied the main papers of QPPM system in order to get a clear understanding. We put our
viewpoints in the following description.

THE RE-EVALUATION OF M.J.E. GOLAY’S PAPER

In 1948 C.E, Shannon presented a famous paper, “Mathematics Theory of
Communication”. Soon after in 1949, M.J.E. Golay published another paper on QPPM in
PIRE [1]. Although this paper was short, it was recognized and quoted by many
researchers. Therefore Golay may be regard as the founder of QPPM system. Golay came
to the following Conclusion by mathematical derivations: “As long as the lower limit in the
probability integral can be as larger and positive as desired, provided the expression (1-a)
is positive, no matter how small, the information yielded by the position of pulse can
approach Shannon theorotical limit, with as little equivocation as desired.”

Since Golays paper was published, people never doubted about the correctness of this
conclusion. Thereafter, QPPM systems was regarded as the first practical way of
approaching Shannon limit. In order to get a correct understanding about QPPM’s
performance, we reviewed Golay’s original work. As it is seen that the presumptions of
Golay’s conclusions are as follows.

1)  In Shannon channel capacity formula,

(1)

Suppose that, the detection equipments can still detect the weak signals, when           , then
from

   As far as white Gaussian noise is concerned

N = BKT = NoB Eqs. (1) may be written as follows

(2)

Assuming To is the time interval for transmitting a word, then the CTo is the amount of
information carried in a word. From Eqs. (2) we can get



(3)

where                          is the energy of each bit, EW = STo is the energy of each word,

$th = 0.693 is Shannon efficiency theoretical limit.

2)  Golay’s error probability formula is as follows

(4)

where n = number of quantized levels in sampling interval To,a = ratio of threshold voltage
level to the peak amplitude of signal Eqs. (4) may be reWritten as

PE = (n-1) PW + PL (5)

where, PW = false alarm probability of “space” pulse position, PL = missing alarm
probability of “mark” pulse position.

As it is seen from Eqs. (4) the practical detection model of QPPM may be shown in
FIG. (1)

In Eqs. (4) it is assumed that the ratio of signal to noise            is relatively high and the
possibility of occurrence of many simultaneous false alarm pulses is very small. This
hypothesis conflicts with the condition of                regarding in Fqs. (2) (3).

Secondly, Golay’s Eqs.(4) is correct only to baseband transmission of QPPM signals. If
the QPPM signals modulate the carrier, and are detected by AM, then Eqs. (4) can no
longer hold true.

3)  Golay considered that the QPPM’s $ can approach to Shannon limit with as little
equivocation as desired, he got this result from calculating the minimum of the PE where
the threshold factor “a” must be a optimum value.



Let   we have

and hence

Let log2 (n-1)ÒM. It is the amount of information contained in each word, hence, the above
Eqs  may be written as follows

(6)

(7)

After obtaining the a, Golay used the following approximate formula in place of Eqs. (4)

(8)

From Eqs. (9) Golay pointed out: That if in the lower limit (1-a)u let u be as large as
possible, at the same time keep (1-a) positive and as small as possible, then the QPPM in
transmission information can approach Shannon theoretical limit, with as little
equivocation PE as desired. This is because, as (1-a)$0, from Eqs. (7) we can obtain

(9)

It must be pointed out that the conditions obtained by Golay are mutual-contradictory.
Because in Eqs.(4), when u and n are given, in order to minimize the PE, a must be fulfill
Eqs. (6). The a and u can not be selected simultaneously as independent variables. In fact,
in the lower limit of Eqs. (8) in order to minimize (1-a), u must be minimized also, this
condition contradicts with the condition of increasing u as large as possible. On the other
hand, minimizing PE, the lower limit (1-a)u must be increased, if u is increased (1-a) must
be increased, too. This will lead to a increased $ again. Therefore, the $ of QPPM can’t
approach Shannon limit as desired.



4)  In Golay’s paper PE is the PWE the author only analyzed the relation PWE = F ($). He
didn’t analyze the relation PBE = F ($).

R.W. SANDER’S CONTRIBUTION [2], [3].  In 1960, R.W. Sanders further modified the
Shannon Channel capacity formula, by rewritting it as follows

(10)

where  $ =           is defined as communication efficiency,               is the required

bandwidth for transmitting a single bit. Eqs. (10) fully demonstrates the relation between
the energy for transmitting one bit and the required bandwidth. In fact, it shows the
theoretical limit of the relation between $ and " when bit error probability approaches 0.
When                 6 4 as it is seen from Eqs. (10), $ 6 0.693. The values of $ in practical
communication systems are to some extent different from Shannon theoretical limit.
Sanders treated the Shannon limit as a standard scale to measure and compare the
efficiency of various communication systems. He derived from the definition of $ as
follows:

(11)

where, (    ) i is the minimum receiver input SNR.

For various communication systems, one may calculate separately the needed (     ) i and "
in the same PBE. Then the $ of various systems may be calculated out and taken for
comparison. Sanders analyzed the QPPM system by viewing QPPM System as an example
of bi-orthogonal systems and using correlation detection. Sanders gave the following
results:



therefore                                                                          
                                 (12)

where, N is the degree of freedom of the system,
L is the numbers of quantization,
     (-Z) is normal probability distribution function.

It needs to be pointed out that Sanders’ error probability PE remains to be PWE rather than
PBE . From (12) we can calculate the $ of correlation detection of QPPM system (see
FIG. (3)) As it is seen from FIG. (3), when QPPM is detected by correlation detection and
if PWE is the same, its $ is lower than the $ in non-correlation detection.

JRA JACOBS’ MAIN WORKS [4]. Twelve years after Golay published that thesis,
various satellites were launched into space successively. The contradiction between the
requirements of the smallest radiation power on spacecraft and the longest communication
distance became essential. In 1961, Jacobs introduced again Golay’s viewpoint and
recommend it to the readers. He considered that the QPPM system was very suitable for
space communication. Jacobs inherited Golay’s argument and developed it. His main
contributions are:

1) He defined a new parameter:

(13)

The relation between , and a is as follows, , = 2 (1-a) ,                                  . As a=1,
, =0, and as a =     , , = 1, therefore 0#,#1. In f act, a and , have not difference, a can be
used as the threshold factor for detecting falses alarm pulses preferably and the , can be
treated as the threshold factor for detecting missing alarm pulses.

2)  Jacobs recommended approximate error probability formula

(14)

as a substitute for Golay’s Eqs. (4).



Jacobs calculated the relation curve between the PWE & $ with " being parametric
variable. As it is seen from the curves, the error probability PWE is reduced along with the
" increasing when the $ is a constant.

3)  Jacobs got the relation between $ and      under constant PWE, and drew the efficiency
curves for comparision, in which the H/B was taken as x axis and $ as the ( axis. He
compared them with Shannon theoretical curve and PSK system efficiency curve.

See 4 : FIG. ( 1 ). From it Jacobs came to the f olloing conclusion:

a)  Along with the H/B decreasing, Eb/No decreases and approachs Shannon theoretical
limit.

When the B/H = 104 , PWE = 10-5 , QPPM’s Eb/No is 7 dB more than Shannon limit, and the
PSK’s Eb/No is 11.7 dB more than Shannon limit, that is, the PPM’s $ is 4.5 dB better than
the PSK.

It must be pointed out that the error probability in Eqs(14) is in fact PWE not PBE. But in
FIG. (1) [4] Shannon theoretical curve and PSK curve are all based on the relation
between the PBE and the $. It is clear to see that Jacobs’ conclusions is not proper. Jacobs
and Golay all neglected the differences between the PWE and the PBE. Perhaps, they thought
that QPPM’S PWE is greater than PBE as in ordinary PCM case, In fact, in the QPPM
system, it is in opposite that the PBE >> PWE. [7]

Jacobs at first compared the QPPM’s PWE =F($) with other systems PBE = F(") curve, this
comparasion brought easily about some readers a misunderstanding that the QPPM’s $
value is less than the $ of other systems in the same PBE, about this we will discuss later.

Jacobs didn’t prove his approximate expression Eqs.(14), but the result of Eqs. (14) is
better than Golay’s formula (4), its error is within a tolerance of less than 3%.

A.  VITERBI’S MAIN CONTRIBUTION

In 1962, Viterbi studied the correlation detection of QPPM in his paper. [5] His main
contributions to QPPM are as follows:

1)  He presented a correlation detection model of QPPM. See FIG.(2)

This model consists of n parallel correlation detectors



2)  Viterbi derived the error probability formula of correlation detection.

He obtained that the probability of correct detecting a word pulse is equal to the
probability that the correlator output of “mark” pulse position is larger than the output of
all others which correspond to the “space” pulse positions, therefore, under the Gaussian
noise, the error probability PE equals one minus the probability of correct detection.

(15)

3)  Calculating Eqs. (15) is difficult, Viterbi used IBM704 computer and calculated the
relation between the PE and the          only under n=4.8, 16, 32 and 64. As it is seen from
the relation curve, under constant PWE, as long as the n is increasing, the EW/No is also
increasing.

We want to point out that Viterbi’s correlation detection model is valuable in theoretical
research only and can hardly be used in practice, because the correlator’s number must be
increased when the number of quantization levels increases Usually, n $ 27 =128, hence
the detection equipment will be very complex under the state of the art of LSI. Secondly,
in the expression (15), the error probability PE still is PWE, not PBE therefore, Is QPPM
better than other modulations, It is still an unsolved problem.

E.L. GRUENBERG’S WORKS [6]

In 1967, E.L. Gruenberg’s edited “Handbook of Telemetry and Remote Control”.

In chapter 9: E.L. Gruenberg recommended QPPM system as a high-efficiency telemetry
system to the readers. He restated Jacobs’ works. In efficiency comparision figure, he used
B/H instead of H/B for axes. This may directly present the effect of bandwidth expansion.
Next, in the efficiency comparision figure, he also drew out AM, FSK, FM-FM systems’
efficiency curves for comparison He firmly believed and restated Golay’s standpoints,
QPPM’s PWE can approach Shannon theoretical limit with as small error probability as
desired.



Besides Gruenberg came to the conclusion from the efficiency comparision figure that
when B/H increases, the QPPM’s $ is reduced. It must be pointed out that the conclusion
is correct only when PWE is constant. When PBE is constant, the conclusion isn’t correct.

Thirdly, when the error probability PE = 10-6 , QPPM’s $ is 4.5 dB less than PSK’S $ , this
viewpoint is only suitable for the case when take QPPM’s PWE equal to PSK’s PBE for 
condition of comparison.

LI YOU-PING’S DEVELOPMENT TO THE QPPM

In 1980, Li You-Ping published a paper titled “A PCM-PPK T/M System” on the ITC [7]
He used a counter intelligently in his receiver changed the parallel detection model into a
series one, this makes QPPM systems to approach practical applications. Secondly, Li
You-Ping considered the effects of the AM modulation on QPPM. In calculating the false
alarm probability, he used Rayleigh distribution of detected noise and in calculating the
missing alarm probability, he used Rice contribution. He proposed a simple synchronous
method to simplify ckt and shorten the time of synchronization. The PCM-PPK T/M
system is a gratifying step in QPPM system development.

THE PROPERTIES OF BIT ERROR PROBABILITY IN QPPM SYSTEM

As it is seen from the foregoing review of the past thirty years history of QPPM system.
We have:

1)  The previous researchs were concentrated only on the study of PWE of QPPM system
instead of PBE. The relation between the PWE and the PBE is still not clear.

2)  Jacobs and Gruenberg came to the conclusion that the QPPM’S $ was 4.5 dB better
than PSK’s $ . This conclusion is not correct.

Under the same value of PBE, how to compare QPPM with PSK in terms of $ is a problem
to be solved, We have seen three different kinds of QPPM’s detection modeles: Golay and
Jacobs’ multi-channel parallel threshold detection model. Viterbi’s correlation detection
model, and Li You-Ping’s one channel series threshold detection model.

In reference [8] , we have pointed out that the QPPM is a kind of number modulation, it
turned out contrary to the PCM system. Its PWE is less than its PBE, that is one word pulse
taken incorrectly will result in many other bit errors, on the average M/2 bits per word. So
we come to the following conclusions:



PWE = (PBE) M/2   where, M is the bits number per word.
What is the relation between PWE and PBE in Golay-Jacobs model and viterbi model? By
analyzing the above two models we may see that when one word pulse position is
mistaken they can lead to many bit errors with respect to the correct pulse position as in Li
You-Ping model. Because the n = 2M different data words presented by n pulse positions
form a code group. Their average Hamming code distance is the same. That is,
PWE = (PBE)M/2 . Therefore, the relation between PWE and PBE of above three detection
models conform to the same expression. That is:

1)  For the formula of Golay detection model, the PBE is as follows

(16)

For the approximate expression of Golay detection model

(17)

For the approximate formula of Jacobs model

(18)

The Eqs (17) is very simple for calculation, because it contains only one independent
variable. The results in 10% ~ 15% more than that of formula (16). The calculated results
of formula (18) is only 3% more than that of formula (16), but the formula (18) contains
two variables, therefore, calculating is difficult. In calculating the $ =F(") curve, Jacobs
used a method of auxiliary curve. Firstly, he took B/H as a parametric variable to calculate
a series PWE~$ auxiliary curves, and then, let the PWE equal to some constants and looked
up the corresponding values of $ ~ " (    ) . This method is neither simple nor accurate. In
calculating formula (18) we use another simple method, and rewite it as

(19)

where, (PWE)G see (8). Because 1/(2-,) = 1/(2a) is a number of approaching 1 and little less
than 1. When $ is very large, the error curve is approximately a straight line and near the



calculating point, the $ is symmetry. Therefore the calculating process may be simplified
as follows. See FIG.(4). First choose one value of PWE, from (PWE)G may find x =(,u)/2,
and then, (PWE)G is multiplied by 1/ (2-,). The PWE moves downward from point A to B,
because AB = AC. Once we found )x, we can take (x -)x) into formula (4) and do
calculation once more. Hence the PWE or the PBE may be calculated. These results are
shown in table 1. From the table it may be seen that the calculated results are very close to
the accurate solution. The calculated results of the above-mentioned expressions are also
listed in Table (1). Because these differences between them are small, therefore,
distinguishing them on effifiency curves are difficult. For clearness, we drew out only
several curves $ =F("), when PBE = 10-4 and PWE =10-4 in FIG.(3). From the efficiency
comparison curves we may obtain the following conclusions:

1)  Under the same PBE =10-4, QPPm’s $ is 4.0 ~ 4.4 dB larger than PSK’s $. ie. the
efficiency of QPPM is lower than PSK. As the PBE is further reduced, the difference will
be further increased.

2)  Under the same PBE when B/H is increased, that is, the bandwidth is further spreaded
the QPPM’s $ is monotonously increased but slowly. Its trend of variation doesn’t agree
with Shannon theoretical limit.

3)  If PWE is kept constant, the $ of QPPM will be reduced as bandwidth increases. its
trend of variation is similar to Shannon theoretical limit only, but isn’t approaching
Shannon theoretical limit as desired. When PWE = 10-4 QPPM’s $ is 7 dB more than
Shannon limit, but yet, the difference will further increase when PWE further reduced.

4)  The " of coherent PSK only equals to 2 ~ 4. It is independent on the number of bits per
word M.

As it is seen from above, previous authors have made great contributions to the
development, of QPPM system, but some of their evaluations on QPPM are not all correct,
need to be modified. Therefore, although the bandwidth of QPPM can be expanded easily
by increasing the number of quantized levele, but by simply relying on increasing pulse
position number to spread bandwidth, QPPM can’t approach Shannon limit with as small
error probability as desired and can not reduce $ effecttively. The traditional viewpoints of
QPPM system need to discuss further.
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ABSTRACT

We investigate the performance of a likelihood receiver for the detection of frequency
hopped multilevel frequency shift keyed signals (FH-MFSK) to a mobile user operating in
a multi user environment. The analysis assumes synchronous transmission from base to
mobiles operating in an isolated cell-cellular system and a simplified mobile radio channel.
The likelihood receiver attempts to discriminate spurious rows of the decoded matrix of a
user, which consists of samples from an exponential-mixture, from the correct row, which
consists of samples from a simple exponential density, by computing the log-likelihood
statistic for each row. It declares the row possessing the minimum value as the correct
row, corresponding to the word transmitted to the user. An approximate analysis of the
probability of bit error of this receiver by three means, viz. (i) large sample approximation
(ii) simple Chernoff bound and (iii) Chernoff bound with central limit theorem, reveals that
the likelihood receiver is only marginally superior to a hard limited combining receiver.

INTRODUCTION

The use of FH-spread spectrum modulation in mobile radio has been well-known for quite
some time. In [1], a FH-MFSK system has been proposed and the performance of a hard-
limited combining receiver was evaluated, assuming an approximate but realistic mobile
radio environment. We analyze here a likelihood receiver operating under similar
conditions, i.e. a mobile user in an isolated cell, perfect synchronization, Rayleigh fading,
receiver noise and multi-user interference as the transmission impairments. A non-coherent
envelope-analyzer is used to estimate the energy in the received frequency tones [1, 2].
The random address assignment and the address decoding procedure are the same as in
[1]. The likelihood receiver makes a decision based on the log-likelihood statistic.
Applying (i) large sample approximation (ii) simple Chernoff bound and (iii) Chernoff
bound with central limit theorem, we estimate the performance of the likelihood receiver to
be marginally superior to a hard-limited combiner. It is believed that the (iii) method gives
the closest estimate of probability of error.



In section I we discuss the receiver structure for FH-MFSK modulation scheme. In section
II we make an approximate estimate of the likelihood receiver performance. We conclude
with discussion of the problem associated in finding an improved performance estimation
of the likelihood receiver.

I.   RECEIVER STRUCTURE FOR FH-MFSK MODULATION

Figure 1 shows a section of the non-coherent envelope analyzer. As in [1], let J be the chip
duration, K be the number of bits of information transmitted every LJ seconds,
W = 20 MHz be the one way bandwidth and R be the bit rate. Then, we have 2K such
sections in operation corresponding to different orthogonal tones. Let , denote the
envelope squared output at the ith envelope analyzer after the jth chip. Corresponding to
either signal plus noise or noise only case, we have , to be either exponentially distributed
with mean value (1/81) or exponentially distributed with mean value (1/80), respectively. A
mobile user u receives the signals from the base and creates a decoded matrix every LJ
seconds. In each entry of the matrix of size 2K x L, is present the output of the envelope
analyzer, X. In general a receiver chooses a row as the row corresponding to the
transmitted word, based on some decision criterion.

II.   LIKELIHOOD RECEIVER

Receiver Description

We shall assume that the minimum frequency spacing between the hops in the transmitted
waves is larger than the coherent bandwidth of the Rayleigh fading channel. Even though
such an assumption is not truly valid with the parameter values of interest, it is made for
tractable analysis. This, then, implies that Xij are independent and exponentially
distributed. Among the 2K rows in the decoded matrix, only one row is the correct row,
wherein all the Xij’s have a mean value (1/81). In the rest of the (2K -1) spurious rows,
some elements have a mean value of (1/80). A spurious row has contributions partly from
the interfering users plus noise and partly from the receiver noise. On an average, each
spurious row will have a proportion, p, of Xij’s created due to interference where p is given
by

p = 1 - (1 - 2-K)M-1 (1)

and M equals the number of users operating in the cell.

Since each row can be a spurious row (hypothesis H0) or not (hypothesis H1), we have the
following testing problem applied to a kth row:



(2)

It can be noticed that the proportion, p, is known once the number of users operating in the
cell is known. We assume that the base station transmits information about M periodically,
whenever necessary. Since such transmission is necessary only when M changes widely,
this additional transmission should not cause any degradation in system performance.

Normalizing Xkj’s with respect to the receiver noise, we have

Ykj = 80 Xkj (2a)

Therefore, (2) gets modified as

Ho : Ykj ~ p a e-ay + (1-p) e -y

vs. (3)

H1 : Xkj ~ a e-ay

Where a =             =  Noise to signal plus noise power ratio.

Forming the likelihood ratio [3], we have the decision rule

(4)

Where T is the threshold which can be fixed to arrive at a specific false alarm probability
PF = Prob(Decide H1 /H0).



An equivalent rule is

(5)

Instead of classifying each row as either H0 or H1 and hoping to find only one belonging to
H1 (or in case more than one is found to belong to H1, using randomization), we choose the
row having the smallest Sk as the correct row. The reason for choosing this scheme is that
any decision rule based on the classification procedure corresponding to (5) is found to
perform slightly poorly. The block diagram of the likelihood receiver is shown in figure 2.

The Receiver Performance

As discussed earlier, we have the decision rule of the likelihood receiver:
Decide k as the correct row

(6)

where

(7)

The statistic Si behaves differently depending on whether  ij’s belong to H0 or H1 (3).
However, it is neither possible to find the distribution of Si exactly under either hypothesis,
nor possible to calculate exactly the probability of bit error rate. Below we calculate the
error rate by applying three techniques, viz., (i) large sample approximation, (ii) simple
Chernoff bound, and (iii) Chernoff bound with central-limit theorem. Whereas, (ii) is an
upper bound, the other two are approximations. In large sample approximation, we assume
the density of Si to be normal with mean E(Si) and variance var(Si) [4]. As will be seen
later, we are interested in the probability that the random variable [{Sk *H1} - {Si *H0}] is
less than zero. Since the mean of this variable is far away from zero, for the values of M
and a of interest and since the sample size (• 20) is not really large, this approximation
technique can give rise to only a gross estimate of error rate. In (iii), the error bound in
simple Chernoff case (ii) is improved by making Gaussian approximation. Now, the Gaussi
approximation is applied to a sum of independent variables of zero mean to evaluate the
probability that the sum exceeds zero. Since the central limit theorem holds especially 



good near the mean of the random variables, we expect this technique to give tighter
estimate to probability of bit error than the other two methods, even for L = 19.

(i)   Large Sample Approximation

As discussed in the previous paragraph, we assume

Si ~ N (E (Si), Var(Si)) (8)

with

(9)

Upon finding the distribution of Zij under hypotheses H0 and H1, we have

(10)

(11)

where c = a/(l-a)
d = (1-p)/a (12)

It is simple to find E(Zij) and E(Zij 
2) numerically using the density functions in (10) and

(11). Since Zij’s are independent, we have

E(Si) = L E(Zij) (13)
Var(Si) = L Var(Zij)

= L[E(Zij
2) - (E(Zij))

2] (14)

Let

E(Si *H0) = m0i (15)

Var(Si *H0) = Foi
2 (16)



E(Si *H1) = mli (17)

Var(Si *H1) = Fli
22 (18)

Assuming kth row being the correct row corresponding to the transmitted word, the
probability of correct decision of the word equals

Therefore, the probability of word error is

and the probability of bit error Pb is

(19)

where

(20)

and M(q) is the CDF of standard normal at the point (q). Using equations (19) and (20) we
can compute the probability of bit error Pb for given values of M and a. Figure 3 shows Pb

vs. M for few values of signal plus noise to noise ratios. If we compare the results arrived
here with Figure (8) of [1], it seems taht the likelihood receiver would be slightly inferior
to the hard limited combiner. However, this contradicts our expectations, and we take the
results in this subsection as ‘gross’ and not close to exact. In fact, as we shall see in (iii),
the likelihood receiver is marginally superior to the hard limited combiner.

(ii)   Simple Chernoff Bound

In this section we evaluate an upper bound on the probability of bit error using Chernoff
method [8].

For identically and independently distributed random variables Xi we have

(21)



Where

r0 > 0 is the Chernoff parameter

We are interested in the probability of bit error Pb given by

(22)

Where

(23)

Therefore, by upper bounding P0 using (21), we can upper bound Pb.

Let yj = {Zkj *H1}- {Zij *H0} (24)

Then

(25)

and the parameter r0 is found as the solution to

(26)

The above equation implies that

(27)

Also,

(28)



It can be shown that r0 is the only solution to (27). With r0 = ½ and equations (10), (11) we
can evaluate the quantities on the RHS of equation (28) as

(29)

and

(30)

Therefore, Pb can be upper bounded by numerically evaluating the RHS of (25), using (29)
and (30). Doing this, we arrive at the curves shown in Figure 3. It is seen that at very large
SNR’s, the simple Chernoff bound is tighter than the large sample approximation.

(iii)   Chernoff Bound with Central Limit Theorem

We now obtain a tighter approximation to P0 defined in (25) by using the results in [9].
The idea is to derive a tilted density from the density of yj (equation (24)) and express the
probability P0 in terms of the tilted density variable obtained from yj’s. We define

(31)

and

It can be shown that [9]

(32)



and r0 is chosen so as to make E(T) = 0. Thus,         is a tilted version of           where the

tilt is just sufficient to cause E(T) = 0. Moreover, T is the sum of L identically and
independently distributed variables and hence, PT is approximately Gaussian, especially in

the vicinity of E(T) = 0. The condition E(T) = 0 implies that                                 and

hence, by the results in the previous section, r0 = ½. With the above discussion in mind, we
approximate PT (") as

(33)

where

(34)

It can be shown that the above bracketed term reduces to

(35)

Where all the integrals are between the limits [Rnp, Rn(p+d)].
Therefore,

(36)

Evaluating the RHS of (35) numerically, we can evaluate the approximate value of Pb

using equations (22), (28), (29), (30) and (36). The resulting Pb is plotted against the
number of users M in Figure 3. Comparing this approximate Pb curve against the Figure 8
of [1], we see that the likelihood receiver is marginally better than the hard limited
combiner. For example at SNNR = 25 dB (SNR • 25 dB), K = 8, L = 19, and Pb < 10-3 ,
about 170 users can be accomodated with a hard limited receiver, whereas, about 190



users can be accomodated with a likelihood receiver. Though not shown, it was observed
that the effect of variation of K on the receiver performance is similar to the one
encountered in the hard limited combiner, suggesting an optimum K for a given set of W
and R. For example, with W = 20 MHz and R = 32 K b/sec., we have the optimum K to
be 8.

Conclusion

In this paper, a likelihood receiver is proposed and its performance is evaluated using three
different methods. Whereas, the simple Chernoff method is a bound, the other two
methods are approximations. It is believed that the Chernoff bound with central limit
theorem gives a better approximation to the probability of bit error than the other two
methods. It is noticed that the likelihood receiver is only marginally superior to the hard
limited combiner. Hence, because of the ease of implementation, the hard limited combiner
is to be preferred over the likelihood receiver.

To find a better estimate of the probability of error for the likelihood receiver, we may
consider the following which, however, do not seem to meet the objectives. In evaluating
the probability of error, we are interested in the tails of distribution of Si and any attempt to
find the distribution of Si numerically may not be fruitful because of the numerical errors
that might disturb the tails. Another possibility might be to expand the density function of
Si in Edgeworth expansion, with the first term as the normal approximation. However, the
trouble with such expansions are (i) the truncated series may give rise to negative values
for the density at certain points (ii) the series may be oscillating and in fact it may deviate
the resulting distribution to be away from the true one at certain points [5-7]. whereas, it is
reported that such an expansion gives a good estimate of the probability of error in optical
communication problems [10], it is not known whether such a scheme is useful for the
problem on hand.
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ABSTRACT

The basis of mathematics which can form a telemetering system is orthogonal functions.
Three kinds of orthogonal functions are used up to now. First of them is sine and cosine
functions. Second one is block pulse functions. The third one is walsh functions. Their
corresponding systems are FDM, TDM and SDM.

There are also other orthogonal sets which can form telemetering system, such as
Legendre polynomials and Hermite polynomials. Hewever. They are too complex for
engineering practice.

Except these functions mentioned above, is there any other orthogonal functions which is
suitable for engineering practice? In this paper we presented a new type of orthogonal
functions.

Its construction is similar to Walsh functions. The amplitudes of the functions are +1, -1
and 0. In the sence that they close the gap between walsh functions and block functions, it
is called Bride functions. The definition and properties are discussed in more detail here.
The construction of system is also similar to that of SDM.

INTRODUCTION

The principles of orthogonal multiplexing has been first introduced by A.H. Ballord.(1) The
key point of the theory is that non-interference between channels can be guaranteed if the
subcarrier waveforms are chosen from an orthogonal set. The orthogonal property requires
that all pairs of waveforms have an average product of zero. Thus if Pn(t) and Pm(t) are two
subcarrier waveforms with a common repetition period T, they are orthogonal if:



Equation (1) also implies that each wavef orm has a mean square value of unity. This
property is desirable for multiplex subcarriers since it menas that all waveforms have equal
power and will be affected equally by random noise.

Sine and cosine subcarriers has been used for a long time in telemetry as well as block
pulse subcarriers. They are the simplest orthogonal sets, and non-orerlapping in frequcency
or in time. So they are first recognized and utilized in engineering. sine and cosine are used
as subcariers in frequency division multiplexing. Block pulses are used as subcarriers in
time division multplexing. A sequency division multiplex system using walsh functions has
been recently introduced. (2) The basis of mathmatics which can form a telemetry system
must be orthogonal function.

A MODEL OF ORTHOGONAL MULTIPLEXING

An optimum multiplex system has been proposed in 1962. Its diagram is shown in figure 1.
It will be sumarized here only briefly. The operation of the system is as follows:

This system uses identical wareform generators at both terminals to produce the set of
orthogonal subcarriers P1(t), P2(t), ... PN(t) . Automatic synchronization is provided so that
bath generators operate at the same repetition rate of 1/TCPS. once during a period T, the
information input signals are sampled at the transmitter to obtain the set of amplitudes a1,
a2, ... qN. Each subcarrier is then amplifude-modulated by multiplication and the results
summed to obtain a composite signal of the form.

(2)

The composite signal is transmitted. At the receiver, the recovered composite signal is
multiplied by each subcarrier, the products are integrated over each period T, and the final
integrated values are sampled to produce outpnt signals of the form:

(3)

where m=l, 2, ... N.

This result follows immediately if the subcarriers Pm(t) are orthogonal. Although E(t)
contains N subcarriers, all products integrate to zero except for the product of the desired
subcarrier times itself. This product integrates to unity, so that the result is the amplitude of
the desired signal.



LEGENDER POLYNOMIALS

According to the principles of orthogonal multiplexing, A set of polynomial waveforms,
Legendre polynomials, used as subcarriers. It is said that an experimental system has been
constructed to demonstrate the principle.(3)

The first five polynomial functions which satisfy the orthogonality condition within a time
duration T are:

(4)

where X is a normalized independent variable defined as:

Figure 2 illustrates the form of the first five orthogonal polynomials.

Although it is a new method of multiplex, it is too complex for engineering  practice.

MODIFIED HERMITE POLYNOMIALS

An orthogonal multiplexed communications system using modified Hermite polynomials
was introduced. (4) The first six modified Hermite polynomials are:



(5)
It is still too complex for engineering practice.

AN INTRODUCTION TO BRIDGE FUNCTION

When symmetric copying of Walsh function and the shift mode of block pulse is
combined, the construction of the bridge function is obtained. The method is as follows:

(1)  If i represents ith number of bridge function, it can be expressed in binary code
ip-1 ip-2 ... ij-1 ... i1 i0 

(2)  The P binary code is divided into two parts:
a)  the j binary code at the right side ij-1 ij-1 ... i1 i0 is used as shift information.
b)  the (P-j) binary code at the left side is used as copy information.

(3)  Sequence shift is done at first, then sequence copy is done.
A)  The value of the original sequence is always +1 in the 0 interval, (+ in short) in other
(L-1) intervals the values are zero, where L=2j.
b)  According to the shift information ij-1 ... i0, the original sequence “+” is shifted to the
right side.
c)  The symmetric copying mode is used, according to the information ip-1 ... ij, the copy is
done one by one. At the first time, ip-1 is taken as the information, then, ip-2 is taken as the
information, and so on, until it is taken (P-j) times.



The process of forming bridge function is shown in table, where i=0... 15, for shift number
j=1.

MATHEMATICAL EXPRESSION OF BREDGE FUNCTION

We observe that in the case of trignometric, exponential, and logarithmic functions, many
of notations accepted as “standard” consist of three letters. Examples of these include sin,
cos, exp, erf, and log. Thus it is reasonable to introduce a similar scheme to denote
nonsinusoidal functions. In addition, it is necessary to distinguish continuous functions
from the corresponding discrete functions.

Discrete bride function is represented as Bri, continuons bridge function is given as bri. To
form a bridge function, not only is the copy information required, but also the shift
information is needed. So there are four independent variables for bridge function. For
discrete bridge function, it may be represented as

Briw (i, j, P, t) (6)

where t is the independent variable, time, in the interval ( 0, 1).
N=2P it represents the total umbers of the intervals in (0, 1).
L=2j  it represents the numbers of the intervals occupied by the shift, L # N
i is the ith number of bridge function.
subscript w denotes Walsh ordering.

If the value in a interval is constant, the discrete bridge function becomes continuous
bridge function. Continuous bridge function is represented as

briw (i, j, P, t) (7)

The meaning lof the four independence variables and subscript are the same as the discrete
bridge function.

WAVEFORMS OF BRIDGE FUNCTION

The waveforms of the briw (i, 1, 3, t), i=0...7 are shown in figure3, and the waveforms of
the briw (i, 2, 3, t), i=0...7 are shown in figure 4. For the poupose of comparison, the
waveforms of walw (i,t), i=0...3 are shown in f igure 5.



Comparing the waveforms of the figure with the waveforms of the figures, the following
features can be found:

(1)  When non-zero values of briw (i, 1, 3, t), i=0-7, are merged in the figure 3, four
different waveforms appear. Their shape is identical with the waveform. of walw (i,t),
i=0-3. When non-zero values of briw (i, 2, 3, t), i=0-7, are merged in the figure 4, two
different waveforms appear. Thair shape is identical with the waveforms of walw(i,t),
i=0-1.

(2)  In general:  when non-zero values of briw(i, j, P, t) are merged, 2(P-j) different
waveforms appear. For example, the waveforms, of briw(i, 1, 3,t) are identical with those
of walw(i,t), i=0-3. The waveforms of briw (i, 2, 3, t) are identical with those of walw(i,t),
i=0-1.

(3)  In general:, when non-zero values of briw (i,j,P,t) are merged, the waveforms are
identical with those of walw ( [     ], t). where [     ] represents that i is devided by L (L=2j)
then the idteger is taken. For example, the waveform of briw (7, 1, 3, t) is identical with
that of walw (3, t), the waveform, of brw (5, 2, 3, t) is identical with that of walw (1,t)..

ORTHOGONALITY OF BRIDGE FUNCTION

For simplicity, we take discrete bridge function as example to show the orthogonality of
bridge function. Let Briw (i1, j, P, t) and Briw (i2,j, P, t) be discrete bridge functions. It is
shown as follows:

(1)  i1 † i2 (mod L), where L=2j

In such a case, the part of non-zero value of a bridge function happen to correspond with
the part of zero value of another bridge function. So the sum of the product of these two
bridge function is zero. i.e.

(8)

(2)  i1 / i2 (modL), but i1 … i2

In such a case, the parts of non-zero value of two bridge functions are correspondent to
each other, so the parts of zero value.



In such a case, the sum of the product of two bridge function may be divided into two
parts, i.e. the part of non-zero value and the part of zero value. The product of two parts of
zero value is zero. The part of non-zero value may be translated into the sum of the walsh
function’s product.
Let {t1 } denote a set of interval with non-zero value.

where symbol [ ] means that the integer is only taken.

(9)

In such a case, two bridge functions are the same. The parts with non-zero value of two
bridge functions are not only correspondent to each other, but also the parts with zero
value of two bridge functions are correspondent each other. It is similar to the case (2),
The sum of the product of two bridge functions may be divided into two parts, i,e, the part
of non-zero value and the part of zero value. The product of the part with zero value is
zero. The part with non-zero value may be translated into the sum of walsh function’s
product.



(10)

Consider simultaneously the above equations (8), (9) and (10), the orthogonality of bridge
function is expressed as follows.

(11)

CONCLUSION

Since the bridge functions are orthogonal, it may be used as subcarriers. According to the
principles of orthogonal multiplexing, it is possible to form a new telemetry system based
on bridge functions. The construction of the system is similar to that of SDM.
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A TELEMETRY SYSTEM USING WALSH FUNCTIONS
WITH IMPROVEMENTS IN ACCURACY
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ABSTRACT

A telemetry system based on Walsh functions has been developed since 1980.[1.2] The
systerm is called sequency division multiplex, or SDM. A prototype of the system hss been
assembled and a lot of laboratory tests are also made in recent 2 or 3 years. Of course, in
order to put this system into real use, some practical problems still remain to be solved.

In this paper the system design measures taken to improve the accuracy and some new a
snchronization methods we adopted are described. Since the choice of subcarriers is very
important in designing a telemetry system, a table of recommended sequence values of the
walsh functions for subcarriers of the telemetry system is presented.

Since the vibration signal in high frequency band is produced in many cases, it is necessary
to build a system which can measure this signal. The frequency response of each channel
is 2000 Hz , it will have wide applications in industrial automation.

INTRODUCTION

According to the theory of orthogonal multiplexing, non-interference between channels can
be guaranteed if the subcarrier waveforms are chosen from an orthogonal set [3] Orthogonal
subcarrier waveforms can be selected in many ways, for example, block pulses are used as
subcarriers in time division multiplex, sine and cosine waveforms are used as subcarriers
in frequency division multiplex. There are some factors which should be considered, first
in the choice of waveforms, they are: generation with ease, detectability, flexibility in
engineering. The Walsh function waveforms are compatible with digital circuits. They can
be easily generated. The experimental results show that Walsh ,waveforms are detectable
and flexible. Synchronization is peculiar in SDM system, it can be realized not only by
using phase locked loops and correlation functions of Walsh functions, but also by using
conventional synchronization method.



SYSTEM DESIGN

A diagram of a improved Walsh telemetry system is shown in figure 1 which has 16
channels and each channel can be used for such variables as vibration, which change at a
very high rate. In this system the Walsh function is only applied as subcarriers, the
conventional sine wave is adopted as the main carrier. In other words, the walsh
subcarriers, modulated by signals to be measured, are added together to form the
composite signal, then it must modulate a sine main carrier for radio transmission.

The main carrier is frequency-modulated, i.e. FM, on a standard VHF telemetry link, the
peak frequency deviation is ± 150KHz . The sampling rate is 4.8KHz .

IMPROVED METHOD

Theoretically, Walsh waves, taking only two amplitude values + 1 and - 1, are jumping
signals, which occupy unlimited bandwidth; the ideal sampling is the instantaneous one,
which uses a impulse as sampling pulse; the reset time of an ideal integrator is zero.

However, practical Walsh subcarrier are the pulses with front and lagging edges:  practical
sampling will take certain time; and practical intergrator must have finite time to discharge.
All of these will cause the orthogonal error of the Walsh subcarriers and reduce the
accuracy of the system. In order to improve the performances of the system we introduce a
new idea of orthogonal set, which is formed by “modified” Walsh functions and “original”
Walsh functions. There are several ways of forming these functions, but from the view of
the implementation by practical circuits, the simplest one is the “separated” Walsh
functions, here we emphasize the orthogonality between the “saparated” Walsh function
and “original” Walsh function. The 16 couples of these walsh function are shown in
figure 2. SW(t) is a switch function, needed to form the separated Walsh functions, and the
switch is put on in the middle time        of a clock pulse period P0 . It is obvious that

It is easily proved that



therefore, sWali and Wali form a orthogonal set. In comparision with the original Walsh
orthogonal set, the “separated” set is different only in the coeffecient, it has reduced from
1 to 1/2, but it does not affect the performance of the system.

This new idea makes us easy to improve the construction and performance of the practical
system. At the receiving terminal we have put a high-speed “separated” switch (see
figure 1 ), which processes the composite signal of Walsh subcarriers, demodulated from
the main carrier, and produces the “separated” Walsh functions. Then, upon the
orthogonality of sWali and Wali the signals to be mearsured of each channel are
demodulated as before. In this way we have avoided the orthogonal errors usually caused
by the practical Walsh wave’s edges.

Secondly, between two periods of “separated” Walsh functions there is a slot with
duration        , which is sufficient for one to arrange the sampling pulse  and the reset pulse
of integrator and it does not destroy the orthogonality between sWali and Wali .

Simultaneously, in this slot a synchronous pulse can also be inserted, it provides another
scheme of synchronization.

Finally, by means of “separated” processing, the edges of Walsh subcarriers can occupy
the slot with duration P0 /2 it thus reduces the bandwidth of R F link of the system.
Generally, the relationship between the rise time and the bandwidth is as follows

fv = 0.35 ~ 0.45/ tr 

where tr is rise time, fv is video bandwidth. According to our experience, it is taken as

and in our experiment      fv = 240 KHz.

SYNCHRONIZATION METHOD

There are following features for the Synchronization.

1)  For SDM system, it is needed to maintain the synchronization both in period and in
phase, but the both can be fulfilled together.
2)  Synchronization is probably the most critical part of SDM. Once the synchronization
could not be maintained, the whole system can not work.



3)  Any deviation of synchronization will cause a serious error of the system. Thus a more
accurate synchronization circuit must be applied.
4)  The composite signal of Walsh subcarriers is a step-shaped signal, its amplitude
distribution is random. It is neither sine-type nor pulse-type. This introduces the difficulty
to detect the synchronous signal.

Therefore, detection of syrchronous signal is the first step of the implementation of
synchronization, and is also the most important step. By careful analysis we suggest two
schemes for the detection of synchronous signal. One of them utilizes the cross-correlation
function F1,2 (t) between Wal1 (t) and Wal2 (t) as an error signal to control the phase locked
loop. When the error approaches to zero, synchronism is estabished. F1,2 (t) is a triangular
waveform shown in figure 3.

The other one is just mentioned in the previous section, In the slot between two periods of
the “separated” Walsh subcarrier a sync. pulse is placed. At the receiving terminal a
special circuit may be used to detect the sync. pulse whenever it occours, then a sync.
signal forms, which will trigger the local clock generator and in such way a
synchronization between both transmitter and receiver ends is kept.

A practical sync. pulse and its detecting circuit is shown in figure 4,5. This is an open loop
system without any feedback.

Upon this basis, we can use also the error between the sync. pulse and local clock pulse to
control the PLL to fulfill synchronization, this is called closed loop system, which is
effective to improve the noise immunity. The diagram upon this principle is shown in
figure 6.

THE CHOISE OF SUBCARRIERS

The principles for the selection of Walsh subcarriers was discussed in 1981. [2] It will be
sumarized here only briefly.

a)  Odd normalized sequencies should be avoided, at most not more than one odd
normalized sequency could be used.
b)  Even normalized sequencies with values 2Pi should be preferred over any other even
normalized sequencies. Pi=2, 3, 4, ... . 
c)  One of same sequency, say sal(i,    ), is first used, then the other of different sequency,
say sal(j,    ), may be used. When proper sequency is used up, another of same sequency,
say cal(i,2), may be used.



The selection of subcarriers according to these rules is shown in table 1 for 2-17 channels
or subcarriers out of a total of 32 available subcarriers.

Table 1  Recommended Selection of Subcarriers

TEST RESULTS

Each channel may be used for vibration signal, which changes at a very high rate. The
number of channels in this system is 16. Total capacity of the system is 32KHz . Sampling
rate at 4.8KH z is used. The experimental model may be arranged in different ways.

Number of
Channels

Sampling
Rate

Maximum
Response
of a channel

Total
Capacity

8
16
8
16

2400/sec
2400/sec
1800/sec
4800/sec

1000 Hz  
1000 Hz

2000 Hz

2000 Hz

8000 Hz

16000 Hz

16000 Hz

32000 Hz



Generally, it is difficulty to build a system with high rate and large capacity. This kind of
system mentioned above can meet the needs for industry. It may have wide applications in
industrial antomation.

CONCLUSION

A prototype with 16 channels has been built. The whole system works well, total capacity
of the system is 32 kHz . The accuracy of the SDM system is quite good. The principles for
selection of Walsh subcarriers was theoretically discussed. The improved method is useful
in engineering. The synchronization problem can be properly solved. The experimental
results show that the SDM system may have great potentialities.
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Figure 1. BLOCK DIAGRAM OF WALSH TELEMETRY SYSTEM



Figure 2.   THE ORIGINAL AND SEPARATED WALSH FUNCTIONS



Figure. 3 THE CROSS-CORRELATION Figure 4. A PRACTICAL
FUNCTION F1,2(t) SYNC. PULSE

Figure 5 A PRACTICAL SYNC. PULSE DETECTOR

Figure 6. BLOCK DIAGRAM OF SYNCHRONIZATION SCHEME WITH PLL.
 



IMPACT OF CHANNEL ERRORS ON DATA COMPRESSION
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This paper will present the relationship between the distortion of compressed data to the
bit error rate on the channel.

In most studies of data compression techniques, the communication channel is assumed to
be error-free. Under this assumption, smaller distortions are generally achieved with more
complex data compression techniques. Likewise, from the mathematical theory of data
compression known as rate distortion theory, it is known that the minimum possible
average distortion of data compression systems can be approached as the complexity or
size of the source code increases.
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THE APPLICATION OF A BUBBLE MEMORY TO
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ABSTRACT

This paper describes an eight megabit bubble memory used as a mass memory storage
device on a high altitude helium filled balloon flight package. The balloon flight designated
as Gamma Ray VI, a coordinated effort of Sandia National Laboratories and Bell
Laboratories, was conducted in the fall of 1981 at Alice Springs, Australia. Eight one-
megabit Intel bubble modules were mounted on a custom designed multilayer printed wire
board to maximize the memory in the available space. A microprocessor based data
interface was designed to test and control the bubble memory.

The selection of bubble memory modules for this application, the design considerations of
the bubble printed wire board and the microprocessor interface are discussed. The flight
test and results of Gamma Ray VI are described. Future developments and applications are
briefly presented.

INTRODUCTION

Sandia National Laboratories in cooperation with Bell Telephone Laboratories has
developed a special telescope for research in gamma-ray astronomy. Still in its infancy,
gamma-ray astronomy may give us new insights into the origins of elements, the dynamics
of galaxies, and the structure of neutron stars (1,2,3,4,5). The heart of the telescope is a
single-crystal germanium diode (the largest of its kind) cryogenically cooled 67 mm
diameter detector. The complete experimental system includes; a mechanism for pointing
the detector, the telemetry package for two way data transmission, a cryogenic system for
cooling the germanium crystal, a fast anticoincidence electronic package, a data handling
electronic package, and a system of launching and recovering the balloon. The telescope
and supportive electronics are built on a special platform which weighs 750 kg and is lifted
to an altitude of approximately 40 km by a large helium balloon. The capricious upper
winds determine the duration of flight which ranges from 10 to over 60 hours and the
balloon may float up to 640 km from the launch point. The flight package is under
computer control at all times. It controls the pointing of the telescope toward the selected



target, the data collection mode and the transmission of data to the ground station. A
special onboard memory is used to collect data in a statistical data format of counts versus
energy. This data is transmitted to the ground station every 20 minutes and is added to the
data base for a given target. The system requires constant control and monitoring which
limits its efficiency and the flight duration. An onboard pointing controller and a large
mass memory will reduce the direct control time now required. Two microprocessor based
pointing and data systems, and a large mass memory (greater than one megabyte) are being
developed to increase the flight time of each balloon launch.

MEMORY SELECTION

Requirements for the mass memory are tablulated below:

Larger than one megabyte
Low average power
High density
Nonvolatile
Operating temperature range- -20 C to 70 C
shock- 30 G’s
Vibration- 1 G
Access time- less than 100ms
Soft errors- 1 in 10**6
Life- greater than 1000 hours
Altitude- Sea level to 40 km
Transfer Rate- greater than 50 k bits per second

The following memory elements were considered:
Discs - Hard and floppy
Magnetic tape
Solid state devices - Dynamic and static random access memories (RAM),

and bubble memories

Magnetic tape, hard and floppy disc drives are mechanical devices which use more power
and are considered to be less reliable than solid state memories, especially in a cold
environment. Bubble memory modules require more support circuits than dynamic and
static RAMs but they are more dense than RAMs when used in large memories. A printed
wire board will hold eight bubble modules for a total of one megabyte of memory in an
area of 600 square centimeters. A pseudo-nonvolatile memory built with 16 k static RAMs
and a battery keep-alive circuit would have a capacity of 100 k bytes for the same board
area. A memory using 64 k RAMs of the same package size would have a capacity of only
400 k bytes. Therefore, bubble memories were chosen as the mass memory element.



These bubble manufacturers were considered:

Intel one megabit module
Fujitsu 256 k bit module
National - Motorola Not in production
Rockwell Out of commerial bubble business
Texas Instruments out of bubble business
Western Electric 128 k bit module

The Intel bubble module was selected as the only one megabit module that was in
production and had the best support circuitry. The Intel bubble controller (7220) provides
automatic error correction, transparent handling of redundant loops, direct memory access
and power fail protection. At the time there were no commerial board-level bubble
memories with greater than one megabit of capacity. We decided to buy bubble modules,
support circuits and layout a new printed wire board to fit the existing electronic chassis.

THE INTEL BUBBLE MODULE

The Intel bubble module (7110) is a dense one megabit nonvolatile, solid state memory.
The gross capacity is 1,310,720 bits of which 1,048,576 bits are usable. Logically, the data
is organized as a 512 bit page with 2048 total pages. Internally the 7110 module has a
major track-minor loop organization with 320 loops of 4096 bits per loop. A minimum of
272 good loops are required for operation with error correction. The remaining 48 loops
are available as redundant loops to improve the chip yield in production. An internal boot
loop contains information on the location of good/bad loops.

THE BUBBLE MEMORY

The bubble memory was designed to operate part-time in parallel with the regular data
system to evaluate its performance for future balloon flights. The bubble memory as used
on the gamma ray telescope consists of three major subsystems: the bubble memory
microprocessor, the bubble memory board, and microprocessor interface. A block diagram
of the memory is shown in Figure 1. Each subsystem will now be discussed in greater
detail.

Bubble Memory Microprocessor

The bubble memory module controller’s command input looks like a medium-speed access
RAM but it requires several commands to initialize its internal control registers for a data
transfer cycle. A microprocessor with conditional status feedback is the best device to set
up the control registers. The microprocessor subsystem consists of a Motorola 6809



microprocessor, a 4-k static RAM, an 8-k electrically programmable read only memory
(EPROM), two peripheral interface adapters (PIA’s), one asynchronous communication
interface (ACIA), a direct memory access controller (DMAC), and a bus interface port.
The block diagram is shown in Figure 2. The programs in the microprocessor interact with
commands sent from the ground based computer while the microprocessor sends status
information to the PCM encoder for transmission to the ground computer. The
microprocessor has two main programs; a set of diagnostic routines and a set of operating
routines. A listing of the software commands is shown in Table 1. The diagnostic routines
are used in testing the system. In the normal operating mode, the microprocessor interface
acts as an input/output data buffer. The data rate from the pulse height analyzer (PHA)
varies from several times a second to several hundred a second so two 1024 byte buffers
are used to accumulate data. After one of the buffers has filled, its contents are transmitted
to the bubble controller. Reading the bubble memory also uses the buffers. The direct
memory access (DMA) transfer technique is used to move data to and from the bubble
memory controller in the fastest possible mode. A teletype terminal connected to the ACIA
port is used in the diagnostic mode to command the selected routines and print the error
messages.

The Microprocessor Interface

The PHA, the spectral memory and the PCM encoder uses 16-bit wide buses while the
bubble memory microprocessor has an eight-bit wide bus so a 2-1 data multiplexer under
the control of the microprocessor is used to pack and unpack the data bytes. A 16-bit one
millisecond counter in the interface is used to time tag the individual events (an event is a
gamma ray striking the detector) so as to increase the event timing accuracy. These four
bytes (two address and two time bytes) of data are stored in the microprocessor’s buffers
and later in the bubble memory in sequential order.

BUBBLE MODULE BOARD

The bubble module printed wire board has one bubble memory controller and eight bubble
modules, each with its supporting custom IC’s. A picture of the bubble memory board is
shown in Figure 3. Each memory module has 128 k bytes of memory so the eight modules
have a maximum capacity of one megabyte. The printed wire board has four layers to
permit the maximum module density and to provide room for the special conductor layout.
The bubble module sense lands must be guarded and spaced at least one cm from all other
lands especially if they are on other layers. The layout of the ground returns for all IC’s
must be considered carefully to reduce ground loops and all power source lands must be
decoupled as close to the IC’s as possible. The eight bubble modules are operated in a
multiplexed, one at a time, mode for an average data transfer rate of 68 k bits per second 



which provides minimum power dissipation (both standby and data transfer). This mode
also limits the data lost in case of a module failure.

GENERAL CIRCUIT OPERATION

A gamma ray striking the crystal detector generates a small electrical signal which is
amplified before it is applied to the pulse height analyzer. The output from the analyzer is a
13-bit digital address word which increments the selected RAM location in an 8 k bit
spectral memory system. In turn the memory system produces a 16-bit data word. The
address word, the data word, and a 16-bit time word are continuously transmitted via a
telemetry link to a ground station. During the bubble-memory data-recording mode only
the address word and the time word are stored in the bubble modules. After a selected time
interval, the data in the bubble memory is transmitted to the ground station on the
telemetry link.

THE GAMMA RAY VI BALLOON FLIGHT

During the fall of 1981, the gamma ray telescope and all support equipment were shipped
to Alice Springs, Australia for a flight to gather scientific data. On the morning of
November 21, the balloon lifted the gamma ray telescope into the air for a 25-hour flight.
Sixteen hours into the flight, the bubble memory was turned on and operated for three
hours. During this time, several hours of data were stored in the bubble memory and then
transmitted to the ground station. Status data transmitted with the real time data permitted
the ground station personnel to monitor the operation of the bubble memory. Problems
with the printed wire board layout prevented the operation of all eight bubble modules so
only 256 k bytes of memory (two bubble modules) were fully operational. All test
objectives were met. About 22 hours into the flight, when the bubble memory housing had
cooled to -2.8 degrees C, the bubble memory was turned on and exercised successfully.

FUTURE DEVELOPMENTS AND APPLICATIONS

A complete redesign of the bubble memory printed wire board corrected all of the
problems of the old board. A fully checked out one megabyte of bubble memory is now
operating on a single printed wire board. Future gamma ray balloon flights will use
multiple bubble memory boards for a full six megabytes of memory. The fully developed
bubble memory boards will also be used on a Seafloor Earthquake Measuring System that
Sandia is developing for the U.S. Geological Survey and five major oil companies (6).
Bubble memories are being considered for small, low power, stored data systems applied
to underground studies and long term (one year) system monitoring.



CONCLUSIONS

Bubble memories are very effective and reliable for use on applications in hostile
environments. They are very dense and therefore useful in large, medium-speed access,
memories. As bubble memory module power requirements and costs continue to drop, they
will be used in many more applications.
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Table 1

SOFTWARE COMMAND MODES

DIAGNOSTIC MODE:

1. RAM check
2. Terminal check
3. Bubble memory dummy module
4. Bubble memory PIA
5. Bubble memory DMA
6. Bubble memory seed regeneration
7. Bubble write boot loop

OPERATIONAL MODE:

1. Standby
2. Bubble module readout
3. Bubble module write
4. Bubble module clear
5. Bubble module write check pattern
6. Bubble module selected initialization

BUBBLE MEMORY COMMANDS:
1. Initialize
2. Abort
3. Purge
4. Read bubble module
5. Write bubble module
6. Read boot loop
7. Write boot loop



Figure 1. Bubble Memory Block Diagram



Figure 2. Bubble Memory Microprocessor Block Diagram



Figure 3. Bubble Memory Board



A DATA MEMORY SYSTEM FOR A
SEAFLOOR EARTHQUAKE MEASURING INSTRUMENT
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ABSTRACT

A Seafloor Earthquake Measurement System for measuring strong motion seismic data has
been developed and tested by Sandia National Laboratories as part of the Department of
Energy Offshore Instrumentation Program. The system’s function is to gather data for the
design and regulation of offshore structures such as oil platforms and pipelines. The
seafloor package is a self-contained unit capable of operating unattended for up to one
year with data readout on command via an underwater acoustic telemetry system. One of
the problems with such a system is the large memory required to store seismic data. This
memory also must consume very little power to conserve battery life. To meet these
conditions a combination low-power CMOS buffer memory and a one-million-bit magnetic
bubble main memory with switched power was developed. This paper describes these
memories and how they are controlled by a microprocessor to save the “best” data since
the last data readout.

INTRODUCTION

Sandia National Laboratories, under the sponsorship of the Department of Energy (DOE),
the U.S. Geological Survey (USGS), and five major oil companies (ARCO, Chevron, Gulf,
Mobil, and Shell), is developing unique offshore instrumentation systems to gather data on
the environmental and engineering conditions of the outer continental shelf (1). Since a
large percentage of the future reserves of oil and gas are believed to lie offshore, these data
are needed by the oil industry for the design of safe, cost-effective structures and by
government to fulfill its regulatory responsibilities. One of the systems developed and
demonstrated under this program is the Seafloor Earthquake Measurement System (SEMS)
(2,3). The function of the SEMS is to measure seafloor strong motion seismic data to be
used in the design and analysis of offshore structures. In this paper we will describe the
memory system and data recording algorithm used in the SEMS to store the seismic data.



SEMS SYSTEM DESCRIPTION

The Seafloor Earthquake Measurement System (SEMS) consists of two main subsystems:

1. The Data Gathering Subsystem (DAGS), a seafloor pressure vessel and probe
containing accelerometers, microprocessor, solid state memory, batteries, and
acoustic telemetry link; and

2. The Command And Recording Subsystem (CARS), a portable receiving/recording
station that provides surface command and data recording capabilities.

In the system operational mode the DAGS continuously monitors the seafloor seismic state
as measured by its accelerometers and when it finds ‘interesting’ data, it stores those data
in its solid state memory. At periodic intervals or when land based seismic instruments
have recorded ‘interesting’ seismic data, the CARS is taken by an operator on a small boat
to the DAGS location where the operator uses the CARS to read out the DAGS seismic
data via the underwater acoustic telemetry link (4,5).

Both systems are controlled by similar microcomputers consisting of an RCA 1802
microprocessor, programmable read-only memory, read/write random access memory, a
real-time clock, a universal asynchronous receiver/transmitter and additional input/output
devices as required. Low power analog circuitry and CMOS digital circuitry are used
throughout the system to minimize the power consumption. The DAGS uses lithium sulfur-
dioxide batteries for power which give it a design life of one year.

The seismic data recorded by the DAGS consists of three channels of accelerometer data
sampled at 100 sample sets per second with a 12-bit analog-to-digital converter. The input
to the analog-to-digital converter is a gain-ranging amplifier controlled by the
microprocessor. The 12-bit data sample plus gain-ranging bits and channel identification
bits give a total of 16 bits for each channel per sample. Therefore, with three 16-bit
samples recorded at 100 sample sets per second, we have a total of 4800 bits of data
generated each second. A typical strong motion seismic record may consist of 25 seconds
of data which gives 120,000 bits of data. As can be seen the DAGS can generate large
quantities of data in a few hundred seconds. Since the DAGS data may be recovered only
once every one or two months, DAGS must have an extremely large memory or be capable
of saving only the ‘most interesting’ data. The next sections describe the DAGS memory
and its data sorting algorithm.



DAGS MEMORY SYSTEM

The DAGS has two parts to its memory system. First is a 144 kilobit CMOS read/write
random access memory (RAM) used to buffer the incoming seismic data for data sorting.
Second is a one megabit magnetic bubble memory (MBM) used to store the ‘most
interesting’ seismic data in eight 25-second blocks.

We chose magnetic bubble memory for the DAGS because of its large storage capability
and its non-volatility. The DAGS continuously writes data into its CMOS RAM, but
typically only writes to the MBM one to ten times per day depending on the incoming
seismic data. Since the time required to write 25 seconds of data into the MBM is less than
three seconds, on the average the MBM is accessed less than 30 seconds per day. The
MBM is only turned on when it is being read or written, therefore the average power
consumed by the MBM, ten watts for less than 30 seconds per day, is inconsequential
compared to the DAGS continuous power drain of three watts.

We considered magnetic tape memory systems for storing the seismic data since they
could give more storage capacity than the one million bits of magnetic bubble memory. We
chose not to use magnetic tape since we wanted to recover the data without recovering the
DAGS; therefore, the DAGS would have had to rewind the tape and read it for data
transmission to the surface via the acoustic telemetry link. Using magnetic tape in this
manner takes considerably more average power than magnetic bubble memory (MBM).
Also we feel that tape systems are not as reliable as the MBM.

We designed the MBM system using Western Electric’s Serial Bubble Store (SBS) in
1978. This was the only magnetic bubble memory that was being delivered at that time.
Each Serial Bubble Store consists of a 15 by 15 centimetre board containing a one-quarter-
megabit bubble memory and support electronics. The support electronics makes the Serial
Bubble Store appear as four 68,121-bit serial shift registers. All of the control and data
lines are TTL level lines. Figure 1 is a block diagram of one SBS module.

Four SBS modules are used in the MBM system along with DC-DC converter power
supplies and a Sandia designed controller board. Figure 2 is a picture of the entire MBM
system. With four SBS modules, the system appears to the microprocessor as sixteen
68,121-bit shift registers. The controller board writes or reads one entire register at a time.
The write sequence performed by the controller consists of writing a 537-bit sync pattern
followed by 67,584 data bits. The read sequence performed by the controller is to search
for the 537-bit sync pattern and then read the 67,584 data bits. All data transfers between
the controller and the microprocessor RAM takes place through direct memory access
(DMA). The sequence of operations performed by the microprocessor to access the MBM
data is as follows:



1. Power to the MBM is sequenced on using software time delays;

2. The address register for the DMA operation is set up;

3. A read or write command is given to the MBM controller;

4. A microprocessor interrupt is generated by the MBM controller when the 67,584 bit
data transfer is complete; and

5. Power to the MBM is sequenced off using software time delays.

Since the data are transferred via DMA, the microprocessor can be performing other
functions during the 1.42 seconds required for a MBM register data transfer.

DATA RECORDING ALGORITHM

Although the magnetic bubble memory system has a one-million-bit data capacity, only
200 seconds of seismic data will fill the memory. Therefore an algorithm was implemented
in the microprocessor to pick out and save the ‘best’ 200 seconds of seismic data. A block
diagram of the algorithm is shown in Figure 3. The algorithm is implemented in
microprocessor software and all of the data buffers referred to in the following paragraphs
are in the CMOS RAM. The algorithm consists of three basic parts:

1. Determining that ‘interesting’ seismic data is coming from the accelerometers;

2. Deciding whether the ‘interesting’ data coming in is ‘more interesting’ than the data
already recorded in MBM; and

3. Determining that the seismic data coming from the accelerometers is no longer
‘interesting’.

During step 1 the data are feed into a 1.7 second pre-event ring buffer so that when
‘interesting’ data are found 1.7 seconds of precursor data are also saved. The vertical
channel of the seismic data are fed into two averagers that average the absolute value of
the input data to get a measure of the data’s energy content. The first average, over the last
1.28 seconds, is called the Short Term Average (STA) and is a measure of the present
level of the seismic data. The second average, over the last 20.48 seconds, is called the
Long Term Average (LTA) and is a measure of the background level of the seismic data.
These averages are recalculated every data sample time (10 milliseconds) using a routine
that subtracts 1/Nth of the old average and adds 1/Nth of the new sample point to generate 



the new average, where N is the number of samples used to make up the average such as
128 for the 1.28 second average.

A ratio of the STA to the LTA is calculated and compared with a preset trigger threshold
to determine if the present signal level exceeds the background level sufficiently to indicate
that ‘interesting’ data are coming in. The trigger threshold, preset to 1.5, indicates that the
present signal is 50 percent larger than the background. The trigger threshold can be
changed by command from CARS through the acoustic telemetry system. When the STA
to LTA ratio exceeds the trigger threshold, we say that the system has declared an event.

When an event is declared, the system goes to step 2 of the algorithm. The pre-event ring
buffer is locked and the new dats are fed into a 25.6-second event buffer. In addition, the
calculation of the LTA is stopped so that event data will not modify the LTA since it is to
remain a measure of the background data. At the same time the data are being input to the
event buffer, a sum of the STA is calculated over 25.6 seconds. This sum, called the event
size, is used to determine if the new incoming data are ‘more interesting’ than the data
presently stored in the MBM mass memory.

At the end of the 25.6 seconds, if the event size of the new data is found to be larger than
the event size of the smallest event stored in MBM or if a vacant block exists in MBM, the
new data in the event buffer and pre-event ring buffer are stored in the vacant block or
over the smallest event in MBM. If the event size of the new data is smaller than that of
the smallest MBM event, the event is declared over and the algorithm moves to step 3.

A 25.6-second block of data along with the 1.7-second pre-cursor data and system status
fills two of the sixteen MBM registers. Therefore the MBM can hold a total of eight data
blocks. After the data are saved in MBM, the event is not declared over and another 25.6
seconds of data are gathered while a new event size is calculated. This block of new data
is considered part of the same event as the previous block; that is, a total seismic event can
consist of from one to eight 25.6-second blocks of data. At the end of the second 25.6
seconds, a ratio of the event size to 2560 times the LTA is calculated. This ratio is
compared with a preset shutdown threshold (nominally 1.7) to see if the event should be
declared over. If the ratio is less than the shutdown threshold, the event is declared over
and the algorithm moves to step 3. If not, the event size of this new block is compared
with the event size of the previous block of the same event. The event size of the present
event is set to the larger of these two event sizes. The same process as used for the first
block in determining if it should be stored in MBM is used for this block.

The above process repeats for up to eight blocks of data for this event. The reason that the
largest event size is used for all blocks of an event is that we wanted to make sure that we
would save the tail end of a large event rather than have it being overwritten by the main



part of a smaller event. In addition, if a block of data in the MBM is overwritten, the
remaining blocks of data in the overwritten event are declared vacant. This keeps the
system from saving only parts of an event.

The final step in the recording algorithm is step 3 when an event is declared over. At this
time the calculation of the LTA is restarted using the presently locked LTA as a starting
point. The pre-event ring buffer is opened for new data and when it is full of 1.7 seconds
of new data, the algorithm goes back to step 1.

This entire algorithm was implemented using an RCA 1802 microprocessor running with
an instruction execution time of 8.7 microseconds. In addition, the microprocessor has to
control the analog-to-digital converter and input gain ranging during the same time. Timing
of the algorithm at times was difficult and required dividing it up into different ten
millisecond increments that could be preformed between data sampling.

SYSTEM OPERATION

Five SEMS were built with four installed and operated in the ocean and one on land in the
Santa Barbara, California area from the fall of 1978 to the fall of 1981. The systems
performed well and recorded over twenty-five strong motion earthquakes. The recording
algorithm was found to be very effective in picking out the earthquakes and overwriting
man-made events such as underwater seismic soundings using small explosives which may
have larger peak acceleration but not the large energy content of an earthquake.

FUTURE SEMS WORK

We are redesigning the SEMS to use a new magnetic bubble memory (MBM) system
designed by Sandia for a high altitude balloon program. A complete description of this new
MBM system is given in a companion paper (6). A picture of the new MBM system is
given in Figure 4. The new system is based on the Intel one-megabit bubble memory
device and Intel’s controller integrated circuits. The old MBM system has one million bits
of data and takes up a circuit board area of 1800 square centimetres. The new MBM
system has eight million bits of data and takes up a circuit board area of 600 square
centimetres. Therefore the required board area per million bits has been decreased by a
factor of 24.

The new system will allow the storage of 1600 seconds of seismic data in the SEMS
instead of 200 seconds. The additional data storage will allow us to read the system less
often and to record more seismic data during actively seismic times.



CONCLUSION

The Seafloor Earthquake Measurement System (SEMS) has been found to a very useful
tool in recording strong motion seismic data on the ocean floor. Because of its magnetic
bubble memory system, the system’s lifetime was extended to one year. With the
infrequent occurence of large earthquakes, the long lifetime is mandatory. The recording
algorithm has been found to very effective in using a limited memory in recording event
type data. It is general enough that it could be applied to any event recording system.
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Figure 1. Western Electric Serial Bubble Store Block Diagram



Figure 2. Original SEMS Magnetic Bubble Memory System



Figure 3. SEMS Data Recording Algorithm Block Diagram



Figure 4. New SEMS Magnetic Bubble Memory System



BUBBLE MEMORY INSTRUMENTATION PACKAGE REPLACES
DATA LINK IN PARACHUTE TEST SYSTEM AT NWC
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ABSTRACT

A bubble-memory recorder for data taken from a parachute-measurement system is used to
replace UHF telemetry using FM subcarriers. Significant savings in manpower for the test
results, along with greater data quality and simpler, more repeatable data playback. New
devices and a ground-based playback decommutator provide greater utility and normally
end the requirement for a ground station.

INTRODUCTION

Parachute test systems are used to measure various characteristics of equipment and
biomedical data for analysis. The “payload” for the parachute system may be a dummy or
a live jumper. In the past, data measured was fed into FM subcarriers and the combination
transmitted to the ground on L-Band (1435-1535 MHz) telemetry, and recorded for later
playback and analysis. To accomplish this, a test range with appropriate receivers,
antennas, and recorders was required, as was appropriate frequency coordination and
clearance for the telemetry channels used. Transmitter power is limited by size and the
approximate 20% efficiency of present UHF transmitters, causing weight (mainly for
batteries) and heat-sinking limitations. The low transmitter power thus possible in such a
package and the difficulty of providing a proper antenna mount--much less gain--requires
ground-station antenna gain and thus the mechanical tracking of the parachute package
from the air to the ground, a difficulty complicated both by the fact that the signal is not
normally present until the parachute package has been ejected from the aircraft, and
because of ground clutter and obstructions when it lands. When the National Parachute
Test Range (NPTR) was transferred from El Centro to China Lake, California, the
parachute group lost some telemetry receiving capability, and the combination of
frequency scheduling and receiving facility availability further exacerbated the problem.
Replacing the telemetry link with on-board magnetic tape presented the usual “Moving
parts” problem, and would require either multi-track recording or a single track with
multiplexed data at speeds which would dictate the use of open-reel tape, a type of



machine rarely characterized as “small.” The use of a bubble-memory recorder and digital
PCM in the present package thus overcomes quite a variety of problems, and except for
capacity does not appear to create any new ones.

BUBBLE MEMORY CHARACTERISTICS

Bubble memories are effectively solid-state tape transports, with internal tape loops in the
form of magnetic loops circulated by coils driven in quadrature. While the loops are
circulating, they may be written into or nondestructively read. If the coils and power
supplies to the bubble are powered down in a specific order, the recording remains and can
be recovered if power is again reapplied in a specific order. The support circuitry, much
larger than the bubble memory itself, provides these functions even if external power to the
support circuit is terminated abruptly, and also provides an address counter to locate the
designated “start” position as it travels around the loops.

A bubble memory has a definite capacity, and loads data serially into the loops within.
Since a chip as large and complex as the bubble memory is seldom perfect, more loops are
present within the chip than are actually used, and several of the loops are used to store
addresses of good loops and to direct data to them. These loops are programmed with the
address information at the factory, but the data within them is also provided should it be
accidentally erased, in which case they must be reloaded by a somewhat tedious process.
A microprocessor and external buffer storage are used within the bubble memory recorder
package to direct this activity and to allow loading at a constant rate as various delays
occur within the actual recording circuit, thus the internal workings appear transparent to
the input and output of the system.

As a consequence of the uneven loading rates, the bubble memory cannot be loaded evenly
at quite the rate the bubble’s manufacturer advertises, but a rate of 40 KHz, sufficient for
the parachute system requirements, is easily accomodated. Speed is further limited by
formatting overhead in the bubble support system, and by the analog-to-digital conversion
scheme used. With the 40 Kbit/second rate, a recording of 2045 pages of 68 bytes/page
and 8 bits/byte has a duration of nearly 28 seconds is possible. As seen from the outside,
the bubble memory could be made to function like a tape loop, recording over the oldest
material as the loop comes around again, and could be started and stopped at any point,
but to do so would add a certain amount of confusion in most normal uses, so the starting
point for any recording (or playback) is taken at the same location--address zero--and the
recording or playback runs through the memory completely exactly once, as if it were an
open reel tape. Since it is a loop, however, no rewind function is needed, and the zero
position is always acquired by rolling the recording forward, sort of like an eight-track
tape.



THE SYSTEM PACKAGE

The parachute recording package, built by Eon Instrumentation in Van Nuys, adds the
functions of analog multiplexer (24 differential low-level, 4 differential high-level), analog-
to-digital converter, digital formatter (which adds sync, frame count, and eight discrete
digital signals). The multiplexer output is available without the bubble memory engaged,
so that a continuous multiplex signal can be used for calibrations. The system can operate
in three modes: the aforementioned multiplexer-only mode, and modes corresponding to
“record” and “playback”. When 28 volt DC power is applied, the system goes through a
self-test sequence, and then indicates that it is ready to continue. After the self-test is
complete, the multiplexer starts to deliver its output if continuous mode is selected. If
record mode is selected, and after self-test is completed, a trigger starts the recording
process which continues until the bubble is full, after which time the output halts. For
playback, the output plays the contents of the memory immediately after self-test and halts
at the end of the recording. Playback of the contents of the memory can be made as many
times as desired, even though power has not been continuously applied to the unit (which
makes recordings of parachute events possible in the first place). The data output from the
package is a standard NRZ-L PCM signal for demultiplexing on a standard ground station
decommutator, and an additional multi-pin output connector is provided for use with the
companion bubble memory ground unit. If the system is stopped partway through a
playback by power failure (which might occur by accident), the recording is again played
from the beginning after initialization when power is reapplied. If stopped partway through
a recording, the portions of the recording made before the power failure is preserved. A
record interlock plug is available to prevent accidental recording when recording is not
desired.

The selector for continuous conversion, read, and write, plus a reset function which causes
the self-test to be performed at a time other than power-on or the end of another function is
plugged into the airborne system for ground use only. These functions are not required
when the package is in the air, since the only function desired is the recording function.
Switching the selector to record position does not start the recording, but allows for a
trigger to cause the recording to commence. This record trigger is provided by a ripcord
switch in the parachute test system.

GROUND UNIT

As versatile as the system is, however, a companion unit provides a number of additional
conveniences that the airborne unit does not. The ground unit, also manufactured by Eon
Instrumentation and called their BUB-101A, operates on 120 volts AC and can be used to
provide 28 volts DC to the airborne unit. The ground unit also contains a bubble memory,
so the contents of the airborne (or air-dropped, in this case) unit can be loaded



nondestructively into it. The ground unit has a four-channel analog multiplex output, so
analog reconstructions of the original signals can be provided four at a time for analysis,
and a microcomputer-operated thermal printer can provide a running printout of data on a
single channel or for the entire frame. Figures can be expressed in percentage of full scale,
or in binary count from zero to 255. For playbacks, the printer displays the start time of the
display, so the printer can provide data as a function of time. Through the keyboard
interface, the desired start time is entered, and the printer proceeds to print the next 68
(twice 34, also the number of words in a frame) data points. For calibrations, the printer
provides direct hard copy. The bubble memory itself is on a removeable card, so data
recordings may be saved by changing cards if desired. Like the airborne unit, the ground
unit provides a serial NRZ pulse train for use with an external decommutator.

ASSOCIATED SAVINGS

The bubble memory package provides considerable savings in time and manpower as well
as data quality as good as the best signals RF could provide. System calibration also
requires no radio frequency use and thus no coordination, and is greatly simplified by the
use of PCM and the printer on the ground unit. The preflight checkout on the runway is
usually eliminated entirely, but can be provided if requested again without use of RF. The
parachute group still operates a spin tower facility at El Centro, which no longer requires a
truckfull of equipment and telemetry operators. Since most data playbacks can be done
without the aid of a ground station, scheduling is greatly simplified. Due to the
“robustness” of the recording, tape copies of any test can be made at any time from the
bubble recording without degradation. Transmitters and antennas require considerably
more attention than does the bubble package, as would a tape medium. While the potential
of an incomplete recording resulting from a power interruption is a possibility, it has never
been observed, and the consequences of power interruption with RF or tape would be as
bad or worse.

FUTURE SYSTEMS

The future of bubble memory recording for instrumentation is encouraging, even though
bubble memories are not exactly designed for this purpose, even given the bailout of Texas
Instruments and National Semiconductor from the bubble business. The unit described
here uses an Intel memory, for which second sources are anticipated. A four-megabit chip
is forthcoming, which will quadruple the capacity of the present system with minor
modifications. Parallel recording on multiple memories will allow recording entire words at
the same rate that individual bits are now recorded, thus increasing apparent bit rate, as
would be a necessity for most instrumentation uses. The output of such a system may be
provided in serial mode as traditionally done, or fed into whatever device is used for
processing and display as a parallel word. A bubble recording can be used as a backup to



transmitted data on missile flights whose shot geometry might preclude telemetry reception
at points along the flight, or if the missile is, for example, underwater at the beginning
and/or end of the flight and thus incapable of transmitting a useful signal. Finally, on-board
recording is a perfect security device, since data not radiated cannot be intercepted. While
bubble recorders are larger than telemetry transmitters, they draw somewhat less power. It
can be safely concluded that bubble-memory data recorders will be more common in the
future.
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ABSTRACT

As fuzes and guidance systems become more sophisticated, the use of artillery projectile
TM’s is increasing. In some applications where data requirements are simple in nature and
limited in volume, and where there is a high probability of successful hardware recovery,
the use of micropower digital memory systems is more desirable than the conventional,
more costly RF system.

Digital Memory TM systems, their capabilities and limitations, design considerations, and
field and laboratory test results are presented. Some of the extreme environments and
shock resistant packaging techniques are also discussed.

INTRODUCTION

The rapid advancements in electronics have brought about highly sophisticated artillery
projectile fuze and guidance systems, including expensive microcomputer and laser
guidance devices which render the conventional statistical proof testing (e.g., firing large
lots) financially impractical. As the cost of the projectiles increases, the use of telemetry to
acquire quantitative performance data has become increasingly necessary so that the
maximum amount of data can be obtained from each firing test. Furthermore, while the
statistical approach provides only an estimate of the quality of a given lot, the telemeter
can frequently pinpoint or infer the cause of an anomality or failure. Usually, the quantity
and frequency content of the data requirements is large, and the use of an RF telemeter is
necessary because of its large data band width. However, when there is only interest in
limited event-type functions, such as sequence and time of switch closures or detonator
actuations, a recoverable memory telemeter can be considered.



The memory telemeter is a micropower, digital electronic storage device. It acquires and
stores the data in its memory, which is interrogated after recovery of the projectile. A
typical multifunction telemeter may contain charge amplifiers, signal conditioner, flash
converter, clock, control logic and storage. Typically, the power is switched on for the
duration of the date acquisition period. After that time, only the memory device is
powered, which consumes approximately 10 microwatts per 2K x 8 bits of storage. The
activated TM may draw 10 - 50 ma. at 10 V for the duration of the flight, typically 30 to
60 seconds. Using 150 mah batteries, data retention varies between 1 - 15 days, depending
upon the storage volume.

Packaging of the telemeter to survive the firing and impact in a form so that it can be
recovered and interrogated is of paramount importance. First of all, it has to conform to the
available mounting volume and form factor within the projectile. Performance of
components is affected by their location and mounting direction. For instance, batteries
should be located near the longitudinal axis to minimize the migration of the electrolyte as
a result of spin. The telemeter must be sturdy enough to survive the environmental forces
while its weight must be kept to the minimum.

Support of components in a high-g electronic assembly is achieved by either simple
mechanical structures and extensive use of potting materials, or by more complex
mechanical mounting and minimized use of potting. The mounting methodology is
determined by such tradeoffs as available size and weight, estimated need for repair, need
for rework or changing of measurement parameters after fabrication; planned re-use of a
system requiring, as a minimum, battery replacement; and cost of components. This latter
factor frequently is the overriding factor in deciding whether to make a whole assembly
“throw-away” or repairable if testing discloses a fault. A recoverable memory pack may
use relatively inexpensive components, but, because of its inherent sturdiness, may be
reusable if the batteries can be replaced. Therefore, a removable battery assembly can be
designed.

High density, hard but resilient potting compounds have been used successfully for potting
high-g electronic assemblies. One was found to be easy to work with and offered variable
control over the hardness and resiliency of the final cured compound.

Tests have been performed on a light-weight hard foam compound which offered the
property of filtering the high frequency harmonics of the shocks to protect high resonant
frequency electronic components as well as continuous control of the foam cell density.
The foam was tested successfully in set-back environments up to 20,000 g’s. However, it
failed to support dense components such as the batteries at higher g levels. A high density,
hard but resilient compound was found to provide the best overall protection against
shock.



In comparison with the RF telemeters, the memory telemeter has the following advantages
and limitations:

Advantages:

1. Simplicity

2. Reduced volume and weight

3. Logistics simple

4. No transmitter or antenna required

5. Faster deliveries

6. Data is secure

7. Lower cost

A typical memory TM is a basic, micropower digital device. Due to the lower power
consumption, the size and weight of the battery pack is considerably smaller than that of
an RF telemeter. The data is retained in the memory until recovery and interrogation is
achieved by the use of a lightweight, hand-carried interrogator. In comparison, the RF
telemeter has to be monitored continuously from ground stations, usually at least two
heavily equipped mobile units, with a minimum of two operators each. The memory
telemeter does not use a costly transmitter nor antenna system. The overall result is lower
cost and faster delivery.

Limitations:

1. Limited data volume

2. Limited frequency response

3. More stringent packaging required to permit recovery

4. Applications limited to those where recovery is possible

As data is acquired, it continuously fills up the available storage space. Although
responses up to 50 KHz can be attained, the fast scanning rate fills up the memory faster
and shortens the duration of coverage. There is a trade-off between frequency response



and time duration of coverage for a given memory size. The test round and the TM within
must be recovered for interrogation. Target areas such as water, mud and fields covered
with heavy vegetation or rocky terrain should be avoided if possible.

Following are discussions of three memory type telemeters. Specific requirements,
environments, and some unique approaches are also discussed.

TELEMETER “A”

This telemetry concept was proposed for use in acceptance testing of a projectile time
fuze. The arming and firing fuze functions occur sequentially at pre-set times. A dud will
occur if either function fails. Since either or both functions may not occur at the set time in
the trajectory, but could be forced to occur at ground impact (still a dud), determining the
times of events in the event of a dud was impossible without instrumentation. The
following requirements were placed on the instrumentation: (1) measure and register the
times of occurrence of the two functions within the first 35 seconds of flight, including
possible inbore or premature functioning. (2) the package will screw onto the fuze and fit
into the initiator charge cavity. (3) total package weight should be less than 1 lb. (4) data
must be retained for a minimum of two days. (5) the telemeter must survive setback and
ground impact, with forces estimated in excess of 30,000 g. (6) the TM should be reusable
for a minimum of 20 tests.

A digital memory telemeter was designed and successfully tested for conceptual
soundness. The telemeter (Figures 1 and 2) measures 2 1/8" dia. by 3 1/2" long and weighs
approximately 3/4 lb.

The basic circuitry is comprised of level detectors, clock and counters. All integrated
circuits are type B micropower CMOS devices. The RC clock rate was tested for deviation
due to expected temperature and voltage variations and was found to be better than 2%.

The power is supplied by 150 mah, rechargeable NiCad button cells. Access to the
circuitry is accomplished by a Cannon Type MDM connector. All telemeter components
had been previously qualified for the expected environment.

Three prototype telemeters were fabricated using discrete integrated circuits and other
components and custom hand wiring in lieu of printed circuits. Following functional
laboratory testing and temperature cycling, the telemeters were successfully tested in the
rail gun at 12,500 g’s setback. The first unit contained a diode whose performance was
marginal during environmental testing; therefore, this unit was designated as a spare during
field tests.



Firing tests were conducted with the following results: 1. The metal housing and TM/fuze
interface fractured at ground impact in each round (Figure 3). The telemeters then broke
loose into the shell cavity. 2. The TM with the unreliable diode failed. Post mortem test
indicated that the diode in question fractured, but the remainder of the circuitry was still
functioning when the diode was bi-passed. 3. The other two telemeters were functioning
properly after recovery, and the times of events in the memories correlated closely with the
fuze preset times. The deviations from the preset times were within fuze tolerances.

This field test proved that the telemeter’s electronic design concept satisfied the
requirements, and the packaging technique adequately protected the circuitry from the
setback and impact shock forces.

The mechanical housing wall thickness had been minimized to reduce weight. The housing
is being redesigned to increase its strength.

TELEMETER “B”

Telemeter B was developed to measure and record several operational events in a
projectile. These included the sensing of some voltage thresholds, the velocity of internally
moving parts, total flight time, and other event times of occurrence. The telemeter design
uses CMOS micropower integrated circuits and consists of a 1 MHz clock, control logic,
comparators, dividers, counters and shift registers. A g-switch is used to sense set-back
and start the clock. Flight time is obtained by dividing the clock output and feeding a
counter. Knowing the frequency, the contents of the counter will be directly proportional
to the elapsed time with a resolution of 10 milliseconds. The velocity of the internally
moving objects is measured by monitoring the functioning of breakwire sensors positioned
at precisely spaced distances along the path of the moving objects. The sensor outputs are
fed into the control logic, which, on command, feed the clock pulse train into counters.
This data is stored in the counters and, during interrogation, is transferred to the shift
registers and clocked out serially. In effect, each counter contains the time which elapsed
while the object moved from one sensor to the next. Knowing the distance and time, the
average velocity can be easily computed. The average acceleration can then be calculated.
Finally, the voltage thresholds were monitored by comparators made of CMOS buffers.

The telemeter was contracted for hybridization and fabrication. The first model, shown in
Figure 4, was successfully tested in the air gun at 20,000 g’s and in a gun firing of an inert
projectile at a setback of 10,000 g’s. These preliminary tests were nonfunctional, e.g., the
storage registers were preloaded with data, which was retained unaltered during the tests.
Next, the TM was tested in a full function test round in which it was subjected to an
estimated shock of 300,000 g’s. This configuration did not survive the environment. The
housing deformed, causing substrate and wire fractures. At this point, several corrective



measures were taken to increase package strength. The housing was reinforced, and a 3/4"
thick steel base plate was added so that the forces would be more evenly distributed on the
whole unit (Figure 5). In addition, a W shaped bracket shown in Figure 6 was mounted
between the shell and TM package. This bracket was designed to limit the inertial shock to
18,000 g’s, based on the weight of the telemeter and the estimated total energy output of
the impact shock. The aluminum W bracket, when subjected to the compression, deforms
and reduces the low frequency harmonics of the shock, which otherwise would be
transferred to the instrumentation package. The performance of the bracket is mechanically
analogous to that of the reference diode in electronics. Redundant memory and backup
battery packs were also added.

Two prototype housings were fabricated and potted without electronics. They were then
successfully tested for mechanical survival and the proper functioning of the W bracket.
The housing did not deform and the bracket was compressed but not fractured, indicating
proper operation. Three telemeters were built for two full function ground tests. The first
unit measured and registered the proper voltage threshold data, which was confirmed by
hardwired instrumentation. All other registers contained zeros. The second round was
monitored by two telemeters. One telemeter was mounted inside the test projectile and
subjected to the full shock environment. The second was mounted on a stationary stand
and not subject to any adverse environment. Both TM’s were connected to the same
breakwire sensors (inputs). The voltage threshold measurements were not connected to the
second TM. The results were that the telemeter mounted on the stand contained all
velocity information. The telemeter mounted in the test vehicle contained all zeros (no
input state) except for one word of velocity data which concurred with the data acquired
by the telemeter on the stand. It was concluded that the high frequency shock penetrated
the package and altered the state of the IC’s (e.g., an unconditional reset) by acting on the
stray capacitances inherent in CMOS circuitry. A 1/4" soft padding of Stycast 2741 was
applied between the base plate and the metal assembly containing the substrate with the
circuitry (Figure 7), in an attempt to attenuate the high frequency harmonics of the shock.
Two telemeters were modified, preloaded with calibration data and field tested for data
retention capabilities. Both units retained all data.

Four telemeters were modified to add the pads full function firing test. Two additional
units, using discrete components and custom wiring techniques, (Figure 8) were also
fabricated. Full function firing tests were conducted. The modified, hybridized telemeter
was fired first. The entire package disintegrated upon ground impact. Apparently the shock
absorbing W bracket failed to hold at impact; it fractured and the TM was driven forward
against the interior of the ogive (nose cone), falling apart in the process. A second round
was fired with a discrete component telemeter mounted in the ogive, and a large void in
front of the TM was filled with high density foam. The ground impact again separated the
W bracket from the round and, while the foam provided some cushioning, the TM still hit



and fractured the ogive. The telemeter was noticeably deformed, its memory holding some
numbers, but they could not be related to the expected data. The module was then tested
with the signal simulator and was found completely functional. It is not certain at this time
whether the impact shock (TM vs. ogive) or malfunctioning of the break wire sensors
caused the failure. Since the number of preflight tests was very few due to availability of
test projectiles, the parameters of the physical environments are unknown. The simulation
of the forces would require the use of explosive propellant, which is both elaborate and
costly. The problem causing test failures is mechanical in nature, and rectification without
a costly test program may not be feasible. It is uncertain at this time whether this program
will be continued.

TELEMETER “C”

In the past, the “reverse ballistic” method was frequently used to acquire data on impact
fuze functions during impact. This method consisted of firing simulated targets at a
stationary fuze. This approach greatly simplifies instrumentation of the fuze; however,
there are considerable problems involved with firing “soft” targets at a prescribed velocity
while maintaining target integrity. In addition, this technique does not necessarily result in
a true impact environment simulation, and, therefore, the actual gun firing approach may
be considered. The instrumentation of fuzes in actual gun environments requires some
special design considerations. First and foremost is the need to assure ballistic integrity of
the round. Although this does not entirely preclude the use of RF telemetry, some
modification would have to be made to the projectile to accommodate the antenna. In
instances where no changes can be made to the fuze, a costly “wrap-around” antenna
configuration must be affixed to the shell body. The cost per test round is usually very
high.

Telemeter “C” is a self-contained, solid state, micropower, memory telemeter that was
designed to provide a cost-effective method for acquiring fuze function data in actual gun
environments. Because the entire telemetry package can be placed inside the round and
requires no modification to the fuze itself, it does not impede the true ballistic flight of the
test vehicle. The telemeter is also designed to be reusable and therefore significantly
reduces the cost of each test. Figure 9 shows this telemeter attached to a fuze. The design
criteria for telemeter “C” required that it record, retain and subsequently display the
function time and g force versus time curve resulting from target impact and penetration.
The telemeter consists of two modules that total 10 inches long by 1.9 inches in diameter.
The upper module (Figure 10) contains the memory and its associated support and timing
circuitry. It was fabricated using thick film hybridization technology which reduces circuit
volume and provides the means to accurately trim all resistor values. A 15 pin Cannon
MDM connector on the side of the package provides for signal simulation, test monitoring
and access to data.



This module also contains both an ionization detector and a custom piezoelectric
accelerometer and charge amplifier. The ionization detector senses the functioning of the
fuze by detecting the ionized gasses created by the detonator, since ionized air provides a
low resistance path between two conductors. The accelerometer, provides dual outputs of
different sensitivities. Figure 13 shows the two outputs due to the same setback shock.
Both traces are the same scale, the upper trace showing the higher sensitivity output. The
lower module (Figure 11) contains twelve 100 MA hour button Ni-Cad batteries. The use
of a separate module for the batteries facilitates re-use of the telemeter. The simplified
block diagram (Figure 12), shows the operation of the telemeter circuitry. At setback, a
longitudinally oriented g-switch activates a master system reset and starts the 1 MHz
system clock. The circuit is held in reset for a 250 millisecond duration, after which
sampling of the deceleration g levels begins. The time interval generator, in conjunction
with the decoder, generates the appropriate scanning intervals for the data encoder. The
detonation time counter is activated at a deceleration level of 50 g’s. It is disabled when
the functioning of the fuze is sensed by the ionization detector. This information is
encoded with the deceleration data and transferred serially along with a sixteen bit
syncronization “word” (not shown) to the memory. An event counter (not shown) records
and controls the sequential operation of the entire system. At completion of data
acquisition, the memory is switched to a recirculate mode which insures the retention of
data during the balance of the projectile penetration and subsequent recovery and
interrogation of the unit.

Telemeter “C” adds several novel design approaches to the use of memory telemeters for
the instrumentation of projectile flight up to target impact and penetration. The frequency
of sampling at deceleration is governed by logic control, with emphasis on the lower
leading edge of the acceleration versus time curve. (Hence the use of dual accerometer
outputs). The logic control also preserves selected data acquired prior to the 50 g
deceleration level. The ionization counter, which gives the fuze function time referenced to
the 50 g level, has provisions for acquiring data should the fuze function prior to this
deceleration level.

Telemeter “C” has been qualified in the ARRADCOM air-gun to levels in excess of 12
Kg’s.

The piezoelectric accelerometer module has been qualified in actual gun firings. The Ni-
Cad batteries used have been qualified in several other ARRADCOM telemetry systems.
Initial firing tests of the entire telemetry assembly are expected some time during late1982.



CONCLUSION

This paper has presented memory telemeter concepts and their application to projectile
instrumentation; advantages in gathering narrow bandwidth or event type data, and the
packaging difficulties inherent to a system that must be recovered after experiencing an
extremely harsh shock environment. Presently, there is only limited performance data
available. Two of the three telemeter designs have been field tested. Telemeter “A”
performed well under very adverse conditions and shows great promise. The environment
for telemeter ‘B” may be too severe for survival. Telemeter “C” has not been field tested
to date, but based on preliminary testing data, appears promising.

With the compression of more digital functions on a VLSI chip, the increasing density of
RAM devices, and the advent of flash A/D converters, the future of memory telemeters
looks very promising. The bandwidth, and data channels will make the memory telemeter
increasingly attractive for many projectile instrumentation applications.
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ABSTRACT

Increasing data requirements for earth penetrating vehicles have necessitated the design of
a new digital telemetry system with greater signal frequency response, higher resolution,
and more memory capacity than used previously. The new system encodes data into 8 bit
digital words at a rate of 3.2 megabits per second and stores the data into a 640 Kbit
CMOS memory for readout after the recovery of the penetrating vehicle. This paper
describes the penetrator program and the new telemetry system developed for it.

INTRODUCTION

For the past two decades, Sandia National Laboratories has been involved in the study of
earth and water penetrating vehicles. During this period of time, there has been a
continuous evolution of telemetry systems that could survive the very severe mechanical
environments experienced by these penetrators and that would provide meaningful data to
meet the needs of the development programs. Early programs involved penetrators that
impacted at velocities of only a few hundred feet per second. For these tests, the data was
transmitted through an R.F. link as the penetrator traveled through the earth. When the
impact velocities began approaching 1000 fps, it became impossible to get the trailing wire
antenna of the R.F. system to survive the environment. At that time, two new system
components were developed. One was a unit to digitize the data during penetration and to
store it into a memory. The second was a low frequency transmission system to transmit
the stored data through the earth at a low rate (1 Kbits/second) after the vehicle came to
rest. This combination was used together until the impact velocities reached 1600 fps
where the transmitting antenna could no longer withstand the stress of impact. Since that
time all of the systems used for penetrators at Sandia have digitized the data and stored it
in memory until the penetrator was recovered. Most of the data collected during these tests
have been rigid body data and the frequency content of the data has been less than 1 Khz.
The system used for these tests operated at 250 Kbits/second and the data was stored into



a 48 Kbit memory. Now, vehicles are impacting at velocities approaching 2500 fps which
creates a need for data at a higher frequency response and resolution. To meet the needs of
these new programs, an advanced shock-hardened pulse code modulation (PCM) system
has been developed that encodes the input data into 8-bit digital words at a bit rate of
3.2 megabits/second and stores the data into a 640 Kbit CMOS memory array.

TEST DESCRIPTION

The Advanced Penetrator Studies Program for which this system was designed uses a gun-
launched penetrator fired into various soils and rock structures. The gun is a 12-inch
diameter recoiless tube that uses a reaction mass to generate the pushing forces for the
vehicle (Fig. 1). In the operational position, the gun is near vertical and 5 ft. from the
ground. When the powder is ignited, the reaction mass is propelled upward and out of the
rear of the tube and the projectile is propelled downward into the ground. Velocities to
2400 fps have been achieved with this test method. During the acceleration in the barrel,
the electronics package tends to be compressed toward the rear of the vehicle. At impact,
the loading on the package changes direction and the forces push the package forward in
the vehicle.

At impact, the loading on the package changes direction and the forces push the package
forward in the vehicle. During the first body length of penetration, there are severe lateral
loadings on the package as well as the longitudinal loadings. To prevent any movement of
the instrumentation package during these changing loads, it is compressed into the vehicle
during assembly by a hydraulic press with as much as 20,000 psi and then secured into
place with locking rings.

DESIGN CONSIDERATIONS

Through the years of testing and the analysis of failures, certain guidelines have been
established to aid in the design of a shock hardened system that will survive these
environments. Although we have successfully fired systems having tantalum capacitors and
ferrite components, their rate of failure has been significant. Tantalum capacitors and
ferrite beads are very useful as decoupling components to remove noise from the system. If
those components are not used in the system, switching noise, the primary source of noise
in a digital system, is going to affect the data conversion unless the conversion is made at a
time when the noise is minimal. This is accomplished by delaying the convert pulse to the
A/D converter by a few hundred nanoseconds to allow the switching noise caused by the
system clock to subside. Also, the elimination of the ferrites means that no transformer
type DC-DC converter is available for a power source. Because of this, the systems are
designed to operate from a single ended voltage which limits the type of active
components that can be utilized. Past systems were designed entirely with CMOS



components that required no negative supplies and the systems worked directly from a
battery source through discrete voltage regulators. This new system is also entirely CMOS
except for one precision bipolar amplifier that requires a negative supply. The bipolar
amplifier was used because the signal bandwidth of the single power supply operational
amplifiers was too low to allow system operation at a 400 Ksample per second rate. To
provide the negative supply for that one amplifier, we are using a solid state voltage
inverter that will supply sufficient power to the amplifier for proper operation. Before an
integrated circuit is designed into a system, the lid is removed from a sample and the
chip’s wire bonding is examined for wire placement and length. If the wire lengths are
greater than 80 mils or if the wires are close together where they might short if moved
slightly by the shock, the integrated circuit is considered marginal and an alternate source
is considered. If there is no alternate, then a sampling of the devices is shock tested before
they are used to see if they can survive the environments.

In the new system, the one device that caused the most concern was the memory device. It
is a 2K by 8 C-MOS RAM manufactured by Hitachi. At the time the system was designed,
there was no alternate source for the RAM and our volume was such that we could not go
with a lower density device. We tested the device extensively and had no failure so it was
incorporated into the system.

SYSTEM DESCRIPTION

The system block diagram (Fig. 2) shows that there are only eight data input lines to the
system. More data channels could have been incorporated into the system when it was
designed, but there are a limited number of meaningful monitor points on a penetrator and
the minimization of components improves the reliability of the system. Most test vehicles
require fewer than eight channels of data so the control of the system is designed around a
programmable read only memory (PROM) that can be configured for the program
requirements to maximize the available frequency response per data channel. Operating the
system at 3.2 megabits per second and encoding into 8 bit words provides a system
sampling rate of 400 Ksamples per second (Ksps). That sampling rate can be divided up
among the selected data channels in almost any manner depending on the way the PROM
is programmed. For example, the system could be dedicated to a single channel sampled at
400 Ksps or to eight channels divided equally at 50 Ksps. The channels can also be
subcommutated within the frame to provide formats such as one channel sampled at 200
Ksps, one channel at 100 Ksps, one channel at 50 Ksps, one channel at 25 Ksps, one at
12.5 Ksps, one at 6.25 Ksps, and two at 3.125 Ksps. The PROM is addressed sequentially
from an eight stage counter that is incremented by the system clock. The eight stage
counter allows 256 states to be addressed within the PROM which can be used for one
frame format or for multiple frame formats. There is no provision for reseting the counter
during its operation so the frame length must be either 256 words long or some integer



factor of 256. The PROM has four output lines, three of which are used to address the
desired input channel and one line to control the insertion of the synchronization words.

The pulse amplitude modulated output of the multiplexer is buffered by the precision
bipolar amplifier to provide the necessary drive for the capacitive loading of the signal by
the analog to digital (A-D) converter. The signal is digitized into an 8-bit word by a
CMOS flash A-D converter circuit (Fig. 3) which does an instantaneous conversion on the
input sample. The circuit consists of four 6-bit flash A-D converters manufactured by RCA
and two logic gate packages. The first converter has a positive reference voltage of 1.280
volts and a negative reference voltage of analog ground. The second converter is
referenced between 2.560 volts and 1.280 volts; the third is referenced between 3.840
volts and 2.560 volts; and the fourth is referenced between 5.120 volts and 3.840 volts.
When the input sample is between o volts and 1.280 volts, the first converter is operational
and the other three are disabled. If the voltage exceeds 1.280 volts, the first converter
indicates an overflow and disables itself and enables the second converter. If the voltage is
greater than 2.560 volts, the second converter exhibits an overflow condition which
disables itself and enables the third converter. So the overflow indicators of each converter
control whether the converters are enabled or disabled, and only one converter can be
enabled at a time. The overflow indicators are decoded to determine which voltage
quadrant in which the input sample lies, and the two bits indicative of that quadrant are
used for the two most significant bits of the data word and the six bits encoded by the
selected converter become the six least significant bits of the data word. This circuit
approach was chosen over one of the more conventional A-D converters because it can
convert in less than 100 nanoseconds and eliminates the need for a sample and hold
amplifier. The sample and hold amplifier is very susceptable to switching noise which is
present in the system because of the difficulty of filtering the noise with the available
components. The flash A-D converter can be clocked between switching times which
minimizes the effect of the switching noise. After the conversion, the data is placed onto
the eight bit data bus through a tri-state buffer. A synchronization word generator is also
tri-stated onto the data bus so that three 8-bit sync words can be placed on the data bus
when the PROM commands a sync word insert. Also on the eight-bit data bus is the
CMOS memory array which can receive the digitized data and sync words for storage, or,
if commanded to do so, send its contents out through the data bus to a parallel to serial
converter for transmission out of the system. The memory is comprised of 8 modules, each
having 80 Kbits of storage and the necessary control for protecting the stored data and for
getting the data out of memory if the rest of the system is not operational.

Since the function of the system is to take a two hundred millisecond snapshot of the data
and store that piece of data for several weeks, the control of the memory is very important.
There are four external control lines required for proper operation of the system. They are:
a reset line, an arm line, a trigger line, and an output command line. The reset command



brings the system from the data hold state, where all write functions are inhibited to the
memory protecting the data that is stored in it, to a state that is a low power standby for
writing new data. To reset the system, an external signal of at least 22 volts is required.
This prevents accidental reset during the penetration event since no voltage is present in
the system greater than 18 volts. In the low power standby state, the write functions for the
memory are unlocked, but they are not activated until the next control signal, the arm
signal, is received. Again, the arm signal must be greater than 22 volts to prevent
accidental arming of the system by an internal function. When the arm signal is received,
the write functions are activated and all encoded data is sequentially loaded into the
memory. Until the vehicle is fired, the data is continually written into the memory,
overwriting old data as the memory capacity is exceeded. When the vehicle is fired, the
acceleration initiates the timing circuits that count the data words as they are loaded into
memory so that the write operation can be stopped short of overwriting the first
acceleration data. This captures the data from just prior to firing through the time the
vehicle comes to rest. The timing circuits can also be initiated by an external digital trigger
signal to facilitate checkout of the system before the unit is fired. When the timing circuits
have completed their countdown, all write functions to the memory are inhibited so that the
data contained within cannot be accidentally altered. Also, all unnecessary control lines for
the memory are turned off by tri-state switches so that the memory and its associated
readout circuits are isolated from the main system power provided by Ni-Cad batteries
which discharge within a few hours of the test. The memory and readout circuitry is then
powered from a 5 volt mercury battery that provides keep alive power for up to 3 months
to allow ample time for the recovery of the unit. When the vehicle is recovered, a back
plate is removed allowing access to a 9 pin Canon MDM connector. A control box is
connected to the connector and the o output command line is brought high by connecting
the system keep alive power to it through the control box. The data is shifted out of the
system serially and stored onto magnetic tape for shipment back to the data reduction
facility for reconstruction.

MECHANICAL ASSEMBLY

The telemetry package is a cylindrical assembly 3.750 inches is diameter and
approximately 14 inches long including the battery pack. The electronics assembly is
comprised of a stack of round printed circuit boards, each assembled as an independent
module, placed into a steel sleeve that is mounted to the battery (Fig. 1). Each printed
circuit board is 3.6 inches in diameter and has the interface connections to other boards
brought out to a ring of small sockets around the perimeter of the board. A potting ring is
placed on both sides of the printed circuit just inside the ring of sockets and then filled
with a micro balloon potting. After the potting is cured, both sides are machined so that the
thickness of the module is exact and the two faces are parallel. All of the modules are
stacked up and berrilium wire is run the full length of the system through a socket on each



board which interconnects the boards in a wire cage configuration. The stack of modules is
compressively loaded into the steel cylinder and the voids are filled with polystyrene beads
and heated until the package is solid. That system is then placed into the back of the
vehicle and again compressively loaded so that nothing can move during the test event.

CONCLUSION

In the past, the telemetry systems for penetrators were capable of measuring only the rigid
body penetration event. That data was sufficient for the initial development of the
penetrator study program because so little was known about the penetrator response during
the event. Now, rigid body response is understood and information is needed on the high
frequency longitudinal and bending vibratory modes of the penetrator to completely define
the structural dynamics problem. This new system is capable of supplying that data and
will be useful to penetrator programs in the future.

FIGURE 1.   GUN LAUNCHED PENETRATOR



FIGURE 2.   SYSTEM BLOCK DIAGRAM

FIGURE 3.  C-MOS 8 BIT FLASH CONVERTER CIRCUIT



DIGITAL COMMUNICATIONS --
SATELLITES AND OTHER SYSTEMS

Bernard Sklar
The Aerospace Corporation

El Segundo, California

The goal of this tutorial session is to add structure and organization to a field that has
grown too rapidly to be classically structured. The key signal processing steps are traced
from the information source through the transmitter, receiver, modems, and ultimately to
the information sink. The following transformations are closely examined: formatting,
modulation/demodulation, source coding, channel coding, encryption, multiplexing/
multiple access, and spread spectrum techniques. The areas important for performance
tradeoffs are enumerated, and examples are presented.



RADSCAN
A NOVEL CONICALLY SCANNING

TRACKING FEED

Arthur Sullivan
Electro Magnetic Processes, Inc.
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ABSTRACT

This paper presents a description of RADSCAN, a novel conically scanning tracking feed
which has only one moving part and utilizes a solid state optical commutator for reference.
The feed operates continuously from 1435 to 2400 MHz thereby covering all the existing
telemetry bonds in addition to the proposed new bond from 2300 to 2400 MHz. The
performance of RADSCAN is compared to that obtainable with the single-channel
monopulse technique.

INTRODUCTION

One of the first tracking systems developed was the SCR-584 Radar. This system was
developed during the beginning of 1942 and used a conically scanning technique.
Polarization was rotated with scan frequency causing an undesirable modulation at the
second harmonic of the scan frequency.

By 1943 nutating Systems were developed to eliminate the second harmonic modulation
problem. These nutating systems were mechanical monsters and reliability was very poor.

By 1955 conical scanners were developed using circular waveguide to maintain
polarization while scanning and used hollow shaft motors to increase reliability. Reliability
problems were still encountered with the rotary joint.

Because of reliability three (3) channel monopulse systems were developed in the early
1950’s. While these systems were highly reliable they were very expensive since three (3)
receivers were required. In the early 1960’s techniques were developed to time share the
difference channels and two (2) channel monopulse systems were produced. While
reliability was high, cost was considerably higher than for a conscan system.



In 1968 single-channel monopulse systems were developed which sequentially sampled
the difference channels and added the difference channel information to the sum channel.
While reliability was considerably higher with single-channel monopulse than with
conventional conscan, system performance was degraded.

RADSCAN

EMP has developed a unique conically scanned feed called RADSCAN which has but one
moving part and no rotary joint. A drawing of the RADSCAN feed is shown in Figure 1. A
pair of stationary orthogonal printed circuit dipoles are used to excite the TE11 mode in the
rotating circular waveguide, which has its axis displaced from the boresight axis. The
displacement of the phase center of the circular waveguide from the boresight axis causes
the conical scanning. The one moving part is driven by a hollow shaft brushless two phase
motor thereby eliminating power transmission devices such as gears or drive belts. The
conventional heavy reference generator required for position reference is replaced by an all
solid state optical commutator consisting of a pair of LEDs and photo transistors. The
LEDs illuminate a rotating disc, half of which is chrome plated and highly reflective, and
the other half black anodized and highly absorbent. The output of the photo transistors is a
square wave. The dual chips are in space quadrature so the two square waves are in phase
quadrature.

Because of the optimum illumination toper and minimum aperture blocking of RADSCAN,
secondary patterns with side lobes of 25 dB nominal are obtained over L and S bands for
reflectors with diameters of 8 feet or greater. Figure 2 is a typical pattern of RADSCAN in
a 12 foot diameter reflector.

SING LE-CHANNEL MONOPULSE

Single-channel monopulse is a technique for deriving a modulated output similar to that
obtained from a conically scanning antenna. The single-channel monopulse technique
utilizes a three-channel monopulse antenna feed and a device called a scan converter. A
simplified diagram of a scan converter is shown in Figure 3. The azimuth and elevation
error channels are sampled sequentially. Each one is phase shifted between 0 and 180E in
accordance with the timing diagram shown and added to the sum channel through a
coupler. The result is a sum channel carrier modulated with the error information.

Single-channel monopulse has become very popular in the last few years. Most of the
arguments for its use are based on reliability since there are no moving parts. The major
drawbacks of single-channel monopulse are: degraded low angle tracking caused by high
effective sidelobes and an inherently high level of crosstalk. A three-channel monopulse
feed can be designed with low sidelobes in both the sum and difference channels.



However, in a single-channel monopulse system these sidelobes are not the controlling
factor in low angle multipath problems. The tracking receiver is looking at the output of
the scan converter and it sees the effective sidelobes of the vectorially combined sum and
difference patterns. It is these effective sidelobes that degrade the low angle tracking
performance.

Most single-channel monopulse systems use a 12 dB coupler in the scan converter. Less
coupling would decrease the on-axis gain reduction; however it would also decrease the
sum channel modulation and therefore degrade tracking performance similar to the effect
of using a lower crossover level on a conically scanning antenna. A detailed analysis
indicates that the loss of on-axis gain and tracking sensitivity are approximately equivalent
for single-channel monopulse and con-scanned antennas.

Based on the use of a 12 dB coupler, Figure 4 and 5 show the sum and difference patterns
of a monopulse antenna and the pattern resulting from their vector addition. The lowest
effective sidelobe level obtainable is on the order of 15 dB. 15 dB sidelobe levels cause
severe low angle multipath problems.

It is not possible to achieve low levels of crosstalk in the single-channel monopulse system
because of mutual coupling and parasitic effects between the elements. Crosstalk is usually
limited to about 15 dB at best compared to crosstalk levels of 30 - 35 dB in con-scan
systems.

COMPARISON OF RADSCAN AND SING LE-CHANNEL MONOPULSE

Reliability

Figure 6 and 7 are reliability models of the RADSCAN feed and a printed circuit single-
channel monopulse feed for a polarization diversity configuration. Table 1 is a reliability
comparison of the RADSCAN feed versus single-channel monopulse. The results indicate
that the RADSCAN feed increases reliability by a factor of 4.5 over single-channel
monopulse. While it hardly seems possible that a device containing all reliable elements
and no moving parts would be much less reliable than a device with a rotating mechanism
the results are achieved by the simplicity of the rotating device. Although all components
of the single-channel monopulse feed are reliable by themselves the number of components
required exceeds the number of components of the RADSCAN system by Greater Than
An Order Of Magnitude. Antenna elements alone are increased by a factor of five. Diodes
are reliable devices; however, a minimum of twelve are required for single-channel
monopulse and none is required for RADSCAN. Solder connections which are indeed a
source of failure are an important factor in reliability. Single-channel monopulse in its
reliable form, i.e. all stripline construction, consists of 86 soldered connections.



RADSCAN uses six (6) soldered connections. RF connectors which are another source of
operational failure are also considerably reduced by the RADSCAN system, in fact by a
factor of six (6).

Low Angle Tracking

Low angle tracking is considerably enhanced because of the low sidelobes of the
RADSCAN system compared to a single-channel monopulse system. The sidelobe levels
in a RADSCAN system are nominally 25 dB as compared to 15 dB in a single-channel
monopulse system. Because of the severe multipath problem with single-channel
monopulse, loss of track can occur since the apparent phase center of the target moves
above and below the target, and in certain dynamic conditions, the phase center movement
is faster than the acceleration capability of the tracking pedestal. Loss of track because of
multipath has never been experienced on a RADSCAN system.

Beam Crossover Variation with Frequency

The variation in crossover with frequency of RADSCAN is comparable with the variation
of crossover level of single-channel monopulse -- except that an inverse relationship exists
between the two systems: the crossover level of RADSCAN varies in direct proportion to
frequency (deepens), whereas the crossover level of single-channel monopulse varies
inversely with frequency (crossover depth becomes shallower with increasing frequency).
The effect of increasing crossover depth with increasing frequency, when the antenna
beam narrows, is to provide a constant acquisition angle over the frequency band. Single-
channel monopulse, because of its inverse relationship, does exactly the opposite --
resulting in the highly undesirable characteristic of a decreasing acquisition angle with
increasing frequency.

Crosstalk

The crosstalk of a RADSCAN system is improved from that of single-channel monopulse
by approximately 20 dB.

Error Modulation

If a perfect phase relationship were maintained throughout the single-channel monopulse
antenna and scan converter between the sum and difference channels, the error modulation
of single-channel monopulse would be almost identical to that of a RADSCAN system for
identical crossover levels. It is not possible to maintain a perfect phase relationship in
single-channel monopulse since non-linear phase changes occur in the hybrids, diode
switches and the coupler. The phase error is usually in the order of 25E for telemetry band



applications. This phase error induces phase quadrature effects which reduce the error
modulation.

Boresight Shift with Frequency

Boresight shift with frequency in the RADSCAN system is minimal. The only cause of
boresight shift in a conically scanning system is a change in gain of the beam with position
of the beam which can be caused by surface tolerance errors of the reflector. It is easy to
maintain adequate surface tolerances so this effect is negligible. Improper surface tolerance
of the reflector will cause the same boresight shift with a single-channel monopulse
system. However, other factors such as phase errors and amplitude errors in the
comparator network also induce boresight shift in single-channel monopulse systems.

Axial Ratio

The axial ratio of single-channel monopulse would be comparable to that of RADSCAN
except for the mutual coupling and parasitic effects of the multiple elements. These effects
cause a degradation in achievable axial ratio.

Cost

The cost of a RADSCAN feed is about one-half the cost of a single-channel monopulse
feed because of simplicity of design.

CONCLUSION

RADSCAN, because of its simplicity, is a low cost and highly reliable telemetry tracking
feed that outperforms single-channel monopulse in all respects. Although single-channel
monopulse feeds provide semi-acceptable performance over a narrow band of frequencies,
performance is definitely compromised when this type of feed is broad-banded to attempt
to cover (say) 1435 to 2400 MHz, because of mutual coupling and parasitic effects.
Covering this bandwidth with RADSCAN presents no such problem.

Because of increased performance, lower cost and higher reliability, RADSCAN feeds are
being purchased to replace single-channel monopulse on many telemetry ranges. One of
the first RADSCAN feeds was delivered to Naval Air Station at Patuxent River, Maryland
approximately ten (10) years ago. This tracking system is used for approximately 100
flights per month with the scanner being turned on for at least 100 hours per month. This
RADSCAN feed has therefore logged over 12,000 hours in a ten (10) year period without
a failure. Because of the success of this feed four (4) single-channel monopulse feeds were
replaced by RADSCAN at Patuxent River. The most reliable tracking systems on the Navy



Telemetry Range at Roosevelt Road, Puerto Rico, use the RADSCAN feed. Currently
under procurement is a RADSCAN feed that will be used to replace existing feeds on the
Navy Telemetry Range on the Island of Crete. The Naval Weapons Center at China Lake,
California has recently purchased a RADSCAN feed for evaluation to replace their single-
channel monopulse feeds.

TABLE 1



RADSCAN FEED
FIGURE 1

TYPICAL RADSCAN ANTENNA PATTERNS
FIGURE 2



FIG. 3
SCAN CONVERTER

SINGLE CHANNEL MONOPULSE
SUM AND DIFFERENCE PATTERNS

FIGURE 4



SINGLE CHANNEL MONOPULSE CROSSOVER PATTERNS
FIGURE 5



RADSCAN ANTENNA MODEL
FIGURE 6



SINGLE CHANNEL ANTENNA MODEL
FIGURE 7



AN OVERVIEW OF CONFORMAL ANTENNA DESIGN
TECHNIQUES USEFUL FOR TELEMETRY APPLICATIONS
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ABSTRACT

Several conformal antennas useful for telemetry applications are described. These antennas
make use of dielectric-loaded cavity, edge-slot, microstrip, and dielectric rod radiator
design techniques. Critical design parameters, modes of radiation, and theoretical
considerations are discussed, as well as intrinsic properties and characteristics of the
dielectric materials used. Experimental data relating to impedance, gain, polarization, and
bandwidth are given. Also presented are prototype telemetry antennas and performance
characteristics.

The conformal antennas are flushmounted and designed as an integral part of the body
structure. These antennas are electrically small and compact, occupying minimial space.
They can be designed efficiently for operation in the telemetry frequency band to produce
the desired radiation pattern coverage. Simplified construction and low cost are among the
other advantages realized.

INTRODUCTION

Many of the conventional antenna designs used in telemetry systems fall short of meeting
overall system requirements. This has been manifested by marginal electrical and physical
performance. Typical problems involve the incompatibility of the antenna with its body
structure, low antenna gain, and poor radiation coverage. In many cases this has resulted in
inconsistent and unreliable telemetry data.

The conformal antenna design approach developed in recent years for various missiles and
spacecraft has been found to be increasingly useful for telemetry applications. Antennas
designed in this manner provide a reasonable and practical solution to many of the
problems inherent in conventional antennas, such as monopoles and dipoles. Several
methods are employed in the design of conformal antennas. As a result, a variety of 



antenna designs with many outstanding features has been developed. Some of the
important conformal antenna designs that are applicable to telemetry are summarized.

DIELECTRIC-LOADED CAVITY ANTENNAS

One of the main features of conformal antennas is that they can be designed to the contour
of the bodies on which they are mounted and positioned at many locations. The dielectric-
loaded cavity design method lends itself quite well to the design of conformal antennas.
Several antennas that have been successfully designed for use in telemetry applications
make use of this design method. They can be large or small and in a variety of shapes.

The design is basically a conductive resonant cavity of a particular shape or size, loaded
with a low-loss dielectric material.(1,2) A radiating slot approximately 8/2 at the operating
frequency is cut in the broadwall. The cavity is fed from coaxial line whose center
conductor is positioned across the cavity, displaced slightly from the slot at its center. In
this position the probe perturbs the electromagnetic field and causes the slot to radiate into
space.

Materials and Construction

Most of the conformal antennas that have been designed and developed are constructed
from materials with low rf losses, such as silicone, epoxy, and Teflon fiberglass. The
dielectric substrates are fabricated into preferred shapes. In each case the unclad material
is copper plated to form the cavity. Copper-clad laminate materials are very frequently
used, and the edges copper plated to complete the enclosed cavity. The radiating slot is
subsequently cut into the cavity, and the coaxial feed put in place to complete the design.
A thin Teflon window or cover is often used over the slot and the outer surface of the
cavity for protection. The presence of this thin cover does not affect the electrical
performance.

Other materials that have been used in the construction of conformal antennas are
aluminum oxide and fused silica. These materials have a higher dielectric constant, which
allows the overall antenna size to be smaller and more compact. They are commonly used
as dielectric rod radiators and radomes.

Cylindrical and Conical Radiators

A number of different telemetry antennas have been constructed employing the cylindrical
ring design.(2) The L-band antenna shown in Figure 1 was one of the original antennas
designed primarily for telemetering. This dual-cavity antenna has more than 3.0 dB peak 



gain, broad radiation coverage, and a voltage standing wave ratio (VSWR) of 2 to 1 over a
200-M Hz band. Currently, there are several modifications of this basic antenna.

A 2.375-in. (6.03-cm) diameter cylindrical antenna is shown in Figure 2. Radiation
patterns from this antenna taken on a cylinder are shown in the same figure. The VSWR
and bandwidth characteristics are quite satisfactory. Several of these antennas can be
stacked and used in an array to produce high gain and a beam whose direction can be
controlled. The antenna is rugged and has been used in high-g telemetry applications.
Several dielectric-loaded cavity antennas have been designed into conical dielectric
structures. Most conical antenna designs that have been conceived and developed make
use of the dielectric radomes commonly used on projectiles.

Thin-Wall Radiators

The antenna shown in Figure 3 was designed from silicone fiberglass dielectric with a
0.050-in. (1.29-mm) wall thickness. It is a one-piece copper-plated structure that contains
four cavity-backed slot radiators. The plated-through holes at the center around the
circumference of the cylinder separate the upper two cavities from the lower two. Each
cavity is separated electrically and can be operated independently, in phase or out of phase
with each other.

Dielectric-loaded cavity antennas have been designed with wall thicknesses as thin as
0.020 in. (0.508 mm). A photograph of a 0.032-in. (0.79-mm) thin-wall antenna designed
for use on an 8-in. (20.3-cm) diameter body is shown in Figure 4. The radiation pattern of
this antenna was taken on an 8-in. diameter projectile. Radiation coverage around the body
is very good, the bandwidth is slightly more than a similar microstrip design, and the cross-
polarized pattern is suppressed. This antenna is flexible and can be easily mounted on a
structure with minimum protrusion from the body surface.

DIELECTRIC ROD RADIATORS

Recent development work has made possible practical antenna designs using dielectric rod
radiator techniques.(3) Dielectric rods are end-fired radiators, with high gain, low sidelobes,
high decoupling between radiators, and in some cases broad bandwidth characteristics.
They are efficient with good directivity and can be compactly designed into small
apertures. Many of these features are advantageous in the design of telemetry antennas.
Prototype models of dielectric rod radiator designs are shown in Figure 5; radiation
patterns are also shown. These antennas can be designed to conform to the structures on
which they are mounted, or they can be made to match and look through a radome.



MICROSTRIP ANTENNA DESIGNS

The basic microstrip radiator is a thin composite structure consisting of a rectangular
conducting patch that is mounted over a parallel dielectric backed with a conducting
ground plane, excited by an inductive post fed from a coaxial line.(4) The conducting patch
is approximately 8/2 and separated from the ground plane by a thin low-loss dielectric
material. Various widths—1/32, 1/16, and 1/8 in. (0.79, 1.59, and 3.175 mm)—of copper-
clad dielectric laminate materials are commonly used in the construction of the microstrip
antennas. The 8/4 microstrip radiator is short-circuited at one end and fed at the center
near the short circuit.

A group of two-element microstrip telemetry antennas and typical radiation patterns is
shown in Figure 6. The substrate material used is epoxy fiberglass, the diameter of the
cylinder is approximately 4 in. (10.16 cm) with a 1/4-in. wall, and the substrate is copper
plated on the inside. Two microstrip radiators, diametrically opposed, are used to provide
complete radiation coverage around the body. The overall performance of the antenna is
quite satisfactory, and it has slightly increased bandwidth because of its thickness.

Another antenna that makes use of the 8/4 microstrip radiator is the multifunction radome
antenna (Figure 7). Here, the 8/4 microstrip radiators are designed as an integral part of the
radome at its base. They are copper plated on the surface at certain positions around the
circumference. Each radiator extends around the base connecting with the inside
conducting surface of the radome and is excited from a coaxial probe near the base. This
antenna can be designed to operate in the uhf or L-band region. The design concept allows
other antennas to be incorporated into the overall radome structure.

Piggyback Microstrip Radiator

A novel antenna that has potential use in telemetering systems is the piggyback microstrip
radiator. This antenna consists of two radiators that are designed into a common aperture.
A 8/4 microstrip element is designed and constructed on top of a 8/2 microstrip element.
Copper-clad laminate materials are used. There is sufficient decoupling between each
radiator when used at different frequencies. The pair can be used separately, or several can
be used in an array on a conformal surface.

Spiral-Slot Radiator

The spiral-slot radiator is a unique microstrip design that is electrically small and highly
suited for small-diameter missile applications. The radiating element is copper plated in a
spiral around the outer surface of a cylindrical dielectric tube. The inside surface of the
tube is copper plated to form a conducting ground plane. A coaxial line that feeds an



inductive post connected across the dielectric wall to the spiral conductor is used to excite
the radiator.

A photograph of the spiral-slot antenna is shown in Figure 8. The antenna has a peak gain
of 1.0 dBi and a bandwidth of 3 percent, and the cross-polarized field is 14 dB down at the
center frequency. The spiral-slot antenna has been found to be extremely attractive for use
in the uhf band. Antennas designed in this manner are compact, low cost, and rugged and
can withstand high accelerations.

EDGE-SLOT ANTENNA DESIGN

The edge-slot radiator belongs to a class of circumferential-slot antennas that are ideally
suited for conformal mounting on bodies of revolution.(5) The simplest form of the basic
antenna is a disk of dielectric substrate that is copper-plated on both sides. It is excited
from a single coaxial stub, fed at the center of the disk. Inductive posts are connected
across the two copper-plated sides for tuning and frequency control. By varying the
number and location of the posts, the operating frequency of the disk can be tuned over a
6 to 1 range. The edge-slot radiator is intended to be mounted between two parts of the
conducting body so that the aperture coincides with the surface.

Single and Multiple Radiators

The edge-slot antenna can be designed as a single- or multiple-radiator system.(6) There are
several versions of the single-radiator design. These antennas can be designed into large or
small bodies of revolution. An example of a large edge-slot radiator is a 24.5-in. (62.2-cm)
diameter telemetry antenna developed for use on an Honest John missile for tests of the
multiple launch rocket system (MLRS) (Figure 9). This antenna satisfies all radiation
pattern requirements. There is no sacrifice in structural integrity, and the design is cost
effective.

Another unique design is the low-profile quadrature edge-slot antenna which has
polarization diversity and can perform several functions.(6) It consists of four conformal
parallel-plate edge-slot radiators (one in each quadrant). Each radiator can be
independently excited in any phase relationship for changing the direction and polarization
of the radiation field. The model shown in Figure 10 is 2-1/2 in. (6.35 cm) high and has a
5-in. (12.7-cm) diameter; it can be designed to operate in the 600- to 700-MHz range. Also
in the same figure is the antenna designed into a hemispherical dielectric foam radome.
Because the dielectric material has low-loss characteristics, there are only slight changes in
the radiation patterns in the presence of the radome.



Edge-slot radiators can be fed in series or parallel when used as multiple elements.
Prototype models of an array of radiators used on a small-diameter cylinder have been
designed and constructed to produce a directive controllable beam.

Conical Radiators

Conical or even hemispherical bodies can be designed as practical edge-slot antennas.(6)

Several experimental conical edge-slot antennas have been successfully developed.
Although the radiators have a different diameter when mounted in an array on a cone, each
can be tuned to the same frequency. Because of these and other salient features found in
this design technique, many useful antenna designs are possible.

CONCLUSION

Several unique antenna design techniques have been developed, demonstrated, and found
to be useful for telemetry applications. Those designs that are used frequently on various
telemetry projects have served to enhance the overall system performance. The bandwidth,
gain, and radiation characteristics of these antennas are substantially improved over what
is attainable from conventional designs. Design compactness, conformal construction,
reduced weight, and low cost are other features realized. The potential of the techniques
for the design of various types of telemetry antennas is good. Also, any further
development and exploitation of the concepts presented could be quite beneficial.
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Figure 1.   L-band dual-cavity ring antenna.

Figure 2.   A small-diameter cylindrical antenna.



Figure 3.  A thin one-piece, four-cavity cylindrical antenna.

Figure 4.   Thin-wall wrap-around antenna.



Figure 5.   Dielectric rod radiators with radiation patterns.



Figure 6.   Two-element microstrip telemetry antenna.

Figure 7.   Multifunction microstrip radome antenna.



Figure 8.   Spiral-slot antenna.

Figure 9.  24.5 Honest John edge-slot radiator.



Figure 10.   Low-profile parallel-plate quadrature antenna.
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ABSTRACT

The ESSA is a microprocessor controlled antenna for low orbiting spacecraft for telemetry
and command relay through the Tracking and Data Relay Satellite (TDRS) System. The
array is a hemispherical shape which is covered with disk radiating elements. A group of
radiating elements are continuously selected by the microprocessor controller to form a
beam in the direction of a TDRS. A radial switching power divider uses PIN diodes to
select the desired radiating elements.

The antenna gain is a function of the size of the hemispherical dome. A 30-inch diameter
dome is presently being built for the Earth Radiation Budget Spacecraft (ERBS). Gain of
this antenna over a hemisphere is 14 dBi and polarization is left hand circular. There are
145 radiating elements with 12 being used at one time to form a beam. The ESSA
subsystem weighs 74 pounds and power consumption is 20 watts. R. F. power handling
capability is 30 watts. The S-Band radiating elements have a 10 percent bandwidth which
allows simultaneous transmission and reception.

INTRODUCTION

The Electronic Switching Spherical Array (ESSA) is a general class of antenna having
medium gain throughout a large coverage region, typically B steradians. An ESSA type
antenna can be used for several different applications; however, the system described
herein is for the purpose of transmitting and receiving data on the Earth Radiation Budget
Satellite (ERBS) through the Tracking and Data Relay Satellite System (TDRSS). This
application is depicted in Figure 1 whereby a TDRS at synchronous altitude is relaying
data for a low earth orbiting satellite.

Ball Aerospace System Division (BASD) involvement with the ESSA dates back to 1976.
A NASA contract for the development of an ESSA was awarded to BASD during that year



and the work continued into 1978. Another NASA contract to BASD resulted in the
development of an ESSA controller by mid 1979. The ESSA, Controller, and a NASA
Standard TDRSS User Transponder were combined to demonstrate a closed loop
automatic acquisition and track function during another NASA contract ending in 1981.
The current NASA contract is for the qualification of an ESSA Antenna for the ERBS.

The following paragraphs describe the ERBS/ESSA and give its performance.

ESSA DESCRIPTION

Figure 2 is a photograph of a typical spherical array made up of disc radiating elements on
a truncated spherical dome. The element distribution is determined by icosahedron
geometry. Elements are placed at the vertices of equilateral triangles resulting in element
spacing of from 0.618 to 0.688.

An ESSA antenna is presently being built for the Earth Radiation Budget Satellite (ERBS).
This ESSA depicted by Figure 3 has 145 radiating elements on a 30-inch diameter spun
aluminum dome. The elements are spread over the dome to approximately 6 degrees below
the upper hemisphere. Twelve of the 145 elements are selected to form a beam having
approximately 14 dB of gain. The beam is steered by selecting appropriate groups of
12 elements.

Selection of elements is done with a Switching Power Divider (SPD) located in the center
of the equatorial support ring as shown in Figure 3. The SPD is basically a 145-way power
divider with 12 outputs being activated at a time with PIN diodes. Each of the 145 SPD
outputs is connected to a radiating element with a low loss coaxial cable. The cables are
held in place with a cable support assembly.

The PIN diodes in the SPD are biased on and/or off with a Electronics Drive Assembly
located inside the dome and below the equatorial support ring. The Driver Assembly is
seen in Figure 3 and a bottom view is shown in Figure 4. The Driver is standby redundant
and is shaped in the form of a vee to fit around the mast to the spacecraft. The Driver
receives ESSA pointing commands from a microprocessor based Controller Assembly
located in the spacecraft. The Controller automatically generates pointing commands to
keep the ESSA pointed at either of the Tracking and Data Relay Satellites and will also
accept uplinked commands.

The entire dome is covered with a beta cloth blanket for thermal control. This blanket
tends to make the temperature of the dome and elements more uniform.



The electronic configuration is shown in Figure 5. Pointing commands are generated by the
Controller and sent to the Driver. The Driver outputs 12 forward bias signals and 133
reverse bias signals to the Switching Power Divider. This results in a group of twelve
elements on the dome to be active for receiving uplinked data and transmitting downlinked
data.

SUBASSEMBLY DESCRIPTION

All radiating element assemblies are identical and the configuration is shown by Figure 6.
The radiating element is a metallic disk approximately 0.58 in diameter. This disk is
grounded at its center to a ground plane with a standoff. The disk is fed at two points with
equal power but differing in phase by 90E which produces circular polarization. The equal
power and 90E relationship is accomplished with a microstrip branch line hybrid which is
bonded to the ground plane. The two feed points to the disk from the branchline hybrid are
done with spring contacts. The branchline hybrid has two remaining ports, one of which is
terminated with a chip resistor and the other is an R. F. connector which is connected to
one of the 145 outputs on the Switching Power Divider. The spacing between the disk
element and its ground plane is about .25 inches. This wide spacing along with the
branchline hybrid allows for wide band operation at two operating frequencies with good
axial ratio. The two frequencies are 2106 MHz for receiving and 2287 MHz for
transmitting.

The Switching Power Divider (SPD) is shown schematically in Figu re 7. It is basically a
145-way radial power divider with the R. F. input being at the center of a hub and the 145
outputs extending radially from the center. At the end of each radial is a PIN diode which
can either be forward or reversed biased. A blocking capacitor is used to prevent the DC
bias from being connected to the radiating element which is at DC ground. A two-turn
inductor is used to tune out the PIN diode capacitance which improves the isolation and
resulting loss of power from 133 back biased diodes. DC bias is connected to each diode
through a high impedance 0.258 line which is R. F. grounded with a feed through
capacitor. This arrangement chokes off R. F. from traveling on the DC bias lines.

Two photographs show two views of the SPD. Figure 8 is an inside view (cover removed)
showing the radial power divider, all related components, and the DC bias wiring. Figure 9
is an outside top view showing the 145 coaxial cables, each of which connect to a
radiating element.

The Driver Assembly which produces the bias for the PIN diodes in the SPD is depicted in
Figure 10. The pointing command from the Controller is a 145 bit word which is clocked
into a shift register. If this command is valid, it contains 12 ones and 133 zeros. That
feature is checked with the Valid Data Verify Counter. Verification of that feature results



in the 145 bit word being transferred to a latch which causes 12 outputs to have forward
bias and the remaining outputs to have reverse bias.

The Controller uses a Texas Instrument’s 9900 Series microprocessor. The function of the
Controller shown in Figure 11 is to calculate the relative position of the TDRS’s and the
host satellite and generate the appropriate pointing command to direct an antenna beam at
a TDRS. There is also capability to uplink commands to the Controller. The following
uplink commands are used: 1) Updating Ephemeris data, 2) direct the antenna to point to a
discrete azimuth and elevation angle, 3)track only TDRS east/west, and 4) rotate azimuth
180E. The updating of Ephemeris data command is to correct for TDRS and ERBS small
orbital drifts. The discrete azimuth/elevation angle command allows a backup operational
mode in case of Controller problems or an unusual ERBS orbit. The track-onl TDRS east
or west command disables the automatic handover from one TDRS to the other during a
data dump. The rotate azimuth 180E command corresponds to a planned 180E ERBS yaw
maneuver every 34 days to keep the solar arrays oriented properly to the sun.

PERFORMANCE

A typical antenna beam from a group of 12 elements is shown by Figure 12. The peak gain
is 14 dB and the 3 dB beam width is 25E. Axial ratio is better than 3 dB at both operating
frequencies. Taking 145 elements is groups of 12 results in 1807 unique beams with the
distribution of these beams seen in Figure 13. The beams are so densely distributed that
the effective gain over the scan region is nearly the same as that of the peak gain of 14 dB.
A group of adjacent beams is recorded on Figure 14 which shows the variation in gain
being 1 dB. A computer generated Radiation Distribution Plot (RDP) for a 145 element
ESSA (Figure 15) also shows gain variations of 1 dB. Some degradation of the ideal RDP
is expected because the SPD will not perfectly give equal power division and phase
matching to the 12 elements; however, actual measurements are not available at this time.
Computer analysis which simulates phase and amplitude imperfections indicates that small
deviations in beam squint (approximately 2E) and peak gain (approximately 0.5 dB) can
occur.

The weight of the ESSA Antenna including the Controller and thermal blankets is
74 pounds. Approximately 30 pounds of the weight can be attributed to redundant Driver
and Controller Assemblies. Power consumption is 20 watts from a 28 volt DC Satellite
bus.

Thermal control of the ESSA is by passive means. The entire ESSA dome including the
open end is covered with a beta cloth blanket. All metallic surfaces inside and outside the
dome are black in the IR. Thermal analysis has been conducted for ERBS orbits. Predicted 



temperatures for all surfaces and subassemblies are well within the qualification
temperatures of -45EC to +60EC.

CONCLUSION

The ESSA Antenna offers an electronic steered beam for applications where mechanical
steering is undesirable. It offers a reliability advantage since there are no single point
failures. Failures will only slightly degrade performance. The ESSA also offers an
alterative to flat arrays where vehicle conformality is not required and a constant gain over
a very large steered region is desirable. The ESSA described will be fully qualified in late
1982 for ERBS and other satellite applications. There are numerous other applications for
an ESSA type antenna not only for spacecraft but also aircraft, ships, and ground use. The
ESSA antenna can be built to produce multiple beams, despun beams or to have an omni
direction pattern for initial direction of arrival acquisition. Multiple frequency radiating
elements can also be incorporated. Some of these alternatives are discussed in a
companion paper (Reference 1).
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Figure 1
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Figure 3   ESSA Antenna

Figure 4   Bottom View of ESSA



Figure 5   ESSA Configuration

Figure 6   Radiating Element Assy



Figure 7   Switching Power Divider Schematic

FIGURE 8   SPD INSIDE VIEW (COVER REMOVED)



FIGURE 9   SPD OUTSIDE TOP VIEW

Figure 10   Divider Assembly



Figure 11   Controller Assembly

Figure 12   Typical ESSA Beam



Figure 13   1807 Unique Beams

Figure 14   Beam to Beam Gain Variation
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ELECTRONICALLY STEERABLE SPHERICAL ARRAY
CAPABILITIES AND INTERFACES

Taliaferro H. Taylor, Jr.
Ball Aerospace Systems Division

P. O. Box 1062, MS-BE III
Boulder, CO 80306

ABSTRACT

For antenna applications which require gains of 7 to 23 dBic over very large solid angle
coverage regions, the Electronically Steerable Spherical Array (ESSA) is an antenna which
has significant benefits. This paper describes these benefits along with the ESSA’s key
performance parameters and its electrical and mechanical interfaces. As extensions of the
basic ESSA design, this paper also describes alternate configurations which allow multiple
beam operation and integrated packaging of RF electronics.

Basically a simple antenna, the ESSA forms its beams by selecting N elements which point
in the desired direction. Selection of these elements is performed by a multipole PIN diode
switch. This switch sums together the N desired elements from the M elements located on
the ESSA’s spherical surface upon receipt of the appropriate commands from the ESSA’s
dedicated microprocessor. The ESSA may be either Phase Compensated, or Non-Phase
Compensated. In the Phase Compensated ESSA, a 1 or 2 bit phase shifter is used to
correct the spherical phase front produced by the array shape. That correction results in
higher gain.

The most important ESSA benefits are its characteristics of constant phase and gain which
are independent of beam pointing angle. These characteristics free the system from the
gain and phase perturbations caused by other types of antennas.

As a mature technology, the ESSA has been successfully tested with the NASA standard
transponder and is presently being fabricated as a 14 dBic gain protoflight unit for a
NASA-Goddard Space Flight Center program.

DEVELOPMENT HISTORY

Development of the Electronically Steerable Spherical Array (ESSA) was started by Ball
Aerospace Systems Division (BASD) in 1975 as part of a contract with NASA-GSFC.



That contract resulted in the development of the ESSA, the inertialess antenna needed by
user satellites for communication over their large coverage angles towards the Tracking
Data Relay Satellite System (TDRSS). Since then, the ESSA has been fabricated and
tested while configured as engineering models (Figure 1) which had coverage gains of 7
and 14 dBic. The 14 dBic gain ESSA has undergone a variety of breadboard tests which
include testing with the TDRSS transponder in automatic direction finding mode, despin
mode and omnidirectional mode. Another breadboard of the ESSA was fabricated which
demonstrated the effects of phase compensation on performance. Having achieved a level
of maturity, the ESSA recently completed its critical design review and is now in
protoflight production.

AN ESSA IS NOT A PHASED ARRAY

More than just another name for a phased array, the Electronically Steerable Spherical
Array (ESSA) provides better performance over large coverage angles than can be
provided by phased arrays. The Phased Array and Electronically Steerable Spherical Array
configurations needed for hemispherical coverage are shown in Figure 2. As shown in this
figure, the phased array requires several array faces to provide hemispherical coverage
while the ESSA requires only one. As a result, the ESSA has none of the problems
associated with crossover between the array faces of the phased array. The primary
difference between the two antenna types is the method of beam forming. The ESSA steers
a beam by illuminating a set of elements which point in the desired direction. This set of
elements is illuminated by a simple multipole switch called a switching power divider
(SPD). The phased array does not switch between elements; instead, it steers a beam by
phase compensating the array aperture to combine signals arriving away from boresite. As
a result of this difference in beam forming methods, the ESSA has constant gain and phase
independent of pointing angle; whereas, the phased array gain is highest on boresite and
decreases as the pointing direction is moved away from boresite. This difference in
performance is shown clearly in Figure 3.

THE ESSA BLOCK DIAGRAM IS SIMPLE

Upon examination of Figure 4, the ESSA block diagram, one should conclude that the
ESSA is a relatively simple antenna. This conclusion is verified by the observation that the
ESSA consists of only 4 major assemblies: elements, switching power divider (SPD), SPD
driver and microprocessor. Through the use of redundant hardware, the reliability of the
ESSA may be made even greater than that of the common gimballed dish antenna. Even
when configured for phase compensated operation, the ESSA block diagram is changed
only by the addition of a 1 or 2 bit phase shifter at the input to the switching power divider
(shown as an option in Figure 4). The capabilities of the SPD driver are expanded to 



include capacity for the phase shifters. These changes do not significantly change the
ESSA reliability.

ELEMENT LOCATION RESULTS IN IDENTICAL BEAMS

Perhaps the most unusual aspect of the ESSA is its spherical shape. Indeed, it is the
spherical shape that causes some of the ESSA’s elements to point in the desired pointing
direction. In the ESSA, the elements are positioned on the spherical surface through the
use of Icosahedron geometry. This geometric technique subdivides the spherical surface so
that the chord length between any two elements is in the range of 0.658 to 0.758. The
similarity in spacing between elements results in the characteristics of all ESSA beams
being very similar.

PHASE COMPENSATION IMPROVES PERFORMANCE

Phase compensation is a technique which may be used to improve the performance of the
ESSA. As shown in Figure 5, a phase difference exists between signals at elements located
near to and far from the desired pointing direction. This phase difference, )N, can result in
destructive interference if it is allowed to be 180E at the operating frequency. As a result,
the set of elements used to form a non-compensated ESSA’s beam is selected to have a
)N of less than 135E thereby preventing destructive interference. By inserting a
compensating )N the phase compensated ESSA may use additional elements to form the
beam and, as a result, have a larger aperture size and higher gain.

GAIN DEPENDS ON RADIUS

Because )N is a function of the distance between the inner and outer elements in an ESSA
element set, one may conclude that the aperture size and gain are a function of the ESSA
radius. Figure 6 shows that this is a valid conclusion; ESSA gains between 7 and 23 dBic
may be achieved from different ESSA diameters. Figure 6 also shows the effects of the
two constraints on aperture size. The first constraint, delta phase within the element
cluster, results in the breakpoint in non-phase compensated performance at 2.758 ESSA
radius. Element beamwidth results in the second constraint. When using small radius
spheres, the element’s pointing angle changes so rapidly that the aperture diameter is
reduced to prevent more energy from being contributed outside of the main beam than
inside. This second constraint results in smaller diameter ESSA’s using smaller apertures
and therefore having lower gain.



POWER REQUIREMENT IS DOMINATED BY MICROPROCESSOR

Although the ESSA has many elements (e.g., 145 elements for a 14 dBic gain application)
the prime power requirement remains low. This is because the ESSA only turns on those
elements which are being used to create the beam. In the above example, of the 145
elements on a 14 dBic ESSA, only 12 are used to create the beam. As a result, only
1.2 watts of drive power are required for beam formation. In addition to the 1.2 watts, the
ESSA microprocessor requires 20 watts and the SPD driver network requires 2 watts,
which results in a prime power requirement of less than 25 watts for the 14 dBic gain non-
phase compensated ESSA. Even phase compensation does not significantly increase the
ESSA’s prime power consumption since less than 3 watts are required to drive the phase
shifters.

THE FOUR OPERATING MODES

The ESSA uses a 16 bit I2L microprocessor for selection of its elements. I2L logic was
chosen to provide radiation resistance for the system. This microprocessor has been
programmed to have four operating modes which are selectable upon command to the
microprocessor and may be explained as follows:

• Omnidirectional - gain greater than -5 dBic over a major portion of the hemisphere.

• Directed Beam - The ESSA points its beam toward the (2,N) coordinates which
are input as data.

• Program Track - The ESSA microprocessor uses ephemeris data provided every
3 days from ground support to generate the pointing directions
toward TDRSS.

• Retrodirective - The ESSA uses the AGC level from the transponder as a figure
of merit to determine the pointing direction toward TDRSS.

Other operating modes such as powered down omnidirectional and despin have been
developed in response to certain mission scenarios. The ESSA microprocessor has
expansion capabilities which allow operation with a variety of mission-unique
requirements.



RF COMPONENTS AND ELECTRONICS MAY BE INTEGRATED

The typical RF components associated with the ESSA when used for communication with
TDRSS are:

• Redundant 10 watt power amplifiers

• Redundant low noise amplifiers

• Band reject filter

• Diplexer

• RF Switches

All of these components may be packaged along with redundant microprocessor and
switching power divider driver assemblies as an integrated 24 inch long support mast. As
shown in Figure 7, the RF components may be neatly packaged into support masts for use
with either the 12 inch diameter 8 dBic gain or 30 inch diameter 14 dBic gain. The
estimated total weight of the ESSA and RF components is 50 pounds for the 8 dBic gain
and 86 pounds for the 14 dBic version. BASD has performed a study of the thermal
characteristics of the 30 inch diameter ESSA and its integrated RF components. The study
determined that no RF component would exceed its allowable temperature extremes during
either transient or steady state conditions for both total shade and full sun orbit conditions.

The ESSA may also be configured to meet other mission unique requirements. For
example, by removing the RF components and microprocessor, the weight of a repackaged
7 dBic gain ESSA may be dropped to as low as 13.5 pounds. Reconfiguration may
therefore allow the system designer the flexibility needed for optimum system design.

SIMPLE MODIFICATION ALLOWS MULTIPLE BEAM OPERATION

For applications other than TDRSS, the ESSA may be needed for the simultaneous
reception of signals from emitters spread throughout a large solid angle coverage.
Modification of the ESSA’s block diagram as shown in Figure 8 allows the ESSA to create
completely independent multiple beams.

Multiple beams are created by power dividing the signal from each antenna element to
drive the proper number of switching power dividers (beam forming networks), thus
creating totally independent output beams. A cutaway view of an 8 beam phase 



compensated ESSA’s possible packaging is shown in Figure 9. This figure shows that
multiple beams may be created with little packaging difficulty when an ESSA is used.

DATA INTERFACE

Interfacing to the ESSA is also a relatively simple operation since only three simple
interfaces are involved. The ESSA data interface to the microprocessor is handled through
a common serial data interface. This data interface requires a 16 bit serial data stream,
2,024 MHz clock and data enable signal to be provided by the command unit. (A relatively
simple modification would allow a 16 bit parallel interface to be used.) Through this data
interface the system may provide command words for selection of operating modes or data
words corresponding to pointing angle or ephemeris data. The clock frequency is not
significant since a wide range of clock frequencies may be accommodated. Data enable is
simply a logic high while data is being input to the ESSA. The RF interface is through a
common coaxial connector. The prime power may be a common 28 volt supply.

FUTURE APPLICATIONS

The ESSA is a maturing antenna technology which appears to be desirable for a wide
variety of antenna applications. Multiple beam, inertialess, low power, self contained, the
ESSA is an antenna to be considered for any application which involves large coverage
angles.
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Figure 1 Engineering Models of the 7 dBic and 14 dBic Gain ESSAs Have Been
Fabricated and Tested by BASD

Figure 2 Multiple Phased Array Faces Are Required for the Hemispherical Coverage
Provided by a Single ESSA



Figure 3 ESSA’s Gain Remains Constant While Phased Array’s Gain Rolls Off When
Scanned

Figure 4   ESSA Consists of 4 Major Assemblies



Figure 5   A Phase Difference Exists Between the Elements Used in the Aperture

Figure 6  ESSA Gain is a Function of Size



Figure 7   RF Components May Be Integrated Into ESSA’s Support Mast



Figure 8 Multiple Beams May Be Provided With Little Change to ESSA’s Block
Diagram

Figure 9 Multiple Beam Electronics May Be Enclosed Within the ESSA Dome
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ABSTRACT

The Air Force Satellite Control Facility (AFSCF) originated over twenty years ago, and
has evolved into a global satellite support network; this global network includes seven
Remote Tracking Station (RTS’s) and the Satellite Test Center (STC) located in
Sunnyvale, California. The AFSCF provides real-time telemetry, tracking, and command
support to Department of Defense (DOD) spacecraft and launch vehicles.

Since its inception, in response to changing DOD space support requirements, the SCF
network has grown through expansion and modernization of its tracking, data processing,
and communication capabilities. This paper discusses the past, the present, and the
impending changes to the AFSCF as it continues to evolve in support of the DOD space
programs.
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ABSTRACT

This paper addresses the technology advances in S-band remote satellite tracking station
hardware which have occurred in the last twenty years. Significant progress has been made
in increasing performance, decreasing size, weight and power consumption and greatly
improving reliability. Standard remote control interfaces and built-in test/diagnostic
features along with readily available control processors can provide automated remote
control at modest cost thereby permitting site manning to be reduced significantly and still
provide high system availability.

INTRODUCTION

In the early 1960’s the U.S. Air Force and NASA deployed several S-band remote
tracking station networks. These included the Air Force Satellite Control Facility (AFSCF)
to support DoD satellites, the Unified S-band System in support of the early manned space
program and the NASA Ground Spaceflight Tracking and Data Network (GSTDN)
network to support the current manned space program. Also, the NASA National Oceanic
and Atmospheric Administration (NOAA) network was implemented to provide civilian
weather and oceanographic services.

In the near future, the Air Force will be upgrading the hardware at its AFSCF remote
tracking stations as part of the Automated Remote Tracking Station (ARTS) program. This
program will complete the modernization effort started by the current Data System
Modernization (DSM) program which is centralizing and automating the control function
and upgrading the data processing hardware and software.

This paper presents the results of an industry survey conducted by the System Planning
and Engineering Directorate of the Aerospace Corporation in anticipation of the ARTS 



program. It summarizes the advances made in the various technology areas of hardware
required for the tracking station modernization effort.

TECHNOLOGY ADVANCES
ANTENNAS AND ANTENNA CONTROL

There are several companies which offer essentially off-the-shelf antennas suitable for use
at S-band. These antennas are primarily geared for the commercial satellite industry in the
C and Ku frequency bands. Optional feeds, servo drives, full tracking mounts and tracking
systems are offered to adapt such units for S-Band military satellite applications, with sizes
available up to 14 meters. Since these units are designed for the higher frequency bands,
the available tighter servo control loops and reflector tolerances give increased
performance at S-band. Standarization of production allows acquisition and installation on
site in a typical 11 - 12 month interval. This was generally the lead time required for metal
part fabrication alone in the past. Thus, standardization provides a schedule improvement
of four to five months.

When used inside a radome so that the antenna structure itself is not subjected to severe
environment, the structure can be lighter, therefore requiring a less complex foundation.
The cost of this type of antenna is less than half of the TT&C 46 foot antenna which was
designed for SCF application in the early 1970’s.

Dramatic advances have been made in the area of antenna control. Single channel
monopulse tracking systems have been developed which give equal or better performance
than the old three channel system and greatly reduce system complexity. This approach
also allows a reduction in costs of the RF front-end hardware, since a single channel
paramp will suffice, rather than a three channel unit.

Digital controllers having powerful capabilities have been developed. Built-in
microprocessors allow simplified remote slaving, acquisition pattern generation, through
keyhole tracking and built-in test features, along with complete servo remote status
monitoring and control. Fig 1 depicts a typical unit consisting of one 10.5 inch chassis
which has essentially replaced a rack of hardware in early 1970’s technology. This unit
also contains a set of antenna controls and monitors which were previously located on an
additional console mounted panel.

RF FRONT-END HARDWARE

Perhaps the most dramatic technology advances have been made in this area. The old
cryogenic cooled parametric amplifier that required constant purging, compressor
mechanical maintenance and adjustment to maintain an acceptable gain-phase



characteristic, which varied widely with temperature, has been replaced by a single GaAs

FET module. Performance is within 200K of the old cryogenic units; 700K over the 2.2 -
2.3 GHz band being typically available. These small units, which can be held in one hand,
can be mounted directly on the feed reducing cable losses. Mean-Time-Between-Failures
(MTBF’s) are typically 80,000 hours. Thermoelectrically cooled units offer even better
performance. The cost of these units is less than one tenth of the old cryogenic units and
are maintenance free. Fig 2 depicts one of these units comparing it to its ancestor which
weighed approximately one hundred pounds.

HIGH POWER TRANSMITTERS

Up to this time transmitter power has been supplied by either a Traveling Wave Tube
(TWT) amplifier or Klystron type amplifier. Power ranges from 2-10 Kw have been in
wide use. These transmitters have also been a troublesome area, since both require a high
voltage power supply (about 20 KV), which typically had poor reliability. In addition, the
tubes had limited life and often failed catastrophically. This would cause a complete loss
of command capability to a spacecraft for a significant period, since tube replacement
usually took several hours.

Spurred by the demand in the phased array radar field, solid state transmitters of one
kilowatt and higher are now achievable. A 1.0 Kw unit is to be delivered shortly to the
SCF for a transportable application and procurement activity is about to begin for a 2 Kw
unit. The main advantage offered by the solid-state types is graceful degradation, rather
than a complete loss of output power, in the event of a device failure. Since low voltage
devices are utilized, greatly improved power supply reliability is possible. This, along with
proper device derating can result in much greater MTBF’s, 25,000 hours being achievable
versus 2500 for a tube type. Solid state devices also permit easily obtained wide
bandwidths and do not exhibit am/pm conversion and other tube related degradations
which limited performance. Cost of the solid state units is comparable to tube units and
will probably decrease as the demand forces higher production quantities. Fig 3 compares
today’s solid state unit with the 10 kw transmitter design for the AFSCF of the mid 1960’s.

TRACKING AND TELEMETRY RECEIVERS

The Ground Receiving and Ranging Equipment (GRARE) receiver and telemetry
demodulators designed for SCF application in the mid 1960’s consisted of two full
equipment racks of hardware. Microminiturization and microprocessor technology now
permit the same function to be provided in two 7 inch chasses. In addition, these units are
capable of full remote control via a standard control bus and also provide the tracking error
demodulation function. Cost of these units is a fraction of the Space Ground Link System
(SGLS) receiver unit cost. Fig 4 shows a comparison of today and past technology.



RANGING EQUIPMENT

The SGLS ranging unit occupied a whole rack of hardware. Today’s technology again
would permit the ranging function to be performed with a single chassis of hardware. Fig 5
depicts the comparison.

TRACKING STATION CONTROL

The early tracking stations required manual equipment operation according to voice
commands issued from the control center. A typical tracking station in the SCF requires 13
operations personnel to conduct prepass checkout, configure equipment and monitor data
acquisition during active satellite contact. In addition, there are 22 maintenance, logistic
support and administrative personnel on site.

In the early 1970’s, remote control interface standards were established and hardware
implementing these became available. By the mid 1970’s, remote tracking stations were
implemented with automated remote control of a majority of station functions. The relative
low cost of minicomputers has also been an important factor in implementation.
Automated remote control has greatly reduced the required number of operations and
maintenance personnel.

Development of networks and switching systems has been rapid during the past few years,
due to advancements in development of solid state technology. Star, loop, mesh, tree and
combinations of these and other network configurations are being utilized to obtain
optimum efficiency. Electro-mechanical devices for switching are being replaced by solid
state units for lower cost, increased reliability, and more efficient utilization of time. (See
Fig 6). The Institute of Electrical and Electronic Engineers (IEEE) published standards for
the General Purpose Interface Bus in 1975. It has been updated twice since. The GPIB
provides an interface between controllers and instruments resulting in an efficient
functional network. The network can be synchronous or asynchronous, with multiple
access, as requirements dictate. Today, the majority of the equipment has remote control
interfacing capability available as a standard feature. The most popular type of interface is
the IEEE-488 which is a parallel control bus structure.

A controller to perform control and status functions for an ARTS Station must interface
with about 55 electronic rack-mounted units. In addition, the controller will be required to
control various switch matrices for operational configuration and test switching. The
controller also provides control for automated test sequencing, initiated locally or from a
remote control center.



Software requirements for the ARTS design will include compatibility with the DSM
interface, diagnostic testing, and switching configuration control. These requirements may
lead to the selection and use of different languages. Most off-the-shelf automated testing
systems utilize BASIC. Selection of the controller should be based on multiple language
capability, standard software support availability, applications software availability, and
DSM requirements.

Manufacturers of equipment suitable for the ARTS controller generally offer standard
software which will assist in overall software development. For example, Hewlett Packard
offers the “Value Pack,” which includes FORTRAN 77 and Pascal compilers, graphics,
and other software packages. Communications software is also standard. The Hewlett
Packard price schedule for the HP 1000 series of computer systems includes some 10
pages of standard software items from which an appropriate selection can be made. They
also offer a compiler for Atlas, the IEEE 416 standard.

An ARTS will interface to the DSM software either through the 19.2 kbps Future Interface
of the Remote Control and Status Element (RCSE) or directly with the Defense
Communications System/Satellite Control Facility Interface System (DSIS) communication
terminal. The DSM will utilize Advanced Data Command and Control Procedure
(ADCCP) and Synchronous Data Link Control (SDLC). Therefore, the ARTS controller
software must be structured to match these protocols. Provisions for interface development
must be made to recognize station status, link connect/disconnect, data transfer, data
acknowledgment, and link testing capability.

Local Areas Networks (LAN) are emerging as one of the new technologies in the data
communications area. These systems offer an alternate method of controller to equipment
interface and network protocol. A LAN might be effectively used in a control and status
system such as the one for ARTS.

While network definitions vary widely, most experts consider a LAN to be one which is
used to link together different kinds of computer based equipment located within a limited
area, such as a large office building, factory complex or tracking station. LANs usually run
at a data rate ranging from 100 kilobits-per-second to 20 megabits-per-second. They link
individual work stations to data bases, host computers and peripherals, to create a
resource-sharing environment. A LAN can provide a logical and efficient means to connect
digital equipment across distances ranging from dozens of yards to miles.

LANs come in a variety of configurations, or “topologies,” and use a number of different
control methods. Potential LAN users must choose from these options. The options that
exist can be subdivided into the following categories of network design: Architecture, 



Protocol, and Media. (See Table 1-Basic Local Network Architectures and Table-2 Media
for Local Networks).

Of all the current LANs systems, the Ungermann/Bass NetOne appears to be a suitable
best candidate for the ARTS design. The NetOne is a general purpose system for
interconnecting normally incompatible equipment. In addition, NetOne can be media and
transceiver-transparent, thanks to its network interface units, which can be programmed by
the user to handle different media in the future, i.e., broadband coax or fiber-optic cables.
(See Table 2 - Media for Local Networks)

CONCLUSION

Great strides have been made in technology relating to S-band satellite remote tracking
stations. An abundance of hardware is essentially available off-the-shelf to provide low
cost, highly reliable system designs. The broad availability of hardware with remote
control capability, along with a wide variety of switching matrices, low cost processors
and software, will allow an automated remote controlled design to be implemented at
moderate cost. Projected manpower savings in the number operations and maintenance
personnel due to automation and the greater reliability of today’s hardware indicates a
50% reduction in manpower may be possible.

Figure 1.   Typical Digital Antenna Controller



Old S-Band Equipment

Typical S-Band GaAs FET LNA

Figure 2.   LNA Comparison
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New Solid-State Air Cooled Unit

Figure 3.   Transmitter Comparison
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Typical New Receiver Unit

Figure 4.   Telemetry Receiver Comparison
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Figure 5.   Ranging Equipment Comparison



Figure 6.   Digital Switch Unit (Basic Building Block).



Table 2. Media for local networks

Cable
Typical

aggregate
data rate

Typical
number of

nodes

Typical
Applications

Shielded
twisted pair

1 Mbit/s Tens µC cluster

Baseband
coaxial cable

10 Mbits/s
Tens to

hundreds 
To

Office
equipment

Broadband
coaxial cable

300 Mbits/s
hundreds 

per
channel

Office,
computer

center

Fiber-optic 50 Mbits/s Two
Trunk,

Hi-rel link



A MULTI-USER TELEMETRY PROCESSING ARCHITECTURE
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ABSTRACT

This paper updates the previous work,1 which described the overall telemetry and data
processing capabilities of the Data System Modernization (DSM) system being developed
at the Air Force Satellite Control Facility (AFSCF). Having passed the System Critical
Design Review milestone, the DSM program is proceeding with the design and
implementation of various elements which support both the real-time routing, processing,
storage, and display of satellite telemetry data, as well as the off-line recall of raw or
processed telemetry data for trend analysis and satellite operations planning.

A Data Distribution Element routes data received from 13 Remote Tracking Station (RTS)
antennas and other sources to dedicated telemetry processing elements located within eight
Satellite Test Center (STC) Mission Control Complexes (MCCs), a Range Control
Complex (RCC), and the System Development and Test Laboratory (STDL).

Two types of telemetry preprocessing elements are provided: one for processing telemetry
data of rates less than 32 kilobits per second (or for processing selected measurands from
telemetry data of rates up to 1.024 megabits per second), and the other for processing
high-rate telemetry up to 5 megabits per second.

Computer programs executing within one of two large mainframe computers and a
Telemetry Contact Support Equipment Group in each MCC selectively decommutate,
compress, calibrate, and store the telemetry data. Once processed, the data is formatted
into unique, user-defined displays for real-time or post-contact analysis. Interfaces are also
provided to satellite commanding routines for the authentication or verification of
commands that have been transmitted to the satellite during the contact.

Additional computer programs provide the capability to extract designated measurands
from the processed telemetry history files, and format them, into messages for near real-
time transmission to users remotely located from the STC.



A capability is also provided to interface future telemetry preprocessing equipment, such
as that required to support multiple scientific payloads aboard the Space Shuttle.

INTRODUCTION

A brief overview of the DSM system, currently under development by the AFSCF under
contract to International Business Machines (IBM) Corporation, Federal Systems Division,
is provided first to acquaint the reader with the overall satellite data flow architecture.
Each element of the DSM telemetry processing string will then be discussed: Data
Distribution Element (DOE), Telemetry Contact Support Equipment Group (TLM CSEG),
Telemetry Interface Unit (TIU), Contact Support Processor (CSP) and Planning and
Evaluation Processor (PEP) with resident telemetry processing software, and external
interface subsystems. A discussion of planned interfaces for future telemetry preprocessing
will also be provided.

DSM SYSTEM OVERVIEW

The AFSCF is a worldwide network of Remote Tracking Stations (RTSs) connected to a
central command and control complex, designated the Satellite Test Center (STC), located
in Sunnyvale, California. In support of DoD satellite programs, the AFSCF performs
satellite commanding, orbit management, status and health telemetry processing, and
planning functions, with the DSM Command and Control System (CCS) performing all
associated data processing tasks. Figure 1 illustrates the data flow through the CCS and
the other elements of the AFSCF system.

At any one of seven RTSs, the AFSCF Telemetry, Tracking, and Commanding (TT&C)
Segment receives unprocessed telemetry from an orbiting satellite, and relays it through
the Communications Segment to the STC. The Communications Segment includes
interfaces to elements of the Defense Satellite Communications System (DSCS), as well as
domestic satellite communications equipment, microwave equipment, and narrowband
land-lines. At the STC, the encrypted telemetry data is routed through the Data
Distribution Element (DDE) Black Telemetry Switch to one of the eight designated
Mission Control Complexes (MCCs) and the Range Control Complex.

Within each MCC, the telemetry data is decrypted and preprocessed in a Telemetry
Contact Support Equipment Group (TLM CSEG), and routed through a Telemetry
Interface Unit (TIU) to the Contact Support Processor (CSP). The CSP completes the
processing of the telemetry data, and displays the formatted data for Mission Control
Team MCT) analysis. Processed telemetry data can be retrieved from shared mass storage
devices by the Planning and Evaluation Processor (PEP), and formatted into messages for
transmission to external users. This secure external data telecommunications function is



implemented through a string of processors: the External Interface Unit (EIU), the
Isolation Review Unit (IRU), and the Downgrade Interface Unit (DIU). These processors
perform the functions of message formatting, security parameter checking, and line-level
protocol handling.

The data flow loop within the CCS is completed through commanding the satellite from
the MCC to the RTS. Command data is formatted within the CSP, and relayed through a
string of processors, the Classified Interface Unit (CIU), the Command Contact Support
Equipment Group (CMD CSEG), and the Unclassified Interface Unit (UIU), to the DOE
Black Command/Control/Status Switch. The IRU in this string provides security parameter
checking for RTS equipment control data to be transmitted by the UIU to the RTS.

The UIU communicates both commands and control data to the RTS Control and Status
Element (RCSE), which supports one antenna at each RTS. The data is formatted into
packets using a modified Advanced Data Communication Control Procedures (ADCCP)
protocol, and transmitted over dedicated channels within the Communications Segment. At
the RTS, the RCSE reformats the command and control data, and relays the commands in
ternary form to the antenna for transmission to the satellite. Equipment control data, such
as antenna pointing data and receiver channel selection, is also relayed to the appropriate
TT&C Segment equipment. Status data, including satellite tracking data and equipment
status, is input to the RCSE for transmission back to the MCC.

At the STC, the status data is routed through the DOE Black Command/Control/Status
Switch to the UIU. The UIU then relays the data to the CIU through a signal isolator. The
CIU reformats the data for processing by the CSP, and subsequent display on one of the
MCT Cathode Ray Tube (CRT) terminals.

DATA DISTRIBUTION ELEMENT

Upon receipt of telemetry signals at the STC-end of the Communications Segment, the
telemetry data is routed via cables to the input side of the Data Distribution Element
(DOE). The DOE consists of four sub-elements: a Black Telemetry Switch, a Black
IRIG-B Switch, a Primary Black Command/Control/Status Switch, and a Secondary Black
Command/Control/Status Switch. The two subelements supporting telemetry data are
shown in Figure 2. The Black Telemetry and IRIG-B switches have been sized to support
a 1985-baseline AFSCF configuration, with growth capability provided for future
requirements. For example, in the initial Black Telemetry Switch, only 64 input sources
will be installed, but growth up to 102 sources is provided. Similarly, the output matrix is
sized to support 64 Telemetry CSEGs, but growth up to 87 units is provided.



Each telemetry input source consists of a single PCM telemetry stream, with an associated
clock signal, at rates from 250 bits per second to 5 megabits per second. In order to
support satellites with multiple telemetry downlinks, an average of three sources have been
identified to support each of the thirteen RTS antennas, for a total of 39 RTS sources.
Twenty-five additional ports are provided to support other non-RTS sources, such as
NASA sites (Johnson Space Center (JSC) and White Sands Ground Terminal (WSGT),
spacecraft factories, simulated telemetry from the System Development and Test
Laboratory (SDTL), analog tape recorders in the Network Data Control (NDC) portion of
the Communications Segment, and spare sources. However, any number of the initial 64
telemetry input ports may be connected to any external source of telemetry. In addition,
distribution amplifiers are provided so that each telemetry source can be routed to up to
five different Telemetry CSEGs. This capability allows multiple MCCs to share the data
from one space vehicle. For example, with the Inertial Upper Stage (IUS), which can
deploy up to four spacecraft, the IUS telemetry downlink can be routed simultaneously to
the IUS MCC and to each of up to four spacecraft MCCs.

In addition to telemetry routing, the DRE also distributes IRIG-B timing data through the
Black IRIG-B Switch. The timing sources can originate from any of the 13 RTS antennas,
two NDC analog tape recorders, two local IRIG-B sources, and four SDTL sources (for
simulated telemetry). For each Black Telemetry Switch source/sink selection, a
corresponding selection is made for an IRIG-B timing source, so that the selected
Telemetry CSEG is using the correct timing signal for telemetry measurand time-tagging.

Each switch output electrical signal is converted into a fiber-optic signal for transmission
to the Telemetry CSEGs, which are distributed throughout the MCCs. As shown in
Figure 3, all DOE output ports terminate in the MCCs. Each termination consists of an
IRIG-B signal and the telemetry data and clock signals. The latter two signals connect to a
Signal Switch/Converter Unit (not shown), which converts the fiber-optic signal back into
an electrical voltage and which allows selection of either the primary or a secondary
telemetry source. Since some telemetry signals are inverted by the Communications
Segment, this unit also provides for inversion of the input signal polarity should the
Telemetry CSEG be unable to attain synchronization.

TELEMETRY CONTACT SUPPORT EQUIPMENT GROUP (TELEMETRY
CSEG)

In order to support a wide range of telemetry date rates and preprocessing requirements,
the DSM telemetry architecture provides two basic Telemetry CSEGs: Type-A and
Type-B. A Type-A unit is provided for full processing of telemetry signals of less than 32
kilobits per second, or for limited processing of signals of up to 1.024 megabits per
second. Each unit consists of a telemetry decryptor (KGR-62), an Aydin 440 Frame



Synchronizer, an IRIG-B Time Code Translator, a specially-designed Control Unit, and
several signal Isolators. The serial, decrypted telemetry stream is converted into parallel
data consisting of the telemetry frame data, a time-tag, and frame Synchronizer status. This
data is routed to the host computer for later decommutation and processing.

The Type-B Telemetry CSEG supports telemetry rates of up to 5 megabits per second,
where some compression of the data is desired before routing to the host computer. This
unit replaces the Type-A Frame Synchronizer with an Aydin 1126B Decommutator and an
Aydin 595 Data Compressor. The Data Compressor allows measurands decommutated by
the 1126B to be preprocessed by selected sets of stored algorithms, including sample
summation, averaging, percent bandwidth scaling, and out-of-limits detection.

Each Telemetry CSEG subelement is controlled via computer-generated commands
originating in the host Contact Support Processor (CSP), and interfaced through the
Control Unit. Selection of the input telemetry source (either of two sources), input data
polarity inversion, KGR-62 key selection and status determination, data frame and
measurand ID time-tagging, frame status determination, and output formatting are all
accomplished through the Control Unit.

OTHER TELEMETRY HARDWARE

Since each MCC can support several satellites, multiple Telemetry CSEGs are provided in
each MCC. As shown in Figure 4, all Telemetry CSEGs are connected to the Contact
Support Processor (CSP) host computer through a Telemetry Interface Unit (TIU), which
is an IBM Series/1 processor connected to a 370-mainframe channel. The TIU sends CSP-
generated control commands to each Telemetry CSEG Control Unit for execution. In
return, each Telemetry CSEG Control Unit sends the preprocessed telemetry words and
status data to the TIU for subsequent CSP processing. Each TIU/Control Unit interface is
effected via a cycle-steal data-in/data-out design.

Within each MCC, two IBM 370-based mainframe processors are provided, both for
redundancy and to distribute the normal satellite contact workload. Depending on overall
satellite and data processing loading, an MCC can have either IBM 4341 Group II or
3033N8 processors. Most telemetry processing during a satellite contact is performed in
the CSP computer, while the telemetry planning and post-contact trend-analysis functions
are performed in the PEP computer. Both processors share common mass storage devices,
including on-line disc drives and magnetic tape units.



TELEMETRY PROCESSING SOFTWARE

Telemetry processing software resident in the CSP and PEP provide all planning, contact
support, and evaluation functions for a satellite vehicle telemetry downlink. Although the
single, IBM-developed Telemetry Processing and Evaluation computer program contains
all the required functions, only the contact support functions are executed in the CSP,
while only the planning and evaluation functions are executed in the PEP. Figure 5
illustrates the overall functional flow within this computer program (within heavy box) and
interfaces to other DSM computer programs.

Three telemetry planning functions are performed in the PEP environment: (1) generation
and maintenance of static telemetry data bases; (2) generation, update, and maintenance of
telemetry parameter sets, which are used to control Telemetry CSEG processing, simulated
telemetry execution, and data processing and distribution functions in both the CSP and
PEP; and (3) flight operations planning support for the modification, validation, and
completion of telemetry control directives and related parameters in the overall Contact
Support Plan, which is the combination of text and computer directives controlling the
execution of all data processing functions during a satellite contact. A Telemetry Higher
Order Language is provided to specify the operations which are to be performed on user-
selected telemetry measurands.

After all planning functions have been completed, the related data files are stored on
shared disk drives for retrieval by the CSP during the contact. The telemetry operations, or
contact support, functions include the storage, decommutation, compression, and
formatting of all telemetry data received during the contact from the Telemetry CSEGs via
the TIU. More than 82 different telemetry processing algorithms are provided for
Telemetry CSEG or CSP execution to support the multitude of satellite wavetrain
configurations and user data processing requirements. In addition, each MCC can generate
its own algorithms to handle special processing requirements not provided in the general-
purpose software. All unprocessed and processed telemetry data is stored on the disk
drives during the contact for later evaluation.

The telemetry evaluation function, executing in the PEP environment, supports the analysis
of stored telemetry data to determine the overall health and status of the satellite and its
payload, and the analysis of ground resource performance characteristics to determine if
the AFSCF system is adequately supporting satellite operations. The evaluation function
also supports the relay of processed telemetry data to remote external users by one of two
means: generation of magnetic tapes in formats compatible with today’s CDC 3800
computer systems, or direct transmission of the data over electrical interfaces. In the latter
mode, the data to be transmitted is retrieved from stored telemetry files, reformatted into 



messages according to user-defined formats, and transmitted to the user through connected
Series/1 processors.

Other DSM computer programs provide support functions to the Telemetry Processing and
Evaluation computer program. Common Services provides all normal operating system and
data base management functions, with the addition of a Real-Time Executive for the CSP
environment. Display Management accepts formatted telemetry data for display on MCC
terminals, with over 100 different user-defined displays available for each satellite.
Mission Unique Software (MUS) and Auxiliary Master Tape (AMT) interfaces are
provided for the exchange of telemetry planning parameters and processed telemetry data
between DSM software and user-developed software running concurrently on the PEP as
applications programs. Operations Planning software is used in the PEP environment to
generate and update the overall Contact Support Plan.

During the contact, command authentication and verification data is supplied to the
Commanding software as it is processed to determine the status of each command sent to
the satellite vehicle. The MCC Management computer program supervises the execution of
the Contact Support Plan, and manages the exchange of data and directives among all the
resident CSP computer programs. After the contact, MCC Management also formats
selected telemetry data files into messages, and supervises the transmission of these
messages to external users.

FUTURE TELEMETRY PREPROCESSING

The general-purpose nature of the DSM telemetry processing architecture provides
inherent flexibility for supporting a number of postulated telemetry support requirements.
One such requirement involves the processing of a telemetry downlink that is
programmable by an on-board, spacecraft computer. Since the Telemetry CSEG
parameters are generated in the PEP environment and can be revised during the contact
through the TIU, processing of a telemetry wavetrain format that has been modified
through execution of MCC-generated commands can be effected with minimal delay and
loss of contact data. Another planned requirement is the processing of high data rate
telemetry (up to 32 megabits per second) in support of scientific experiments to be flown
aboard the Space Shuttle in the midto late-1980’s. In this case, a special Telemetry CSEG
can be configured to provide multi-channel telemetry demultiplexing or deinterleaving,
sophisticated measurand preprocessing, or high-volume data transfer to the CSP with
minimal preprocessing. For these and other future telemetry support needs, the multi-user
telemetry environment and the large amount of available support hardware and software
are expected to minimize new development costs for the AFSCF in supporting future space
users.
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Figure 1.  DSM System Overview



Figure 2.  Data Distribution Element Capacities (Telemetry and IRIG-B Distribution)



Figure 3.  Telemetry CSEG Configurations



Figure 4. Telemetry Hardware Configuration
 



Figure 5.  Telemetry Computer Program Functional Flow
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INTRODUCTION

Advanced Military Satellite Communications Systems providing communications
capability supporting projected minimum essential military wartime communications that
will accommodate force message distribution, force direction and force report back, and
force/force or group-to-group communications.

These dedicated communications resources must be continuously available to the wide
variety of military users. It is necessary, therefore, that the command/control
implementation of these systems be capable of (a) long-term resource allocation to fulfill
user requirements with a minimum of delay and system overhead, and (b) insuring system
capability to fulfill real-time users service requests. Anticipated operational use indicates
that a considerable amount of day-to-day control will be required to coordinate the user
access to communications, to provide communications for internal user network control,
and to support routine system maintenance activities.

This paper discusses a candidate centralized system management and distributed control
framework that provides a system operations capability meeting the interconnection
requirements needed for such a military type communications satellite system.

ABSTRACT

The command/control concept set forth in this paper features a centralized system
management with distributed system control. Such a concept is intended to maximize user
flexibility in the utilization of the communication resources while maintaining maximum
system readiness for operation throughout all levels of conflict.



SYSTEM CONTROL CONCEPT

Successful strategic and tactical mission execution requires a control system that is
survivable, suffers little interference, and does not unduly tax mission capability through
excessive control overhead. The distributed command/control concept, illustrated in Fig 1,
fulfills long-term user requirements by allocating system resources in accordance with JCS
directives. This allocation is accomplished within the Master Control Center (MCC) of a
MILSAT type system. The MCC will direct all administrative functions including system
maintenance, satellite replenishment, crew training, and coordination of the control data
base. Day-to-day satellite control and communications network operations are performed
by selected Distributed Control Stations (DCSs) members. Satellite installation, on-orbit
checkout, and anomaly correction are performed by the Air Force Satellite Control Facility
(AFSCF). These command/control elements are combined into a structure nearly
transparent to the system user. “Nearly transparent” requires that each user must abide by
priority levels and is provided up-to-date system access data by the Command Elements.
Portions of such data may be supplied via a satellite borne controller. The role of each
command/control element, the user, and the satellite controller is discussed below.

MASTER CONTROL CENTER

Conceptually the centralized management functions can be pictured as resident within a
Master Control Center (MCC). Since this is to be a survivable system, a second facility
would perform critical MCC functions should the MCC be non-available during a crisis
period. This backup function could be assigned to the AFSCF or could be one of the
distributed control stations with an enhanced data base capability. The master control
center is responsible for the operational management of a system that includes members of
all services (Fig 2) and therefore is conceived to be staffed by representatives from each
service in a manner similar to NORAD Cheyenne Mountain Complex operations. The
MCC would implement JCS-validated user communications requirements by allocating
communications resources among the current users. To accomplish this, the MCC must
maintain the highest possible level of system readiness - as measured by the quality and
quantity of available communications. This requires the MCC to perform system resource
analysis involving satellite state-of-health and resource performance quality and capability.
In short, the MCC must perform most of the analysis tasks of a typical mission control
center. However, the MCC as a management center, need not perform, that subset of
mission control center tasks associated with raw data processing. MCC functions include
those shown in Fig 3.

Although the MCC need not have full mission control capability, it does need the
capability to receive processed telemetry data, perform data updates, and insure the
timeliness of data in use at the distributed control stations and support agencies. In this



later role, the MCC may be thought of as an electronic post office. The MCC receives JCS
directives and guidance, and transmits resource allocations and control data to the
distributed control stations. The communications required to accomplish these transactions
are shown in Fig 4.

The MCC also converses with various support agencies (SCF, host bases, contractors,
etc.) to coordinate both routine and emergency support actions. The communications
requirements for these transactions are shown in Fig 5.

Routine MCC/Support Agency management functions range from coordination of planned
prelaunch, launch, and on-orbit installation activities to the procurement of spares and
direction of crew proficiency training. Emergency or anomaly operations include satellite
anomaly operations by the SCF, coordination of backup control activities, and restoration
of physical security.

DISTRIBUTED CONTROL STATION

The Distributed Control Element is a front line working group consisting of several
geographically Distributed Control Stations (DCSs). Each DCS is responsible for the day-
to-day evaluation and maintenance of a selected portion of the system’s resources.
Resources in this instance include three major items: satellites, control elements, and user
communications. The DCS will perform only those satellite control tasks necessary to
maintain system mission operations capability. These tasks, shown in Fig 6, are somewhat
limited because the MCC insures satellite mission readiness allowing the DCS to
concentrate on those tasks necessary to insure communications performance. Also,
communications performance need be “insured” only for the desired mission period and
the post-mission recovery interval. DCS task performance will be continually evaluated by
comparison with SCF operational data. The MCC will coordinate DCS/SCF operations in
the areas of telemetry reception, command processing, satellite state-of-health/failure
correction, and ephemerides determination. Each DCS will be capable of full
communications command and control while the SCF will maintain full capability to
perform satellite anomaly investigation and correction and system TT&C functions. To
assure crisis period operations, routine stationkeeping would be an SCF task, but could be
performed by a DCS during emergency operations. The SCF will not backup the user
network coordination of the DCS command/control tasks since these are typical program
unique (communications use) functions. Each DCS will be assigned another DCS that can
assume the satellite communications control function upon failure or degradation of the
primary DCS. DCS-to-DCS data transfer will be required to assure the timeliness and
correctness of backup operations. The MCC will monitor the transfer of these data while
providing each DCS with resource allocation changes and system coordination data. Each
DCS will also be assigned a backup DCS to perform the coordination functions within the



user community serviced by the primary DCS. Primary and Backup DCS will periodically
exchange data bases to maintain the capability and assure timely handover. Each DCS
would have the communications defined in Fig 7.

USER COMMUNICATIONS

User Communications (Fig 8) consist of two tasks: (1) forming the allocated resources into
communications channels assigned to specific user(s), and (2) coordinating the use of
allocated resources by a specific set of users. Formation of communication channels is
accomplished using the MCC resource allocation criteria. This criteria may be changed
whenever a user’s mission communications requirements are revalidated by the JCS. The
actual assignment of channels to specific users may be accomplished by user priority levels
in conjunction with resource and communication path availability. However, a low priority
user may be granted service simply because resources are available and are not in high
priority use. User communications terminals must have user/satellite, user/network, and
internal user communications capabilities as shown in Fig 9. In turn, each user
communications terminal must be relatively small and inexpensive, must be easily
deployed and used, and be readily adaptable to network control. The overall goal of user
network control is to obtain a high level of utilization of the system resources with minimal
control overhead. The achievement of this goal is complicated by the fact that there are
multiple user networks in all parts of the world, and that effective communications service
requires multiple satellites each compatible with all user communications terminals. A
potential solution is to place a portion of the network control function onboard each
satellite. Such equipment could be designated a communications controller.

COMMUNICATIONS CONTROLLER

The communications controller performs those “pre-programmed” network control
functions as shown in (Fig 10).

User access coordination includes tasks such as system time, frequency or channel
assignment, and network coordination data dissemination. The communications controller
receives service requests and performs sufficient processing to determine the resources
required and their availability based upon the directory data resident within the controller.
Available resources are then assigned and the service performed.

Availability in this sense, includes resources not assigned as well as resources assigned to
lower priority service. Upon need, lower priority users are preempted and service is
returned to a higher priority requester. The communications controller will notify a user
prior to preemption. Some service requests may be satisfied from resources within a single
satellite. Others will require multiple paths (satellite communications terminal to satellite to



communications terminal) to complete. Insofar as possible, the communications controller
will determine multipath service routes. Difficult, or new routes will be determined by one
or more network control stations.

CONCLUSION

A centralized management and distributed control concept has several advantages when
applied to a survivable communications system. System management functions
(replenishment, utilization directive, user/service/higher authority coordinator) are readily
performed by a staff of resident experts. System management decisions are based upon
timely, management pertinent, information inputs. Similarly, system control functions are
executed in dedicated control stations, concentrating upon system control data. In absence
of management authority, a control station can, by prearranged procedures, exercise the
required level of management necessary to maintain a pre-specified system mission
operational readiness. These advantages are obtained at the cost of control distribution
which, if not carefully planned, can unduly increase the amount of communications
capability needed to service the initial user requirement. Reduction of this control
overhead increases system complexity (the introduction of communications controller) and
to some extent, may limit the overall deployment flexibility of the system.
 



FIGURE 1   MILSTAR/COMMAND/CONTROL CONCEPT



FIGURE 2   MILSTAR MASTER CONTROL CENTER



FIGURE 3   MASTER CONTROL CENTER FUNCTIONS

FIGURE 4   MCC OPERATIONS/CONTROL COMMUNICATIONS



FIGURE 5   MCC/SUPPORT AGENCY COMMUNICATIONS

FIGURE 6   DISTRIBUTED CONTROL STATION FUNC.



FIGURE 7   DISTRIBUTED CONTROL COMMUNICATION

FIGURE 8   USER NETWORK CONTROL FUNCTIONS



FIGURE 9   USER COMMUNICATIONS TERMINALS

FIGURE 10   COMMUNICATIONS CONTROLLER FUNC.
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ABSTRACT

The Consolidated Space Operations Center (CSOC) will fulfill the nation’s need for an
endurable and secure facility for the command and control of DOD Shuttle and satellite
missions. For greater endurance, economy, and efficiency, it capitalizes on technical
opportunities to integrate satellite-control capabilities. Additionally, CSOC functionally
internets military and civilian resources to support military space operations.
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ABSTRACT

This paper discusses the performance of pulse code modulation/frequency modulation
(PCM/FM), pulse code modulation/phase modulation (PCM/PM) and phase shift keying
(PSK) in the “real-world” of range telemetry. The topics addressed include:

1. Radio frequency (RF) spectra
2. Bit error rate (BER) versus pre-detection signal-to-noise ratio (SNR)
3. Peak carrier deviation
4. Premodulation and receiver predetection filtering
5. PCM codes
6. Magnetic recording

The purpose of this paper is to provide the reader with information needed to choose the
best modulation method, PCM code, premodulation filter bandwidth and type, receiver
settings, and recording method for a particular application.

INTRODUCTION

Many methods exist for the transmission of telemetry data. This paper will only discuss
methods for the transmission of digital data. The Telemetry Group of the Range
Commanders Council has sponsored this study to compare the performance of these
methods under simulated range conditions.

Tests were performed to characterize the performance of the various PCM modulation
methods under a variety of conditions. The test set-up is shown in figure 1. The tests were



conducted in both a laboratory environment and also at the Pacific Missile Test Center’s
main telemetry receiving and recording facility.

RADIO FREQUENCY SPECTRA

Sample RF spectra produced by the various modulation techniques under discussion are
shown in figures 2A through 2J. The premodulation filter bandwidth was equal to the bit
rate for the non-return-to-zero (NRZ) signals and equal to twice the bit rate for the bi-
phase (BI0/) signals. The premodulation filter was a 5-pole linear phase low pass filter. The
top line of all photos is the unmodulated carrier power. The bit stream was a 2047-bit
pseudo random sequence. The approximate radiated bandwidths for the various
modulation techniques are listed in table 1. Radiated bandwidth is defined as the
bandwidth which contains all signals which are less than 60 dB below the unmodulated
carrier power when measured in a 3 KHz bandwidth.1 The bandwidth values will be
different if a different definition is used. All of the modulation techniques except narrow
band NRZ/FM and wideband PSK produce spectral “spikes” which widen the radiated
bandwidth.

BIT ERROR RATE PERFORMANCE

The measured BER versus predetection SNR in a bandwidth equal to the bit rate is
presented in figure 3. The test conditions for the data shown in figure 3 were:

Intermediate frequency bandwidth (-3 dB):

all PM data - 3.3 MHz
NRZ-L FM - 500 KHz
BI0/-L FM - 1.0 MHz

Premodulation filter bandwidth (-3 dB):

all NRZ-L data - 500 KHz
all BI0/-L data - 1.0 MHz

Premodulation filter type: 5-pole linear phase

Bit pattern - 2047 bit pseudo random sequence
Video filter bandwidth - 2.0 MHz

PCM bit synchronizer detector:
all PM data - integrate and dump



NRZ-L FM - filter and sample
BI0/-L FM - integrate and dump

PM and PSK demodulator loop bandwidth:

1 KHz.

The SNR in a bandwidth equal to the bit rate required to yield a 10-5 BER is shown in
table 2 for several PCM signal types. These results agree reasonably well with other
published results (see references 2, 3, 4, and 5).

PEAK CARRIER DEVIATION

The optimum peak deviation for NRZ PCM/FM has been shown to the . 0.357 times the
bit rate2,3 (178.5 KHz for 500 Kb/s) when the intermediate frequency (IF bandwidth is
equal to the bit rate. The actual optimum value is a function of the phase and amplitude
characteristics of the receiver IF and video filters and also the bit detector characteristics.
The measured optimum value is always close to 0.357 with modern telemetry receivers
and bit synchronizers. Increasing the peak deviation to 0.41 times the bit rate requires an
increase of . 0.3 dB in SNR with an IF bandwidth equal to the bit rate. This is equivalent
to an increase in transmitter power of 0.3 dB or 7.15 percent. Decreasing the peak
deviation to 0.25 times the bit rate or increasing it to 0.5 times the bit rate required an
increase of . 1.2 dB in SNR. These values will vary slightly with different IF bandpass
filters, FM eemodulators and PCM bit synchronizers.

The optimum peak deviation for unfiltered PCM/PM is 90E. This peak deviation also
produces a carrier null. When premodulation filtering is introduced, a peak deviation of
greater than 90E is required to produce the carrier null. For nonrandom data the actual
peak deviation for carrier null is a function of the probability of single bits and the
transition density (for NRZ-M this translates to the probability of consecutive “ones” and
the ratio of “ones” to the total of “ones” plus “zeros”). The carrier null occurred for a peak
deviation of 99E for a 500 KHz constant delay (CD) premodulation filter and a peak
deviation of 107E for a 250 KHz CD premodulation filter. The SNR for a 10-5 BER with
carrier null was the same as for 90E peak deviation (see table 2). The only difference in
SNR for 10-5 BER was observed with a 250 KHz CD premodulation filter and the integrate
and dump bit detector. The carrier null data was . 0.3 dB better than the 90E peak
deviation data under these conditions. However, the bast bit detector with this
premodulation filter was the filter and sample detector. Both deviations performed the
same with this detector.



The optimum peak deviation for BI0/ PCM/FM was determined to be . 0.625 times the bit
rate for the equipment used in this test. This value is somewhat higher than the value of 0.5
calculated by Cartier.3

The optimum peak deviation for BI0/ PCM/PM with no premodulation filter is 90E. BI0/-L
PCM/PM (±60E) required approximately 1.2 dB more RF power to achieve a 10-5 BER
than BI0/-M PCM/PM (±90E). The theoretical value is 1.5 dB. The lower deviation system
has the advantage that a carrier tracking phase demodulator can be used instead of a
carrier reconstruction and track demodulator.

 REMODULATION FILTERING

The premodulation filter which resulted in a 10-5 BER at the lowest SNR was NO
premodulation filter for all of the modulation techniques tested. The disadvantage of not
using a premodulation filter is that the RF spectrum is very wide for most of the
modulation techniques if no premodulation filter is used.4,5 Linear phase filters generally
caused slightly less degradation in data quality than constant amplitude (CA) filters with
the same -3 dB band-width. The phase modulation systems suffered more degradation due
to premodulation filtering than the frequency modulation systems. There are two major
reasons for this:

1.  The IF bandwidth was narrower for the FM systems and therefore more filtering
occurred in the IF which tended to mask the premodulation filtering effects.

2.  The noise at the output of PM/PSK demodulators is additive, white and gaussian so
a decrease in bit energy relates directly to the probability of the noise exceeding the bit
energy and causing a bit error. Most bit errors in PCM/FM are caused by what is termed
“click” or “pop” noise which is produced when the demodulator is captured by the noise.
These “pops” have enough energy to cause a bit error in either a reduced amplitude bit or
a full amplitude bit.

RECEIVER IF BANDPASS FILTERING

The optimum IF bandwidth for PCM/PM signals when using a Costas loop or carrier
tracking demodulator is the widest available bandwidth that does not allow interfering
signals into the demodulator. No tests were performed with a squaring loop demodulator
therefore this statement may not be true for a squaring loop demodulator. The widest
available IF band-width is also not optimum if predetection recording is being used
because the conversion to the tape carrier frequency will cause the noise to be folded
around zero frequency. For example, if a PCM signal were to be predetection recorded
using a 900 KHz tape carrier and a 3.3 MHz IF bandwidth, the noise power at a frequency



1 MHz above the IF center frequency would be translated to the same frequency as the
noise power 800 KHz above the IF center frequency. This would decrease the SNR at the
demodulator input and therefore increase the BER at the output. This applies to FM, PM
and PSK signals. The optimum IF bandwidth for NRZ PCM/FM is equal to the bit rate.
The disadvantage of using this bandwidth is that receiver tuning is very critical. Small
tuning errors can degrade the data quality by several dB. Increasing the IF bandwidth to
1.5 times the bit rate results in a data quality loss of only 0.7 dB and allows some margin
for tuning errors, IF bandpass nonsymmetry, transmitter frequency drift, etc. The “best”
receiver IF bandwidth for predetection recording of NRZ PCM/FM is approximately twice
the bit rate. The playback bandpass filter can then be adjusted for best data qualit

The optimum IF bandwidth for BI0/-L PCM/FM is approximately twice the bit rate.
Increasing the bandwidth to 3 times the bit rate causes approximately a 0.5 dB loss in data
quality for premodulation filter bandwidth equal to twice the bit rate but improves the data
quality by 0.2 dB for a premodulation filter bandwidth equal to the bit rate.

RECEIVER/DEMODULATOR VIDEO BANDWIDTH

The “best” video bandwidth is usually the widest one available. Most PCM bit
synchronizers contain filters which attempt to minimize the BER. Adding excessive video
filtering may make an oscilloscope display look less noisy but usually increases the BER!
However, some PCM bit synchronizers do not contain the necessary filtering ror optimum
bit detection. If one is unsure of the characteristics of a certain PCM bit synchronizer one
should either perform tests to determine the best video filter or talk to the bit synchronizer
manufacturer.

PCM CODES

The relevant properties of the various NRZ and BI0/ codes are:

1.  NRZ-L and BI0/-L are both antipodal codes which means that their bit error
performance is optimum. The mark and space versions of these codes have a BER that is
twice the BER of the level versions for isolated bit errors. This is equivalent to an SNR
penalty of . 0.3 dB at a BER of 10-5.

2.  NRZ codes do not have guaranteed transitions. Long sequences without transitions
can cause problems for the phase lock loop in the PCM bit synchronizer. BI0/ codes have
at least one transition each bit period. The disadvantage of this is that BI0/ codes require
approximately twice the bandwidth of NRZ codes.



3.  NRZ codes can have large DC and low frequency content. This can cause severe
problems if one AC couples an NRZ signal. BI0/ codes have zero DC content. This is
mandatory for use with PM demodulators. Standard PM demodulators will not work with
NRZ signals because of the large DC and low frequency content.

4.  The mark and space versions of both NRZ and BI0/ are polarity insensitive. This is a
definite advantage when using a PSK demodulator where the output polarity has an equal
chance of being the same as or opposite to the transmitted polarity.

PHASE SHIFT KEYING

One method of generating RF signals which have a 180E phase difference between the two
output states is to drive the IF port of a doubly balanced mixer with the baseband PCM
signal6. This is equivalent to multiplying the RF carrier by ±1 if the PCM signal is
rectangular. This method is called PSK in this paper. The BER performance of PSK is
essentially the same as the performance of PCM/PM (±90E) if the insertion loss of the
doubly balanced mixer is ignored5. However, doubly balanced mixers typically have an
insertion loss of 3-4 dB6. Therefore, the transmitter gain after the modulation section must
be increased. The transmitter output amplifier must also be linear because nonlinearities
will cause the RF output spectra with premodulation filtering to become wider. One
advantage of a PSK transmitter (versus FM or PM transmitters) is the relative simplicity of
the modulation section. The RF spectrum of PSK is also narrower than the RF spectrum of
PCM/PM (±90E). The PSK modulator is simply a frequency translator which translates the
baseband signal to the RF center frequency. PSK does not have the spectral “spikes”
which occur with PCM/PM if the mixer is properly designed and driven by the proper
amplitude baseband signal with no spectral “spikes”.

MAGNETIC RECORDING

There are four major methods for recording PCM signals1:

1. Predetection recording
2. Direct recording of the video output
3. FM recording of the video output
4. High density digital recording of the detected video output

The IRIG Telemetry Standards (reference 1) contain recommendations for the minimum
and maximum bit rates for these recording methods. The magnetic record/reproduce
portion of the tests have not been completed at this time. These test results will be
included in a technical publication which should be published in early 1983. This technical 



publication will also include additional data on the other topics addressed in this paper.
Copies can be obtained by contacting the author.

CONCLUSIONS

1.  PCM/PM (±90E) signals can achieve better data quality than PCM/FM signals with the
same radiated power if wide bandwidths are available.

2.  Optimum NRZ-L PCM/FM requires only 1 dB more RF power to achieve a 10-5 BER
than wideband NRZ-M PCM/PM (±90E). Optimum NRZ-L PCM/FM requires less RF
power than NRZ-M PCM/PM (±90E) to achieve a 10-5 BER if the radiated RF spectral
occupancy must be narrow.

3.  BI0/-L PCM/FM requires . 2 dB more RF power than NRZ-L PCM/FM for a 10-5

BER. BI0/-L also requires more RF bandwidth.

4.  BI0/-M PCM/PM (±90E) requires . 2.3 dB less RF power than BI0/-L PCM/FM for a
10-5 BER if the premodulation filter bandwidth is equal to twice the bit rate.

5.  The optimum peak deviations for the various modulation types are:

NRZ PCM/FM - 0.357 times bit rate
BI0/ PCM/FM - 0.625 times bit rate
NRZ PCM/PM - 90E or carrier null
BI0/ PCM/PM - 90E or carrier null.

6.  The optimum premodulation filter bandwidth is the widest bandwidth that allows the
radiated RF spectrum to fit within the required RF bandwidth.

7.  The optimum receiver IF bandwidth for NRZ PCM/FM is equal to the bit rate, however
a bandwidth between 1.5 and 2 times the bit rate will minimize operational problems
without significantly reducing data quality.

8.  The optimum receiver IF bandwidth for BI0/ PCM/FM is equal to twice the bit rate. A
bandwidth equal to three times the bit rate will minimize operational problems without
significantly reducing data quality.
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Table 1. Radiated Bandwidth for various PCM modulation types

Modulation
     Type     Code

Peak
Deviation

Premodulation -
Bandwidth (-3 dB)

Radiated
Bandwidth (-60 dB)

FM
FM
FM
FM
FM
PM
PM
PM
PSK
PSK
PSK
FM
FM
PM
PM

NRZ
NRZ
NRZ
NRZ
NRZ
NRZ
NRZ
NRZ
NRZ
NRZ
NRZ
BI0/
BI0/
BI0/
BI0/

125 KHz
178 KHz
178 KHz
178 KHz
250 Khz

90E
90E
99E
90E
90E
90E

250 Khz
312 Khz

60E
90E

  500 KHz
  500 KHz
  250 KHz
  ---
  500 KHz
  500 KHz
  250 KHz
  500 KHz
  500 KHz
  250 KHz
  ---
1000 KHz
1000 KHz
1000 KHz
1000 KHz

1.54 MHz
1.54 MHz
1.2 MHz
2.5 MHz
2.5 MHz
4.0 MHz
2.0 MHz
4.0 MHz
1.9 MHz
1.2 MHz
8.0 MHz
3.0 MHz
3.0 MHz
6.0 MHz
8.0 MHz



Table 2.   SNR in bandwidth equal to bit rate (500 Kb/s) for
10-5 BER for Various PCM signal types and filter
bandwidths

PCM
Code

Modulation Type,
  Peak Deviation  

Premod Filter
Bandwidth (KHz)

IF Bandwidth
       KHz       

SNR (dB) for
   10-5 BER   

NRZ-L
NRZ-M
NRZ-M
NRZ-M
NRZ-M
NRZ-M
NRZ-M
NRZ-M
NRZ-M
NRZ-M
NRZ-M
NRZ-M
NRZ-M
NRZ-L
NRZ-L
NRZ-L
NRZ-L
NRZ-L
NRZ-L
NRZ-L
NRZ-L
NRZ-L
NRZ-L
NRZ-L
NRZ-L
NRZ-L
NRZ-L
NRZ-L
BI0/-L
BI0/-L
BI0/-L
BI0/-L
BI0/-L

PM (±90E)
PM (±90E)
PM (±90E)
PM (±90E)
PM (±90E)
PM (±90E)
PM (±90E)
PM (±90E)
PM (±90E)
PM (±90E)
PM (±90E)
PM (±107E)
PM (±99E)
FM (±178 KHz)
FM (±178 KHz)
FM (±178 KHz)
FM (±178 KHz)
FM (±178 KHz)
FM (±178 KHz)
FM (±178 KHz)
FM (±178 KHz)
FM (±178 KHz)
FM (±178 KHz)
FM (±178 KHz)
FM (±178 KHz)
FM (±125 KHz)
FM (±205 KHz)
FM (±250 KHz)
PM (±60E)
PM (±60E)
PM (±60E)
PM (±60E)
PM (±60E)

None
None
None
None
1 MHz CD
1 MHz CA
500 KHz CD
500 KHz CD
250 KHz CD
250 KHz CD
500 KHz CD
250 KHz CD
None CD
None
500 KHz CD
500 KHz CA
250 KHz CD
250 KHz CA
None
None
None
500 KHz CD
500 KHz CA
250 KHz CD
250 KHz CD
None
None
None
None
1 MHz CD
1 MHz CA
500 KHz CD
500 KHz CA

3300
3300
1500
1000
3300
3300
3300
3300
3300
3300
3300
3300
3300
  500
  500
  500
  500
  500
  750
  500 CA
1000
1000
1000
1000
1000
  500
  500
  500
3300
3300
3300
3300
3300

10.6
10.9
11.1
11.6
11.1
11.3
11.4
11.7
12.5
12.8
11.4
12.5
11.2
11.9
11.9
11.9
12.7
12.9
12.6
12.6
13.7
13.7
13.7
13.9
14.3
13.1
12.2
13.1
12.9
13.3
13.1
14.9
14.8



PCM
Code

Modulation Type,
  Peak Deviation  

Premod Filter
Bandwidth (KHz)

IF Bandwidth
       KHz       

SNR (dB) for
   10-5 BER   

BI0/-M
BI0/-L
BI0/-L
BI0/-L
BI0/-L
BI0/-L
BI0/-L
BI0/-L
BI0/-L
BI0/-L
BI0/-L
BI0/-L

PM (±90E)
FM (±312 KHz)
FM (±312 KHz)
FM (±312 KHz)
FM (±312 KHz)
FM (±312 KHz)
FM (±312 KHz)
FM (±312 KHz)
FM (±312 KHz)
FM (±312 KHz)
FM (±312 KHz)
FM (±250 KHz)

1MHz CD
None
1 MHz CD
1 MHz CA
500 KHz CD
500 KHz CA
None
1 MHz CD
1 MHz CA
500 KHz CD
500 KHz CA
None

3300
1000
1000
1000
1000
1000
1500
1500
1500
1500
1500
1000

11.7
13.9
14.0
14.0
15.4
15.4
14.5
14.5
14.6
15.2
15.2
15.3



Figure 1. Test Setup.



Figure 2A. NRZ-L PCM/FM(±178 kHz) Figure 2B. NRZ-L PCM/FM (±178 kHz)
No Premodulation Filter 500 kHz Premodulation Filter.

Vertical:  10 dB/division
Horizontal:  500 kHz/division

Figure 2C. NRZ-M PSK No Premodulation Filter.

Figure 2. RF Spectra of Various Binary PCM Modulation Types (500 kB/s).



Figure 2D. NRZ-M PCM/PM(±90EE) Figure 2E. NRZ-M PCM/PM(±99EE)
500 kHz Premodulation Filter. 500 kHz Premodulation Filter.

Figure 2F. NRZ-M PCM/PM(±90EE)
250 kHz Premodulation Filter.

Figure 2. RF Spectra of Various Binary PCM Modulation Types (500 kB/s).



Figure 2G. BI0/-L PCM/FM(±312 kHz) Figure 2H. BI0/-L PCM/PM(±60EE)
1 MHz Premodulation Filter. 1 MHz Premodulation Filter.

Figure 2I. BI0/-M PCM/PM(±90EE) Figure 2J. BI0/-M PCM/PM(±107EE)
1 MHz Premodulation Filter. 1 MHz Premodulation Filter.

Figure 2. RF Spectra of Various Binary PCM Modulation Types (500 kB/s).



Figure 3. BER versus IF SNR for several PCM formats.
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ABSTRACT

A prototype interference identification system has been developed to detect and identify
interfering FDM-FM carriers originating within the INTELSAT* system. Interfering
carriers are identified by distinctive code (signature) modulation of the energy-dispersal
waveform of each FDM-FM carrier. Identification presently is accomplished within
10 minutes for ratios of interfering carrier power to noise power down to -2 dB, and for
ratios of interfering carrier power to desired carrier power down to -17 dB. Possible
improvements are discussed for more rapid identification.

I.   INTRODUCTION

In the era of INTELSAT V satellites, extensive frequency reuse is expected because of
growing space and polarization diversities and because of the growing number of satellite
and terrestrial microwave communication systems. Frequency reuse increases the
probability of cochannel interference. Since the interferer generally is unaware of his effect
on other signals, and since FM carrier cross-talk generally is unintelligible (and hence not 



readily traceable), it is becoming increasingly critical to be able to detect FDM-FM
interference and to identify sources of interference.

This paper presents an FDM-FM interference identification technique that has been
developed, implemented, and successfully tested. The basic concept of the developed
FDM-FM interference identification technique is to provide each FDM-FM carrier with a
unique signature through distinctive encoding of each individual carrier’s energy dispersal
waveform (EDW) at the FM transmitter. At the FM receiver, the EDW signatures (or
codes) of the desired carrier and all in-band interfering carriers remain unambiguous and
can be recovered through bandpass filtering and envelope-detecting the FM demodulator
output. By cross-correlating the recovered codes with locally generated replicas of all
candidate codes, interference identification is accomplished when high cross-correlation is
found between a recovered code and a particular locally generated code. This cross-
correlation technique is essentially the same as the standard delay-locked loop (DLL) 
technique used in spread spectrum communications receivers. 1,2,3,4

The two most critical aspects of this developed technique are encoding of the EDW at the
FM transmitter and detection of the EDW codes at the FM receiver. Sections II and III
address these two topics. Section IV describes the implemented test system. Section V
summarizes test results, and Section VI presents conclusions and discussions. Detailed
performance analysis is provided in the appendix.

II.   ENCODING OF THE ENERGY-DISPERSAL WAVEFORM

Before considering encoding of the energy-dispersal waveform (EDW) in detail, we
review briefly the function of the conventional EDW.

In the INTELSAT FM telephony carriers, many baseband voice signals (a few to over a
thousand) are frequency-division-multiplexed (FDM) together at a frequency above
12 kHz, as shown in Figure 1. The resulting baseband signal then frequency-modulates the
carrier. Consequently, the modulating signal level and the carrier RF bandwidth vary
continuously with the number of active voice circuits. During periods of low usage (e.g., at
night), the carrier RF bandwidth is small. Since the carrier RF power is relatively invariant,
the resultant power spectral density is high. This high power spectral density tends to
interfere with other communciations. To reduce such interference, a conventional EDW,
which is an adjustable-level low-frequency (20 to 150 Hz) triangular wave, is added to the
unused frequency region (0 to 12 kHz) of the baseband signal to sweep the FM carrier
center-frequency (and thus to disperse the carrier power spectral density) across the full
allocated RF bandwidth of the carrier. As the voice traffic changes, the EDW amplitude
must be adjusted accordingly in order to maintain constant RF frequency occupancy and
hence constant power spectral density.



With this background in conventional EDW, we now consider the encoding of each
FDM-FM carrier’s EDW to provide an identification signature. Gold codes,5,6,7 having
properties similar to the pseudo-random noise (PRN) codes, were selected for EDW
encoding because of four reasons. First, each family of Gold codes has a large number
(e.g., 1023 or more) of distinct codes available for unique code assignment to all carriers in
the system. Second, Gold codes are periodic and can be generated easily by two shift
registers with feedback taps. Third, a large code distance (or low cross-correlation) exists
between different Gold codes, thereby providing high protection against false code
identification (hence against false interference identification). Fourth, because of Gold
code similarity to the PRN code, the widely used delay-locked loop1,2,3,4 can be employed
(a) to perform the necessary cross-correlation function, (b) to synchronize the local
reference Gold code with the recovered Gold code at the receiver, and (c) to facilitate the
interference identification unit design.

The simplest EDW encoding convention is to make the Gold code bit interval equal to half
of the EDW triangular wave period, with the code transitions synchronized to the
triangular wave zero-crossings. Each Gold code “one” bit becomes a positive triangle, and
each Gold code “zero” bit appears as a negative triangle in the coded EDW. Figure 2
shows the uncoded EDW, a segment of Gold code, and the coded EDW. The functional
block diagram of the EDW encoder and an implemented EDW encoder are shown in
Figures 3 and 4, respectively.

III.  RECOVERY AND DETECTION OF EDW SIGNATURE

Unlike the linear amplitude demodulation case, two interfering FM carriers do not yield the
baseband signals of both carriers at the frequency demodulator output.8 In the typical weak
interference situations as shown in Figure 5, the FM demodulator output consists of the
desired carrier’s basband signal plus a series of convolutional interference components,
one for each weak FM interferer.9,10 Each convolutional interference component, centering
at the difference frequency of the desired and interfering carriers, has a baseband power
spectrum given by the convolution of the desired and interfering RF power spectra, and
has a power level proportional to the interfering-to-desired carrier power ratio. More
importantly, each convolutional interference component is envelope-modulated by the
interferer’s coded EDW as illustrated in Figure 5. By passing this wideband convolutional
interference component through a narrow bandpass filter and then an envelope detector,
the interferer’s coded EDW can be recovered for signature identification.

For high signature identification sensitivity, the recovered interferers’ EDW codes are
cross-correlated with local replicas of all candidate codes. Interference detection is
indicated when high correlation exists between the recovered code and a particular local
candidate code. To synchronize and track the local code epoch with the received code



epoch and to perform the cross-correlation detection, a conventional delay-locked loop
(DLL) is employed. The detection performance analysis is detailed in the appendix.

IV.  LABORATORY TEST

Two STI 2002 coded EDW generators are used at the FM transmitters to generate coded
EDW’s for the desired and interfering carriers. The family of Gold codes having a 1023-bit
period and selective bit rate between 40 and 1200 bps was implemented in the STI 2002
generator.

The laboratory signature-recovery system is shown in Figure 6. The frequency-
demodualtor was a standard multi-channel carrier demodulator module. The predetection
bandpass filters and the envelope-detector were a spectrum analyzer operating in the zero-
span (non-sweeping) mode. This provides frequency-tunable bandpass filtering, envelope
detection, video filtering, and visual monitoring, all in one package convenient for test. In
the field installation, however, less expensive dedicated equipment could be used for the
functions presently performed by the spectrum analyzer.

The interfering carrier’s EDW signature is identified by the STI 2001 interference
identification unit shown in Figure 7. This is a microprocessor-controlled digital
implementation of a delay-lock loop code correlator, as used in most direct sequence
spread spectrum communciation and navigation receivers. One unit was designed and built
as a prototype for laboratory and field use. A local Gold code generator in the interference
identification unit, generates a reference code identical to the signature code of one of the
suspected interfering carriers. Under microprocessor control, the reference code is time
slewed slowly relative to the received signature code to check for synchronization and
correlation. If high cross-correlation is detected (i.e., if the codes appear to be similar),
then the reference code is delay-locked to the received code (i.e., its epoch delay is locked
to the value which yields maximum cross-correlation). If the received and reference codes
continue to show high cross-correlation for a predetermined (adjustable) time, then the
reference code sequence is considered to be identical to the received code sequence; i.e.,
the received carrier is identified. The designation (name) of the interfering carrier is
determined simply by looking up the code assignment table to see which transmit carrier is
assigned to use the received code. If, as often occurs, continued cross-correlation
monitoring shows that the high correlation was only temporary, then, still under
microprocessor control, delay-lock is broken, and the reference code again slews with
respect to the received code. If identification is not made within the time sufficient to slew
the reference code epoch past entire period of the received code, then it is concluded that
the reference code sequence is different from that of either of the received carriers; in that
case, the reference code generator is set to a different address (code sequence), and the
correlation measurement is repeated.



In an interference situation, at least two signature codes (one from the desired carrier, and
one from the interfering carrier) are superposed in the envelope detector output. In the
signature recovery system described above, the amplitudes of the two signature codes (at
the correlation detector input port) are relatively independent of the levels of the two RF
carriers. However, the signature code amplitudes do depend on EDW magnitudes or the
amounts of energy-dispersal used on the two carriers. Thus for signature identification, the
worst situation is a slightly-dispersed carrier interfering with a highly-dispersed desired
carrier. In this situation, the correlator must be able to identify the interference carrier’s
weak EDW signature in the presence of the desired carrier’s strong EDW signature,
implying the requirement for low cross-correlation between distinct EDW codes. Recall
from Section II that this was one of the reasons that Gold codes were selected for EDW
encoding.

False lock is minimized by making the reference code slew rate small, and integrating the
cross-correlation measurement over a large number of code bits (up to the full 1023-bit
period of the code sequence). This tends to require a long time (about 10 minutes) for code
cross-correlation, hence for interference identification. Several methods have been tested
for reducing the identification times, as described below.

First, the correlation threshold must be set high enough to minimize false lock, but not so
high as to miss true lock.

Second, the signature code bit rate (hence the energy-dispersal frequency) should be as
high as possible in order to allow integration over a large number of code bits (in cross-
correlation measurement) during a short time. If the energy-dispersal frequency is
excessive, energy-dispersal signal harmonics could interfere with voice or data signals in
the baseband shown in Figure 1. It is believed, however, that the code chip rate easily can
be 1,500 bits/second, rather than the 40 to 300 b/s that would be required to encode the
present INTELSAT energy-dispersal triangular waves of 20 to 150 Hz. In test, code bit
rates up to 1,200 b/s were used successfully.

Third, all code generators world-wide should be synchronized in order to avoid having to
slew the reference code past the entire 1023-bit code period of the received code in
searching for correlation. With present timing system technology, it is simple to maintain
synchronization within 0.1 second by resynchronizing only weekly. Such synchronization
was used successfully in the laboratory to minimize test time, and the reference code
generator (in the interference identification unit) is built with variable code epoch delay to
control the search range during cross-correlation.

During test, two adjustments were found to be critical to detection time performance. First,
as described above, the correlation threshold must be low enough to identify a weak EDW



signature of the interfering carrier in the presence of a strong EDW signature of the desired
carrier, yet high enough to avoid excessive temporary false lock. Second, the bandpass
filter center-frequency tuning and filter bandwidth setting are critical. Algorithms were
found during test for making these adjustments properly.

V.  TEST RESULTS

The laboratory system was tested over a wide range of combinations of interference-to-
desired carrier power ratio, carrier-to-noise density ratio, EDW magnitude in each carrier,
and carrier center-frequency separation. Figure 8 illustrates a recovered EDW at the
envelope detector output. Figure 9 shows the typical signature-detection limit as a function
of desired carrier-to-interference carrier power ratio and desired carrier-to-noise power
ratio. Signature detection was accomplished for combinations of these two parameters in
the lower right quadrant of the plot, and not accomplished in the other quadrants.
Detection was found to be possible under all typical interference conditions.

VI.  CONCLUSIONS AND DISCUSSIONS

By assigning to each FDM-FM transmit carrier a distinct EDW code, and detecting the
recovered EDW codes at the receiver, identification of cochannel FDM-FM interference
has been accomplished. According to test results obtained from a developed prototype
system, identification within 10 minutes is possible for interfereing carrier-to-noise power
ratio as low as -2 dB and for interfering carrier-to-desired carrier power ratio as low as
-17 dB.

Three methods to reduce the current 10-minute detection time were described in Section
IV. A fourth method, which was not tested during this study, is discussed here. The
method consists of recording one full code sequence in real time (about 6 seconds), and
then performing the cross-correlation off-line at a much higher rate, hence in a much
shorter time. In the usual (real-time) method of on-line correlation, each arriving code bit is
used only once, and then is discarded. When the received code bit rate is low, as in the
developed interference identification system, this is extremely wasteful of time. It is
estimated that cross-correlation time can be shortened by about two orders of magnitude
by sampling the correlator input signal, quantizing the samples and storing in random-
access memory, and then reading and correlating at high rate. A similar technique has been
used successfully for many years in spectrum analyzers for low-frequency signals.
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APPENDIX

PERFORMANCE ANALYSIS

FM DEMODULATOR OUTPUT

In the simplified receiver block diagram in Figure 1-A, let fo and fi denote the center
frequencies of the desired and the ith interfering carriers. The existence of K interfers
located within the allocated bandwidth Bao of the desired carrier implies

(1-A)

for i = 1 to K. Assume that the predemodulation IF filter centering at fo has a bandwidth
BIF just wide enough to allow passage of the desired carrier without significant distortion,
namely,

BIF = B0 (2-A)

where Bo is the occupied bandwidth of the desired carrier. Under small in-band
interference (C >> Ii) and weak in-band noise conditions which usually apply in our cases
of concern, the frequency-demodulator output z(t) is equal approximately to

(3-A)

where

kd = FM demodulator constant (volts/Hz)

km = FM deviation constant (Hz/volt)

xo(t) = baseband modulation of the desired carrier of bandwidth Bbo

eo(t) = coded EDW or of the desired carrier (4-A)

yi(t)   = kd               gi(t) cos [2B ([fi-fo]t + f[xi(t) - xo(t) + ei(t) - e (t)]dt (5-A)

gi(t) = kd            (fi - fo + km [xi(t) - xo(t) + ei(t) - eo(t)]) (6-A)



xi(t) = baseband modulation of the ith interferer

ei(t) = coded EDW or IIW of the ith interferer of bandwidth Wei

nz(t) = additive noise with power spectral density Snz (f) at the FM demodulator
output

and

(7A)

C/N = desired carrier-to-noise power ratio over the occupied bandwidth of the
desired carrier.

The noise power spectrum at the output of the FM discriminator is shown in Figure 2-A.

The power spectral densities of various terms in the FM demodulator output z(t) are
illustrated in Figure 3-A.

ENVELOPE DETECTOR OUTPUT

Among the various terms in the FM demodulator output, only yi(t) contains the signature
ei(t) of the ith interferer. In general, yi(t) is a wideband signal because it is frequency-
modulated by the modulating signals of the desired and the ith interfering carriers.
Expansion of yi(t) shows that ei(t) amplitude-modulates the cos 2BFi(t)t carrier. Recovery
of ei(t) therefore can be achieved by passing z(t) through a narrowband predetection
bandpass filter (BPF) followed by an envelope detector as shown in Figure 4.

Let <i and Wi denote the frequency and bandwidth of the ith predetection BPF. To allow
passage of ei(t) without significant distortion while minimizing the noise effect, Wi = 2Wei

should e selected. Under this condition, the BPF acts essentially as an IF to baseband
frequency translator. When Fi(t) falls within the BPF bandwidth, i.e., <i - Wi/2 # Fi(t) # <i

+ Wi/2, we get an undistorted envelope, ei(t) at the envelope detector output, if <i >> Wi.
The requirement for this condition can be seen by noting that



* The value of <i has been typically chosen to be

where a uniform probability distribution function for gi (t) has been assumed.

A well defined envelope can be detected when

or <i >> kmei; then the above condition is satisfied, and the detected envelope has value of
approximately kkdmei.

*

The fraction of time that gi(t) falls within the perdetection BPF bandwidth is given by
Wi/(Bi + Bo) where Bi + Bo is the total bandwidth of the convolutional noise, and Bi and Bo

are the RF bandwidths of the interference and desired carriers. Noting that yi(t) passes
through the BPF when and only when Fi(t) falls within the BPF bandwidth, we conclude
that yi’s BPF output to input power ratio is also equal to Wi/(Bi + Bo). With this, the BPF
output can be expressed as

hi(t) =            [Aeiêi(t) + Aeoêo(t) + Axix̂i(t) + Axox̂o(t)] + ni(t) (8-A)

where ei, eo, xi, and xo are normalizing waveforms such that

The noise ni(t) is contributed by xo(t), nz(t), the undesired components in gi(t), and gi(t)’s
(j…i). Inspection of the power spectral densities in Figure 3-A indicates that the effective
noise ni(t) at the envelope detector output depends greatly upon the choice of the center
frequency <i of the predetection filter. Increasing tends to decrease the effective noise
contributed of Sxo(f) but increase the effective noise contributed of Snz(f). To facilitate



computing the effective noise ni(t) at the envelope detector output, consider the case of the
single interferer. Assume that Sxi(f) can be approximated by

(9-A)

where

 = mean squared frequency deviation due to message modulation

Bbp = top baseband frequency of the interfering signal

Then it can then be shown that ni(t) is a baseband, nearly-white noise process with
bandwidth = Wi/2 and noise power of

Ni = Wini/2 (10-A)

where the two-sided noise power spectral density ni is given by

ni(<i)/2 = (kdkm)2 (1 + Ii/C) Sxo (<i) + Snz (<i) + Sxi (<i) (11-A)

Note that the total noise power in the predetection BPF is found by integrating the above
over the BPF frequency range.

DETECTABILITY ANALYSIS

As illustrated in Figure 4-A, the envelope detector output hi(t) is fed into an IIW detector
for identifying the interferer’s parameters. The IIW detector uses a delay lock loop to
correlate a replica of ei(t) with the envelope detector output.

With a perfectly synchornized local IIW ei(t), the integrator output qi(T) becomes

qi(T) =            (Aei + Aeo Ce) + no(T) (12-A)

where

= cross-correlation level between IIW’s
when T equals to the period of the IIW’s



= sampled noise voice voltage at the integrator
output

is a random variable, and

(13-A)

is an additive noise of two-sided power spectral density

Sne (f) = ni/2 . sinc2 (f/Wi) (14-A)

The variance of no(T) can be shown to be given by

(15-A)

where Wi/2 and l/(2T) can be regarded as predetection and postdetection bandwidths,
respectively. In most practical cases of applciation, l/T << Wi such that

F2 = ni/(2T) (16-A)

Detection of the ith IIW is declared when qi(T) exceeds a preset threshold ". For
simplicity, assume that no(T) and hence qi(T) are Gaussian. The probability of detection PD

and false alarm PF can then be shown to be equal to

PD [qi(t) > "/xi and ei present] = ½ erfc   (17-A)

PF [qi(t) > "/xi and ei absent] = ½ erfc     (18-A)

In the actual detector design, the threshold " is set based upon the expected noise standard
deviation and cross-correlation level Ce in order to achieve a desired probability of false
alarm. The probability of detection is then a function of Ii/C, ", Ce, and F.
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FIGURE 1 BASEBAND FREQUENCY-DIVISION MULTIPLEXING (FDM)OF
VOICE AND DATA SIGNALS FOR A TYPICAL FM CARRIER

FIGURE 2 GOLD CODE AND CODED ENERGY-DISPERSAL WAVEFORM
(EDW)

FIGURE 3  FUNCTIONAL BLOCK DIAGRAM OF CODED EDW GENERATOR



FIGURE 4   STI 2002 CODED EDW GENERATOR



FIGURE 5   EDW SIGNATURE RECOVERY CONCEPT



FIGURE 6 LABORATORY TEST SYSTEM FOR TESTING THE STI 2001 INTERFERENCE
IDENTIFICATION UNIT

FIGURE 7   STI 2001 INTERFERENCE IDENTIFICATION UNIT



FIGURE 8 TYPICAL RECOVERED EDW AT ENVELOPE
DETECTOR OUTPUT PORT

FIGURE 9 TYPICAL LABORATORY RESULTS OF EDW
SIGNATURE DETECTABILITY LIMITS



FIGURE 1-A  SIMPLIFIED FM RECEIVER BLOCK DIAGRAM

FIGURE 2-A  NOISE POWER SPECTRUM AT FM DISCRIMINATOR OUTPUT



FIGURE 3-A POWER SPECTRAL DENSITIES OF VARIOUS
COMPONENT IN THE FM DEMODULES OUTPUT IN
THE PRESENCE OF THE ITH INTERFERER



FIGURE 4-A  SIMPLIFIED BLOCK DIAGRAM OF THE INTERFERENCE IDENTIFICATION UNIT



INVESTIGATION OF FOUR-LEVEL PCM/FM FOR SPECTRUM
CONSERVATION

Timothy F. Cox Myron H. Nichols
Telemetry Technology Branch P.O. Box 709

Naval Weapons Center Julian, CA 92036
China Lake, CA 93555

ABSTRACT

Four-level PCM/FM is investigated for reduced spectrum occupancy relative to binary
PCM/FM. The spectrum occupancy can be reduced to 65% of binary PCM/FM at a carrier
power cost of 4dB, to 58% at a carrier power cost of 7.6dB and to 50% at a carrier power
cost of 10.2dB. This performance was achieved using a range type telemetry receiver.
Spectra, waveforms, circuit details and BER characteristics are given.

INTRODUCTION

Secure Telemetry requires PCM transmission. It is anticipated that bandwidth conservation
may be required in future secure telemetry missions especially those involving wide band
analog data. The purpose of the tests reported in this paper is to investigate four-level
PCM/FM for bandwidth conservation. To be effective in bandwidth conservation, it is
assumed that the spectrum occupancy of four-level PCM/FM should be about one-half that
of binary PCM/ FM or less. Spectrum occupancy can be reduced by reducing the peak
deviation. However, this requires greater received carrier power to preserve data quality.
The criteria for spectrum occupancy used in this paper is sixty dB down from the
unmodulated carrier as observed in a 3kHz bandwidth per IRIG Document 106-80.

The tests were made using a range type receiver and standard test equipment except for
the encoder to generate the four-level waveform from the serial binary input and the level
detector and decoder to convert to serial binary output as shown in the appendix.

A trade-off exists in four-level sample detection (also in binary level detection) between
noise suppression by narrow banding in the post-demodulation filter and the distortion
caused by the filter, as shown in Figure 1f. The optimum average sampling time was
obtained by adjustment for each filter combination to minimize BER usually carried out at
about 10-3 to 10-4 BER. It is evident that an analytical approach for predicting BER would
be difficult and approximate, at best. It is not attempted here.



In the interest of simplicity, there was no AGC in the level detection circuit described in
the Appendix. Therefore, the input amplitude was adjusted for each case to give minimum
BER.

By inspection, three carrier deviations with two premodulation filter combinations were
selected for BER tests.

SPECTRA AND WAVEFORMS

Figures 1a, 1b, and 1c show spectra of the 75 kilosymbol four-level PCM/FM with a serial
binary input of the IRIG Standard 2047 bit sequence with three peak-to-peak deviations
and two premodulation filters. Spectrum occupancy for the three cases is about 260kHz,
230kHz, and 200kHz, respectively. The unique compressed spectrum of optimized binary
PCM/FM, as shown in Figure 1d, (for 150 kb/s) does not occur. The corresponding
spectrum occupancy is 400kHz or 2.7 times the bit rate.

Figure 1e shows the waveform at the output of the premodulation filter set for 3 dB points
at 63kHz and 50kHz. Figure 1f shows the waveforms at the output of the post-
demodulation filter set at 40kHz using a carrier deviation of 103kHz P-P and an IF
bandwidth of 300kHz with premodulation filter at 63kHz and 50kHz, respectively.

EFFECT OF IF AND VIDEO BANDWIDTHS

Table I shows the BER versus IF bandwidth for a 12dB SNR in the 300kHz IF bandwidth.
It is seen that the optimum is around 300kHz. This may be interpreted as follows. At
100kHz the pulse distortion increases the error probability. At 500kHz, pop noise becomes
significant. This is because the ratio of the measured noise bandwidths of the 500kHz and
300kHz IF is 2.9dB so that the SNR in 500kHz is about 9.1dB. A rough estimate of the
BER due to pop noise in the 500kHz IF for a carrier deviation of 103kHz P-P is 3 x 10-4

(Reference 1). This is equivalent to noting that l2dB in 300kHz is effectively above
“threshold” and 9.1dB in 500kHz is not. From this it may be inferred that the BER, in the
region of interest for uncoded data transmission is mostly caused by fluctuation noise when
using the 300kHz IF. (or 100kHz IF). Thus it may be assumed that the optimum IF
bandwidth is about 2f b where f b = bit rate = 2 x symbol rate. Relative to post-
demodulation filtering, a test at a SNR of 10dB in 300kHz IF, with 103kHz P-P deviation
and 63kHz premodulation filter, gave BER of 7 x 10- 4 for the 40kHz LPF and 2.5 x 10-3

for the 50kHz LPF. Thus the optimum is near 40kHz which is about half the symbol rate.
The BER tests reported in the next paragraph were run with the 300kHz IF filter and
40kHz post-demodulation filter.



Table 1.  BER Versus IF Bandwidth

SNR in
300 kHz

Carrier Deviation
  kHz P-P

IF Bandwidth, kHz
100          300          500

Premodulation Filter
Filter Cut-Off

l2dB

12

12

103

80

63

8x10-4 6x10-5 6.4x10-4

2.7x10-3 1.5x10-4 4.6x10-4

3.8x10-3 2.7x10-3 3.8x10-3

63kHz

4

4

BER TEST RESULTS

Using the test setup described in the Appendix, BER versus Eb/No curves were run for the
three carrier deviations noted in Table 1. These are shown in Figures 2, 3, and 4. The
quantity Eb is the energy per bit and No is the one sided noise power per unit bandwidth.
The Eb/No are calculated as follows from the SNR as measured in the 300kHz IF which
has a measured noise bandwidth of 270kHz. The SNR in a bandwidth equal to the symbol
rate (75ks/s), which is Es/No , is obtained by adding 10 log (270/75) = 5.5dB to the SNR in
the 300kHz IF. The quantity Es is the energy per symbol. Since each symbol is worth
2 bits, the energy per bit is 1/2 Es . Therefore, in dB,

(1)

The BER versus Eb/No for optimized binary PCM/FM premodulation filtered at the bit
rate, taken from Reference (2), are plotted for reference for each of these figures.

DISCUSSION

As seen from Figures 2, 3, and 4, there is a rapid increase in required Eb/No, relative to that
for binary PCM/FM, in order to decrease the spectrum occupancy from 1.73fb to 1.33f b.
This is shown in Table II which is compiled for a BER of 10-5. Note from Figure 1d, that
the spectrum occupancy for optimum binary PCM/FM with premodulation filter at 0.7fb is
400/150 = 2.67f b. (The BER for a premodulation filter of fb is about the same in the region
of interest to that for a premodulation filter of 0.7fb). Thus, depending on the severity of
the spectrum occupancy requirements, it might be said that, for practical purposes, the
spectrum occupancy should not be reduced below about 1.7f b.

It should be noticed from Figures 1a and 1b that the 63kHz premodulation filter very
nearly meets the spectrum occupancy requirement of 60dB down from the unmodulated



carrier as measured in a 3kHz bandwidth. In Figure 1c, the 63kHz filter meets this
requirement.

It should be mentioned that the four-pole low-pass filter and clock in the DSI Model 7700
PCM it Synchronizer were tried for the four-level PCM/FM. Only a small modification
was required. The performance was about 1dB worse than with the six-pole filter at 40kHz
bandwidth, which was used for the final test results.

Table II. Additional Power Requirements and Spectrum Occupancy Relative to
Binary PCM/FM. Measured at a BER of 10-5

Deviation
kHz, P-P

              dB
63kHz LPF 50kHz LPF

Spectrum Occupancy
kHz

Spectrum Occupancy
Units of fb

103

80

63

4.0

7.6

10.2

5.6

10.2

13.2

260

230

200

1.73

1.53

1.33

REFERENCES

1.  Lantz, Norman F. and Nichols, Myron H., 1977, “Approximate Design Formulae and
Procedures for Designing Hybrid Telemetry Systems Using an FM Carrier,” Proceedings
of the International Telemetering Conference, Vol. XIII, pg 261, egs. 3, 4, 9.

2.  Law, Eugene L., 1981, “Experimental Comparison of PCM/FM, PCM/PM and PSK,”
Proceedings of the International Telemetering Conference, Vol. XVII, pg. 1325.

APPENDIX:   Description of Laboratory Set-Up and Equipment

INTRODUCTION

This section will describe the laboratory set-up and equipment used to acquire the results
of the performance analysis presented so far. During the planning stage for this work a
goal to utilize, as much as possible, standard range telemetry equipments was established
to provide some measure of feasibility for the range community. The test methods
described herein, are in part, a product of this concern.



THE END-TO-END LINK SIMULATION

The performance of the four-level PCM/FM was measured using a simulated telemetry
link which is diagramatically presented in Figure 1-A. All equipments are standard
telemetry ground station models as listed in Table I-A, except for the four-level encoder,
four-level decoder, and clock phase delay which were fabricated especially for these tests.
The following values were used for the test setup:

• Binary bit rate - 150 kb/s
• Four-level symbol rate - 75 ks/s (2 bits/symbol)
• Premodulation and postdetection filter type - 6-pole linear phase
• Nominal carrier frequency - 2219.5 MHz
• RF pre-amplifier gain - 30dB
• RF pre-amplifier noise fiqure - 5dB
• Receiver IF filters - 160, 300, and 500 kHz
• Receiver video filters - out (bypass @ 2 MHz)
• Bit synchronizer loop bandwidth setting - 0.1%

Since the main thrust of this work was to achieve spectrum conservation, heavy
premodulation filtering of the symbol stream to reduce sideband energy was necessary.
Further narrowbanding occurred in the postdemodulation filtering and sampling used for
symbol detection. Dependance of system performance on filter characteristics was
pronounced as four, six, and sevel pole linear phase filters were compared for evaluation.
It was determined that the six pole model performed the best for both premodulation and
postdemodulation filtering functions. The amplitude response in the frequency domain is
shown in Figure 2-A.

THE FOUR-LEVEL ENCODER

The generation of the four-level signal was done by an encoder built especially for this
test. The encoder performs conditioning and weighting functions on the input binary bit
stream and produces a four-level symbol stream output. The input bit stream is conditioned
two bits at a time yielding one of the four possible symbol outputs. Figure 3-A shows the
binary input states corresponding to four symbol values. Figure 4-A is a block diagram of
the four-level encoder which basically provides a two bit digital-to-analog conversion in
accordance with the conversion defined in Figure 3-A. The selection of the code sequence
was arbitrary, however, it is in a format which allows only one bit transition per symbol
transition. When performing symbol detection in a noisy environment the most common
error would occur when incorrectly detecting a symbol level which is adjacent to the
correct level, thus producing a single bit error.



THE FOUR-LEVEL DECODER

The four-level decoder provides the three functions of detection sampling, analog-to-digital
conversion, and parallel-to-serial conversion. The sampling function is used with the post-
demodulation filter for the filter-and-sample type symbol detection. Proper sampling strobe
timing is achieved by adjusting the clock phase delay shown in Figure 1-A. The signal is
digitized after sampling by an eight bit analog-to-digital converter clocked at the symbol
rate. The output of the converter is then run to a decoder which outputs the parallel A and
B bits. A final conversion made by the two bit parallel-to-serial converter outputs the
decoded bit stream to the bit error rate tester. A block diagram of the four-level decoder is
shown in Figure 5-A.

Table 1-A.           List of Test Equipments

Function Model Serial No.

PCM Simulator
Four-level Encoder
Premodulation Filter

Signal Generator
Coupler
Attenuators

Preamplifier
Telemetry Receiver

RF Tuner
IF Filters
Demodulator

Post-demodulation Filter

Bit Synchronizer
Four-Level Decoder
Clock Phase Delay
BERT
Power Meter

Sensor
Spectrum Analyzer

Systems Clock
True RMS Voltmeter

DSI 7121
NWC Special
Dynamics 6364A/LQ*
EMR 4190**
Microdyne 7100-SL(A)
Narda 3043B-30
HP 8494G
HP 8496G
WJ-780
Microdyne 1100-R(7)(A)

1115-T(A)
1132-I(A)
1143-D(A)

Dynamics 6364 A/LQ*
EMR 4142 (Modified)**DSI
7700
NWC Special
NWC Special
EMR 721
HP 436A
HP 8484A
HP 141 T

8552 B
8555 A
8556 A

ATO 860
Fluke 8920 A

00270-0022
- - - -
 3154
4
121
0701
- - - -
- - - -
129
046
047
018
038
3039
40
019
- - - -
- - - -
2
2101A09335
2046A06971
1615A13367
1736A12930
1724A07744
1634A03219
0378
2940033

*    6 Pole, Linear Phase
**  7 Pole, Linear Phase



FIGURE 1.  Frequency and Time Domain. For plates A through D, the vertical scale is 10dB/div, the horizontal scale is
50KHz/div, IF bandwidth is 3KHz, and the video bandwidth is 10Hz. Some spectra of four-level PCM/FM is shown on
plates A through C, each plate having four traces as follows: the top trace is without premodulation filtering; the second
trace is with 63KHz premodulation filtering; the third trace is with 50KHz premodulation filtering; the bottom trace is the
unmodulated carrier. For plates A through C the peak-to-peak deviations are 103, 80, and 63KHz, respectively. Plate D
shows the spectrum of binary PCM/FM with premodulation filtering at 0.7fb and the unmodulated carrier. Plate E shows
the four-level waveform at the premodulation filter output for cutoffs of 63KHz, top trace, and 50KHz, bottom trace. Plate F
shows the waveform, at the output of the post-demodulation filter of 40KHz with the premodulation filter at 63KHz, top
trace, and 50KHz, bottom trace.



FIGURE 2.   BER curves for deviation of FIGURE 3.   BER curves for deviation of FIGURE 4.   BER curves for deviation of

63 KHz peak-to-peak. 80 KHz peak-to-peak. 103 KHz peak-to-peak.



FIGURE 1A.   Block diagram of test set-up for four-level PCM/FM performance analysis.

FIGURE 2A.  Amplitude response curves for the six pole linear phase filter. Traces are
shown for 40KHz, 50KHz, and 63KHz cutoff frequencies along with the top trace sharing
the swept input signal. The horizontal scale is 10KHz/div and the vertical scale is 2dB/div.



FIGURE 3A.  Definition of the four symbol levels in terms of the two bit digital input.

FIGURE 4A.  Block diagram of four-level encoder.

FIGURE 5A.  Block diagram of four-level decoder.

 



WIDEBAND MODEM CHARACTERIZATION
TESTING

Gerald T. Finn
Satellite Control Division
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ABSTRACT

As part of an investigation into the causes for random, unexplained data “dropouts” on a
Defense Satellite Communication link between the Air Force Satellite Control Facility,
Sunnyvale, California and the Indian Ocean Remote Tracking Station, a number of tests
were conducted to characterize the performance parameters of the wideband modems used
on the link.

These tests were used to measure the loop parameters of the modem Carrier and Timing
Recovery Loops and to determine the modem sensitivity to RF phase disturbances, data
rate variations and various repetitive bit patterns.

This paper describes the test techniques used and the results obtained.

INTRODUCTION

In early 1979, a wideband satellite communications link was established between the Air
Force Satellite Control Facility (AFSCF), Sunnyvale, California and a remote tracking
station in the Indian Ocean, referred to as IOS. This link, utilizing the Defense
Communications Agency (DCA) communications network and the AFSCF interface
equipment, is called DSIS, DCA-SCF Interface System. Figure 1 is a simplified diagram of
the system.

Since the start of operations, this link has been experiencing large numbers of random data
dropouts. An intensive Air Force, Aerospace and Ford Aerospace Communications
Corporation test effort was established in late 1980 to review the previous efforts to
correct the link problems and to further isolate and correct the causes for the
communications dropouts.



The primary emphasis of this test effort was to characterize the performance limitations of
the individual components in the system. Of particular interest were the wideband modems
used on the link.

The symptoms of the data dropouts pointed to a possible loss of Bit Count Integrity (BCI)
in the modems which in turn caused a loss of synchronization in the DSIS Demultiplexer.

These modems use staggered (or offset) Quadriphase Shift Keying, SQPSK (or OQPSK),
to modulate a 70 MHz IF carrier with the digital baseband information. Rate ½, constraint
length 7, Convolutional Encoding and Viterbi Decoding are used with the modems to
provide a Forward Error Correction capability. The digital data rates used on the system
are 192, 384, 768, 1536, and 3072 kbps.

Two types of modem are used on the AFSCF-IOS communications links: Stanford
Telecommunications Inc., STI 6144 modems at the SCF and IOS terminals and Harris
MD-1002 modems at the Fort Detrick, MD nodal point.

MODEM TEST PROGRAM

Since the data dropouts on the link appeared to be related to a loss of Bit Count Integrity
(BCI) in the modems the test program centered around the performance characteristics of
the Carrier Recovery Loop (CRL) and Timing Recovery Loop (TRL) in the demodulators
(See Figure 2). The test sequence followed was:

a. Standard Bit Error Rate (BER) vs Eb /No tests to verify proper modem alignment.

b. Carrier Recovery Loop Bandwidth measurements.

c. Timing Recovery Loop Bandwidth measurements.

d. Bit Pattern Sensitivity Tests.

e. Bit Rate Sensitivity Tests.

f. RF Phase Error Sensitivity Tests.

BIT ERROR RATE TESTS

The Bit Error Rate Test setup used was the standard configuration depicted in Figure 3. A
Psuedo-random bit pattern (2047 bits long) is used to modulate the 70 MHz IF, a
measured level of white, Gaussian noise is added to the IF signal and the result is fed to



the demodulator input. The bit error rate test set detects the number of bit errors in the
received 2047 bit sequence.

This test enables the measurement of two important modem parameters; the Eb /No

threshold at which the demodulator loses (or acquires) carrier phase lock and the
conformance of the BER vs Eb /No curve with the theoretical performance curve over the
operational range for Eb /No.  A typical result from this test is shown in Figure 4.

This particular test has proven to be extremely useful in determining the overall condition
of the modems used in the system. The problems uncovered by this test included
demodulator misalignment (resulting in 3 db degradation of BER performance), excessive
noise in the CRL Voltage Controlled Oscillator, VCO, (resulting in 3 - 4 db degradation in
lock threshold) and misaligned TRL VCOs (resulting in 3 - 4 db degradation in lock
threshold).

As a result of these initial test findings, new procedures have been prepared requiring that
all of the SCF modems be subjected to Bit Error Rate tests every three (3) months as a
minimum.

CARRIER RECOVERY LOOP PARAMETER TESTS

The STI 6144 modem uses a x4 multiplier loop (See Figure 2) to recover a carrier
reference for the demodulator. The x4 circuitry essentially provides a 280 MHz single
phase reference signal from the 70 MHz Quadriphase IF signal. The phase lock loop is
locked to the 280 MHz reference and provides a 70 MHz reference to the demodulators.
Since the performance of the Carrier Recovery Loop determines the demodulators ability
to track a signal in noise and to maintain an accurate demodulation reference during signal
disturbances, the characteristics of the loop are of prime concern. Figures 5 and 6 show
two methods used to measure the performance of the Carrier Recovery Loop.

The first method, Figure 5, substitutes an FM signal generator, with a center frequency of
70 MHz, for the modulator’s 70 MHz crystal oscillator. The deviation of the demodulators
VCO as a result of the FM on the Modulator’s carrier is detected by the FM discriminator
and measured using a MINCOM Flutter Meter. The deviation of he VCO is compared to
the deviation of the carrier at various FM modulation frequencies to determine the Phase
Lock Loop’s frequency response.

Because of the poor noise characteristics of the FM discriminator used in the initial tests,
the second test method, Figure 6, was developed. The primary difference between the two
techniques is that with the second method the deviation of the VCO control voltage is
measured rather than the actual VCO deviation. For small deviations, the relationship



between the VCO control voltage and the VCO output is linear. Using a low frequency
(<20 Hz) modulation of the FM generator, a 0 db reference level of the VCO control
voltage is established. Then by maintaining the FM generator’s deviation constant, the
modulation frequency is increased incrementally and the response of the VCO control
voltage is measured.

The two test techniques provided equivalent results, with the second method proving to be
easier to implement.

A third technique which has recently been used successfully, is similar to the arrangement
in Figure 6 but an HP8660 Frequency Synthesizer with an 86634A Phase Modulation
plug-in is used to replace the Modems’ 70 MHz crystal oscillator.

The results of the tests agreed with the design criteria used for the Harris and STI modems.
Figure 7 shows the data collected.

The 3 db bandwidth of the STI modem’s CRL was determined to be about 300 Hz for data
rates below 768 kbps and 2000 Hz for data rates of 768 kbps and above. The Harris
modem CRL was found to have a 3 db bandwidth of about 140 Hz at 192 kbps. This
difference in CRL bandwidth was found to be significant during one instance on the
operational link.

A power supply problem in the transmit section of the SCT-21 at IOS (refer to Figure 1)
induced phase modulation at harmonics of 60 Hz on the transmitted signal. The Harris
demodulator at Fort Detrick, Maryland failed to track this phase modulation and as a
result, the data was unusable. Bypassing the Harris modems at Fort Detrick with a
70 MHz Amplifier provided a temporary fix to the link since the STI Demodulator at the
STC, operating with a CRL loop bandwidth of 2000 Hz, was capable of tracking the phase
“noise” and maintain acceptable data quality.

The design of the Carrier Recovery Loop involves tradeoffs in which the characteristics of
the link on which it is used must be considered. A narrow CRL bandwidth will permit the
loop to maintain synchronization with a carrier under high Gaussian noise conditions. The
long time constant associated with a narrow loop bandwidth will also permit the CRL to
maintain synchronization during short fades or carrier dropouts. Therefore, where C/KT is
marginal a narrow CRL Loop Bandwidth is desirable.

However, a narrow bandwidth limits the loops ability to track phase noise or phase
perturbations in the RF system. Sources for these perturbations include the local oscillators
in the up- and down-converters and the AM/PM conversion effects of high power
amplifiers operating near saturation.



TIMING RECOVERY LOOP (TRL) MEASUREMENTS

The Timing Recovery Loop in the demodulator derives a clock synchronized to the
detected data stream (See Figure 2). This clock is used to determine timing for the
Integrate and Dump circuitry and to the other baseband circuits in the demodulator,
ultimately providing the demodulators output clock.

The test method used to determine the Timing Recovery Loop performance parameters is
similar to that described for the Carrier Recovery Loop, except that the transmit baseband
data (and clock) stream is FM modulated and the response of the TRL output clock is
measured. Figure 8 shows the typical test configuration. Figure 9 shows the results of these
tests.

Our primary concern, at the time these tests were conducted, was the ability of the
modems TRL to maintain synchronization during transitionless data sequences. The
narrow loop bandwidths measured by the test indicate the TRL time constant is relatively
long (estimated to be about 14 milliseconds). As a result, the duration of signal dropout
(i.e., transitionless data pattern) that the TRL will “ride” through was estimated to be
about 3000 bits (at 192 kbps). Later tests with specific data patterns confirmed this
conclusion.

BIT PATTERN SENSITIVITY TESTING

Early in the investigation of the anomalies on the DSIS link between the STC and IOS, a
concern that sequences of transitionless data, prevalent in the data stream, would cause the
Timing Recovery Loop to lose lock and drift, with a consequent loss in bit count integrity.
Other data sequences, which could cause a reduction in the recovered carrier reference
signal, were also of concern since these sequences could potentially cause the Carrier
Recovery Loop to cycle slip, leading to a loss of bit count integrity.

As a result of these concerns, a series of tests were conducted to determine the sensitivity
of the modems to various bit patterns. The general test configuration used is shown in
Figure 10.

The first tests were designed to stress the Timing Recovery Loop. Since the demodulator
recovers a timing reference from only one channel (either the I or Q depending on the
phase of the Carrier Recovery Loop lock), bit patterns which result in transitionless
sequences on either or both the I and Q channels, after differential and convolutional
encoding, were tested.



The test configuration permitted the synchronous insertion of various repetitive test bit
patterns into a PN data stream. The duration of the test pattern could be varied. The
demodulators output clock was compared to the modulators input clock and the amount of
jitter was measured. The duration of the test pattern was increased to the point where the
Timing Recovery Loop would cycle slip, resulting in a loss of Bit Count Integrity.

It was found that relatively long transitionless data patterns were required before the
Timing Recovery Loop started to cycle slip. The chart in Figure 11 shows that the residual
jitter did not start to increase until the data sequences exceeded about 800 bits (4 ms
duration). Cycle slipping did not occur until the test patterns exceeded about 3600 bits
(20 ms).

The maximum transitionless sequence that can occur on the operational link in question is
about 230 bits, due to the multiplexers framing method. As a result of these tests, it was
concluded that, while specific data patterns could permit the Timing Recovery Loop to
cycle slip, sufficient margin existed on the operational system to indicate that this was not
a probable cause for the problems experienced.

It should be noted that the introduction of thermal noise in the link will degrade the modem
performance with the transitionless data patterns. However, even with the Eb /No set below
the normal range of 8 - 12 db, transitionless sequences on the order of 400 - 500 bits were
required to cause cycle slipping.

The second series of pattern sensitivity tests involved data sequences which would reduce
the level of the recovered carrier reference in the demodulators Carrier Recovery Loop.
These sequences would increase the probability of the CRL cycle slipping and
consequently could result in a loss of Bit Count Integrity.

Data sequences resulting in “1010...” patterns on both the I and Q lines of the modulator
produce a spectrum containing most of the signal energy in the 3rd and 5th harmonics of
the data rate. These harmonics are severly attenuated by filtering used to conserve satellite
bandwidth. As a result, the reference signal produced by the x4 multiplier in the Carrier
Recovery Loop is 3 - 4 db lower than that produced by an essentially random data stream.
The net effect is that the modems’ lock threshold is degraded by some 3 - 4 db. With a
marginal link C/KT, cycle slipping of the CRL may result.

With a continuous data pattern resulting in “1010...” sequence on both the I and Q
channels the particular modem under test lost lock at an Eb /No of about 6.4 db. (This same
modem maintained lock at an Eb /No of 2.4 db when the data stream consisted of a PN
sequence.) Other tests involving short sequences of this data pattern (approximately 300
bits) imbedded in a PN sequence did not result in the modem losing synchronization until



the Eb /No was reduced to below 4.0 db. This indicates that the CRL time constant was
sufficiently long to permit short sequences of these particular data patterns to occur
without impacting the operational link performance, provided adequate C/KT is
maintained.

BIT RATE SENSITIVITY (TRACKING RANGE) TESTS

The purpose of these tests was to determine the capability of the modems to lock on and
track data rates that vary from the nominal data rate setting of the modem. The general test
configuration is indicated in Figure 12.

The test consists of varying the input data rate about the nominal setting of the modem and
measuring the phase differential between the input clock and output clocks.

As seen in Figure 13, the STI 6144 Modem acquires and tracks data rates approximately 
±1.5% about the nominal data rate.

The Harris MD-1002 Modem, however, exhibits a nonlinearity when the data rate varies
more than about ± 0.1%, and loses lock at ± 0.3% of the nominal data rate. This narrow
tracking range is probably due to the use of VCXOs in the Harris Timing Recovery Loop
(the STI Modem uses an RC tuned VCO). While this narrow range may be of concern
when used with some data sources, the crystal controlled multiplexer data output was
found to be well within the ± 0.1% range of the Harris Modem.

RF PHASE ERROR SENSITIVITY TESTING

Concern that phase noise or phase perturbations on the RF link may be causing the modem
Carrier Recovery Loop to cycle slip, led to the initiation of a series of tests to determine
the sensitivity of the demodulators CRL to phase disturbances.

The test configuration shown in Figure 14 was used to introduce phase disturbances in the
modulators 70 MHz carrier. The demodulators response to the disturbance was observed.

Various wave shapes were used to modulate the HP 8660's phase modulation section. As
expected, the rate of change of the phase disturbance was found to be critical in the ability
of the CRL to track the disturbance. Step changes in the carriers phase of 40E to 70E
caused the Carrier Recovery Loop in the demodulator to cycle slip 90E. Since a 90E shift
in the reconstructed carrier causes the I and Q data to exchange lines in the demodulator
(Figure 2), the Timing Recovery Loops reference shifted 90E and the demodulator lost Bit
Count Integrity. The Viterbi Decoder and the external BER Test Set Receiver lost data 



synchronization. These symptoms are identical to those observed on the operational link
during the data dropouts.

It was interesting to note, that phase disturbances of more than approximately 70E caused
the Carrier Recovery Loop to cycle slip 180E. Since the I and Q data streams do not
exchange under this condition (although one or the other data stream may be inverted), the
Timing Recovery Circuit reference does not change and Bit Count Integrity is maintained.
While some bit errors (10 - 40 errors) were observed, the Viterbi Decoder and the external
BERTS receiver maintained synchronization.

The testing to date has been qualitative in nature and was conducted primarily to duplicate
the symptoms observed on the operational links.

Additional tests to quantify the sensitivity of the CRL to various types (repetition rate, rate
of change, amplitude) of phase disturbances are planned.

SUMMARY & CONCLUSIONS

The modem characterization testing described here represent only a part of an extensive
investigation into the causes for loss of data synchronization on an operational link. As
such, the test results provided a sound baseline for further system level (end-to-end) tests.

In addition to uncovering a number of maintenance deficiencies, the characterization tests
defined the capabilities/limitations of the modems under a wide range of conditions. In
particular the measurements of CRL and TRL bandwidths together with the pattern
sensitivity testing indicated that pattern sensitivity was not a primary cause for the data
dropouts. The tracking range tests indicated that while the Harris MD-1002 modem had a
much narrower tracking capability than the STI 6144 modem, neither modem should have
a problem with the crystal controlled multiplexer data source.

The RF phase perturbation tests conducted on the STI 6144 modem duplicated the
symptoms observed on the operational system. While additional work is required in this
area, the tests show that the modem is relatively insensitive to step changes in phase less
than about 40E. This corresponds to the results obtained by Harris Corporation on the
MD-1002 modem (Reference 1).

Sources for phase perturbations of this magnitude are currently under investigation. At this
time, the most probable cause appears to be the Up- and Down-converters (and associated
frequency synthesizers) used in the Ground Terminals. (See Figure 15.) The synthesizers
used at some of the terminals have a history of excessive phase noise. These phase 



perturbations when multiplied by the converters could be of sufficient magnitude to cause
the modems Carrier Recovery Loop to cycle slip.

The tests conducted to date indicate that the primary cause of the data dropouts on the
operational link is phase perturbations originating in the RF equipment. These phase
perturbations are of sufficient magnitude to cause the Demodulator’s Carrier Recovery
Loop to cycle slip 90E and consequently to exchange the I and Q data streams in the
demodulator. Since the I and Q data streams are staggered 90E, the reference signal for the
Timing Recovery Loop in the modem will shift 90E under this condition, causing the loop
to lose lock and Bit Count Integrity.

Analyses suggest that a QPSK system would be less sensitive to the catastrophic effects of
the RF phase perturbations. While the CRL in the QPSK modem would still be susceptible
to cycle slipping the exchange of the I and Q data lines in the demodulator would not
disturb the Timing Recovery Loop since the I and Q data streams are in-phase. While bit
errors will be induced under this condition, Bit Count Integrity would be maintained.
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Figure 1.  AFSCF-IOS Communication Link

Figure 2a.  SQPSK Modulator



Figure 2b.  SQPSK Demodulator

Figure 3.  Bit Error Rate Test



Figure 4.  Bit Error Rate vs Eb/No



Figure 5.  Carrier Recovery Loop Bandwidth Measurement (Method 1)

Figure 6.  Carrier Recovery Loop Bandwidth Measurement (Method 2)



Figure 7.  Carrier Recovery Loop Bandwidth Measurements

Figure 8.  Timing Recovery Loop BW Test



Figure 9.  TRL Bandwidth Measurements
(192 kbps, Uncoded)

FIGURE 10.  PATTERN SENSITIVITY TESTING



Figure 11.  Length of Transitionless Sequence-Bits

Figure 12.  Data Rate Sensitivity Tests (Tracking Range)



Figure 13.  Modem Data Rate Tracking Range

Figure 14.  RF Phase Error Sensitivity Tests



Figure 15.  Typical DSCS Ground Terminal



CARRIER-DETECTOR EXTENDS ACQUISITION RANGE OF BPSK

Peter Chu - DECOM SYSTEMS, INC.

Abstract

The capture and tracking range of a Costas type BPSK (QPSK) demodulator is limited
by its loop bandwidth, which is determined by the synchronization threshold at different
Signal-to-Noise Ratio. A frequency locked scheme, which consists of a carrier detector
and digital control network, has been developed to work in parallel with the Costas loop,
so the BPSK (QPSK) demodulator would be automatically led to its pull-in range at low
Signal-to-Noise Ratio. The probabilities of false dismissal for signal and false alarm signal
absent are analyzed.

Performance Limitations of a Phase Locked Loop (PLL) Circuit

There are several kinds of carrier-recovery circuits used in BPSK (QPSK)
demodulators. Let’s consider here only Costas-Loop BPSK demodulator, which has the
following equivalent phase-locked loop:

Closed Loop transfer function, G(s) =                                                                 

it’s loop filter transfer function, H(s) =                                                      

KN =                        is the Phase-Comparator constant, in Volt/Rad

A is rms of voltage of the input signal fed to in-phase and quadrature product
demodulator. Km is the multiplier constant in volt/volt. Kv is the VCO sensitivity in
rad/volt.

Then, the loop nature frequency, Ta =                          rad/sec., and the damping 

factor . =                                              



The minimum noise bandwidth occurs at .= 0.5, BN =                    , usually, . is set to 

0.707, which results in a noise bandwidth BN, only 6% (0.25dB noise power) greater than
the minimum noise bandwidth.

When the initial frequency off-set is within the capture range, the synchronization-
acquisition time is approximately the sum of frequency-lock time, TFL, and phase-lock
time, TPL.

BN is the equivalent noise bandwidth of PLL.

Viterbi[l] has shown that the region of “frequency lock”, )T, within which the loop
stops skipping cycles after pull into a diminishing phase error is approximately given by

)T • 2Tn (.+ 0.6) , . > 0.3

With noise present, for a fixed loop width, the synchronization loses lock at certain
Signal-to-Noise Ratios, and this S/N is called synchronization threshold. The sync
threshold is usually defined as the S/N at which probability of a clock slippage is 10-6.
From theoretical analysis, the sync threshold found is overly optimistic. A typical
synchronization threshold chart from practical result is given in Figure 1.

The loop bandwidth tends to be very narrow when the Eb/No specified goes to OdB.
The capture range, )T, in terms of the loop filter H(jT), decreases as the low-pass filter
time constant goes large, and the mean square phase jitter at the synchronizer’s output is
reduced.

In applications where wide capture range is not required, one can use a small time
constant to obtain wider capture range, after the loop being in steady state, then switch the
time constant to a large value, to have a narrower loop bandwidth for better
synchronization. However, in applications where the carrier frequency uncertainty is very
wide and searching time is important, switching loop filter time constant is not a practical
solution.



FREQUENCY SEARCH AND ACQUISITION

A narrow loop bandwidth is essential for a high performance BPSK demodulator. Here,
we present a scheme for the above described PLL. It locates the offset carrier, tracks with
it, while the loop bandwidth is still retained very narrow.

Acquisition behavior is described in terms of carrier-tracking application where the
center frequency of the carrier is fixed or changing at a rate that is very slow compared to
the closed-loop dynamics of the phase-locked loop, such as the doppler effect due to
satellite’s movement.

The simplified block diagram shows the inter-connections between the two loops. The
frequency tracking loop has three parts -- a non-coherent detector, a ramp-generator and
the decision logic. The ramp drives VCO sweeping the entire frequency range of carrier
uncertainty; when carrier is detected, the control logic stops the sweeping and changes
integrator’s time constant to very large, then directs the ramp going up or down according
to the phase error signal’s polarity.

The Ramp Generator consists of two independent ramp generators: one is a stair-case
generator, incremented by a digital counter, its output can be held at the same level for any
long period of time; the other is a very slow integrator.



The control logic is a simple four-state state machine. The whole operation is self-
explained as in the flow chart, Figure 2.

When the stair-case generator stops, State Transistion Diagram
VCO output frequency is a little bit overshot. See Fig 2, Flow-Chart for
Therefore, the slow-ramp generator sweeps back State Definition
until the Pull-in range of the Costa Loop is met.

Non-coherent Detector

The non-coherent detector consists of:
a squaring circuit, which removes the modulation ±A, and creates a line component
in the spectrum at double the carrier frequency 2To;
a narrow band-pass filter, which removes all the signals except the 2To;
a down-converter, which shifts the signal to 2To, the off-set frequency from Costas
loop’s local oscillator;
a linear detector and single pole RC low-pass filter, which outputs the detected d.c.
signal, Z, with noise to a comparator. When the d.c. level is higher than the pre-set
threshold, ZT, means that signal is present. The decision logic branches to next state,
as the State Diagram shows.

When the Costas loop is frequency-locked, carrier detector output has the peak power
of 2To. The DSI 7132 BPSK demodulator accepts an input carrier frequency of 70MHz.
The frequency tracking loop extends the carrier uncertainty to ±250KHz; we have
achieved a maximum acquisition time less than 5 seconds at OdB Eb /No. The fast search
rate is 100KHz/second; mean phase-lock time is less than 0.2 seconds, while the loop
bandwidth is retained at about 2KHz.



Probability of False Alarm

Let the input phase-modulated signal added with white noise be first filtered by a
rectangular band pass filter (SAW) of bandwidth W. The signal with noise is given as:

r(t) = %2 A s(t) sin (To t+2) + n(t)
s(t) = ±1
n(t) has band limited white spectral density (one side) No, the signal has total power of
Ps = A2

Then the squaring circuit output is:
[r(t)]2 = A2 - A2Cos2(To t+2) + 2 %2 A Sin (To t + 2) n(t) +n2 (t)

The bandpass filter following the square law device filters out all d.c.

The power in the signal term at frequency 2To is                                 

the noise power spectral density at 2To is approximately equal to:

which has an amplitude spectrum decreasing linearly from 2To to 2To±Wo ; because of
W2<<Wo, we assume that the noise in the spectrum region of 2To is still white noise. The
Signal-to-Noise ratio at the output of band pass filter No. 2 is:

let                                               

q(t) = %2cos (Tc + Dt)t, the sweeping oscillator signal. The linear sweeping rate:
D = )T/T, that is, the signal stays within the pull-in range )T for T seconds.



At the mixer output,

W2 is narrow, with respect to the signal bandwidth, but is wide compared to the
observation time. As the VCO sweeps, the signal falls in the )To pass band, (the Costas
loop in the pull-in range )T), the linear detector has an input

That is, when the signal is present in the )To Awo, the detector output

when signal is outside of )T pass band, or is absent, then y(t) =                        

This y(t) has a Rayleigh probability density.

The low pass detection filter is a single pole RC with a time constant I and noise
bandwidth W3, I =           , and W3 <<W2 so that the low pass filter output is
approximately Gaussian. When the signal is inside the )T for I seconds, the mean
output of the low pass filter is:

the variance of the low-pass filter output is:



Thus, for a threshold ZI, the probability of false dismissal for signal present is:

The probability of false alarm is:

Following a narrow band pass filter, the squaring circuit is to remove the sideband of
the phase-modulated signal. Also, it causes envelope modulation at each phase reversal.
Thus, there would be a pair of line frequency components at 2T0 ±             , where Id is

the bit period. Id is the bit period. These bit frequency line components can cause false
lock if the VCO sweeps wider than ±         Hz. This is the only limitation for this scheme
on the searching range.
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The Telemetry Group (TG) of the Range Commanders Council is the primary means of
exchanging telemetry technical and operational information and coordinating and
standardizing systems, techniques, methods, and procedures. The TG is concerned with
such telemetry gathering instrumentation as airborne sensing devices and modulation and
multiplexing equipment. In addition, the group monitors developments in telemetry
processing and storage systems and special display devices. The group is also responsible
for writing and updating the Telemetry Standards Document and a series of five volumes
on Text Methods for Telemetry Systems and Subsystems.



HUMAN FACTORS IN OPERATIONS DESIGN
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ABSTRACT

There are several underlying factors in the design of an operations organization to control a
high technology spacecraft tracking system. The first is the princple of differentiation and
integration. The multitude of tasks must be divided so that each individual or team can
accomplish assignments without being overloaded. Then, the efforts of all the elements in
the organization must be integrated for a consistent attack on the problem of tracking a
spacecraft. The differentiation tends to be primarily along technical or functional lines, and
by time span, but there are other considerations. The integration is provided by the
organization’s coordination and control elements.

Operating positions can be designed to be procedurally operated, knowledge operated, or
somewhere in-between. “Procedurally operated” means that the operator follows a strict
procedure. He does not need to know how the system works, only which procedure to
follow. A “knowledge based” operating position means that the operator understands the
system sufficiently well to know what to do to accomplish a task. He does not need written
procedures. The selection of either procedural based or knowledge based operations
influences the operator skill level required, the organization design, and the support
required. The system’s uncertainty level, stability level, and complexity are examined to
evaluate the level of procedural operation possible.

INTRODUCTION

One of the key elements in the success of an organization is that its structure matches its
needs. This applies to scientific as well as commercial organizations. When there is a
mismatch between structure and the requirements of the environment in which the
organization operates, efficiency is reduced. In extreme cases, the organization may not be
able to continue in operation. Organizations seem to develop their structure in a chaotic
and haphazard manner, but it is, in fact, not as chaotic as it seems. Organizations tend to
develop their structure through a feedback process. A structure is tried, and if it is



successful, it is kept. If it is not successful, then it is discarded and something else is tried.
Buckley (1) calls this the morphogenic property of organizations. An organization modifies
its own structure to respond to its environmental needs. Lawrence and Lorsch (2) relate
this to a cybernetic process through which an organization’s members compare the desired
results of a strategy with the actual results. When an acceptable performance is not
obtained, the organization is adjusted, hopefully in the direction of improving performance.

This self adjusting process will usually produce an effective organization. However, it does
have some potential problems. When the feedback sensitivity is insufficient, the
organizational adjustment will not be made correctly and the organization’s efficiency will
most likely be degraded. An example is when the environment changes for an older
organization that has operated the same way for years. The organization will often fail to
detect this change, and not make the necessary adjustments. Often, organizations will
understand that they have difficulties without knowing the cause of the difficulties. This
may be due to the inexperience of the management or it may be due to the subtleties of the
environment. It would be preferable to have some theoretical foundation on which to base
the restructuring of the organization to meet new environmental needs. The following
sections will present a theoretic foundation based on the principles of Differentiation/
Integration and Procedural/ Knowledge based operations.

DIFFERENTIATION/INTEGRATION

Lawrence and Lorsch (2) present the organizational design principle of Differentiation and
Integration. This is a formal statement of the common wisdom that, in order to accomplish
a big job, it must be divided up in some logical way. The separate efforts must be
coordinated so that they work towards a common goal, i.e., they must be integrated. This
principle provides a tool for analyzing organizational environments and organizational
problems, and relating them to the organizational structure.

We will explore the differentiation/integration processes and relate them to the
organizational structures presented in the previous DSN Operations organization papers in
this session.

Differentiation

Five basic differentiation methods are used in analyzing the individual DSN Operations
organizations. They are:

Functional Differentiation
Technical Differentiation
Time Span Differentiation



Customer Differentiation
Product Differentiation

Functional differentiation is specialization by function performed. In a manufacturing
organziation, production is clearly a different function from engineering. Except for very
small organizations, the two functions do not mix well and it is best to have the
organization differentiated on that basis. The DSN Operations Organization (3) is
differentiated along the functional items of Operations and Control Analysis, Scheduling,
and Planning. These are separate functions and provide a natural differentiation.

Technical differentiation is specialization by areas of technology. For example, operations
activities in the spacecraft telemetry and in the spacecraft command areas each require
extensive training and experience for proficiency. It may be too much to expect that an
individual or a team can be proficient in both. So, telemetry and command system
operation provides a natural organizational differentiation.

Time span differentiation is based on the time over which a task is performed. The
operations teams are confronted with tasks that require an almost immediate reaction. A
task that lasts an hour is a long time. The planning activity has a long time span. A typical
task, writing a planning document for example, requires weeks or months for completion.
The overall planning task may last for several years. An individual’s cognitive processes
tend to adapt to the task time span. A short task is handled differently from a long task. It
is very difficult for an individual or an organizational entity to work with short and long
time span tasks at the same time. Typically, the long-time span task is given a lower
priority by the individual and is not effectively pursued. Time span is a natural
organizational differentiation.

Customer differentiation is specialization by customer, or in the case of the DSN
Operations organization, the Flight Projects using the Network facilities. It is based on the
observation that various customers tend to have different needs and different ways to
approach their activities. Customer differentiation then is a natural organizational
differentiation for those activities which are not standardized.

Product differentiation is based on the construction of different products or unit outputs.
Often each product from an organization requires different inputs, a different setup,
different skills and sometimes different management requirements. For example, the
manufacturing of small control relays and large power relays would probably be on
separate production lines because of the difference in production methods required.

The amount and type of differentiation required in an organization depends on the
environment homogenity. A very homogenous environment requires minimal



differentiation and the type of differentiation may be quite arbritrary. In military
organizations for example, there is very little natural differentiation in infantry units. The
existing differentiation is based on the need to optimize the unit commander’s span of
control. On the other hand, a very complex technical or scientific environment would
require deep differentiation along very specific lines. The DSN Operations Organization is
an example of this environment, and the organization reflects this requirement for highly
differentiated and specific organizational entities.

In complex environments it is common for more than one type of differentiation to apply to
a organization’s structure. For example, an organization may consist of basically
technically differentiated units with time span differentiated subunits.

Integration.  Integration is the process of controlling and coordinating the differentiated
activities to produce a consistent effort towards a common goal. For homogeneous
environments with minimal differentiation, the integration function is performed by line
management. Again, the military infantry organization is a good example. For more
complex environments with highly differentiated organizations, it becomes difficult for line
management to accomplish the necessary integration. As Lawrence and Lorsch(2) point
out in relation to conflict management as well as overall coordination, in order to be
effective the power to influence must be where the knowledge exists. Successful highly
differentiated organizations that require tight integration develop individual coordinators,
cross-unit teams and sometimes organizational entities whose basic purpose in the overall
organization is to achieve the necessary integration. Sometimes intergroup interfaces as
well as interfaces with outside organizations are controlled by formal negotiated
agreements.

DSN Organizational Analysis

It would be interesting to look at the DSN Operations Organization and analyze it in terms
of the Differentiation/Integration Principle.

Operations Organization.  The overall DSN Operations Organization (3) is differentiated
into four functional units. The actual operation of the Network is performed by the
Operations Group. The technical analysis of performance and failures is performed by the
Analysis Group. The Network scheduling is performed by the Scheduling Group, and the
Planning Group performs the planning function. There is also an element of time span
differentiation in the DSN Operations Organization. The Operations and Analysis Groups
operate with a relatively short time span. The Scheduling Group has a wide time span
range and is further differentialized accordingly. The Planning Group operates with a long
time span.



Because of the clear demarcation between the functional activities of the groups,
integration requirements are small. Most operational interfaces are defined by formal
agreements and procedures. Conflict resolution is first attempted by negotiation between
elements of the functional units and if not successful, it is then resolved by line
management.

Operations Group.  The Operations Group (4) is responsible for the real-time operations
and control of the network. It is a very short time span operation. There is a geographical
differentiation in that there is an operations team at the Network Operations Control
Center (NOCC) in Pasadena, Calif. and separate teams at each of the Deep Space Stations
(DSSs). In addition, the NOCC Team is organized with a controller for each DSS.
Because of the critical nature of the operations at the DSSs and the NOCC, very tight
integration is required. This is achieved at the DSSs with a shift supervisor coordinating
the activities of the DSS operations teams. At the NOCC, a Track Chief coordinates the
activities of the station controllers, and provides an interface with other operations
activities. An Operations Chief coordinates the customer project interface and the tracking
activities with the Track Chief.

Analysis Group.  The Analysis Group (5) is responsible for the analysis of the Network
performance and for failure analysis. Again, the time span of their operations is relatively
short. The group is differentiated in two ways, first by technology, then by time span.
There are units for each of the major technologies used in spacecraft operations: telemetry,
command, and tracking. Some attempts have been made to combine different technologies
in a single operating position, but there is concern that the resulting demands on the
operator for understanding both systems well will overload him and produce operator
errors. Also, the technology oriented analysis teams are differentiated by time span. A real-
time unit works on the immediate activities and problems. A nonreal-time unit works on
the activities and problems which cannot be handled immediately and require more
detailed analysis. The integration requirements for the analysis activity are minimal. They
are resolved by formal procedures and by individual interaction and negotiation. Conflict
resolution is accomplished by line management.

Scheduling Group. The Scheduling Group (6) manages the DSN resources to provide
maximum spacecraft coverage for the customer projects. The products produced by this
group are:  the Long Range Schedule, the Middle Range Schedule, and the Short Range
Schedule. This suggests a product differentiation with an element of time span
differentiation. The group is organized with a unit team for each product.

The basic scheduling process has a linear flow, from the long range to the middle range to
the short range schedule. Each schedule product uses the previous schedule as an input,
and adds new information for more detail and for conflict resolution. The integration



requirements are small and are mostly based on preestablished procedures. Again,
conflicts are negotiated by the team members with line management handling conflicts that
cannot be resolved between the teams.

Planning Group.  The Planning Group (7) provides the planning interface between DSN
Operations and the customer projects. This implies a customer differentiation. A unit team
is assigned to each Flight Project or Radio Astronomy activity. There is also an element of
time span differentiation in the Planning Group organizational structure. The group has
units providing long term planning and a unit that provides near term operations
coordination. The long term and short term activities are best accomplished by separate
teams.

Integration requirements between teams within the Planning Group are minimal. Any
interaction is usually a conflict based on limited resources. These conflicts are resolved
either by negotiation between teams or through priorities established by the budgeting
agency.

PROCEDURAL/KNOWLEDGE BASE OPERATIONS DESIGN

One of the first considerations needed in the design of operations systems is whether the
operations will be procedural based, knowledge based (8), or somewhere in-between. This
issue is related to how the operators will operate the system. In a procedurally based
operations design, the operator will run the system strictly by procedures. He doesn’t need
to understand how the system works, he only needs to know which procedure to apply. In
a knowledge based operation design the operator knows how the system works and what
he has to do to accomplish the task assigned. He does not need prior established
procedures.

Procedurally Based Designs.  Procedurally based operations designs are very attractive
because they appear to be less costly. Lower skilled operators can be used. The lower
costs may be illusionary because of the increased costs of generating the necessary
procedures. For successful procedurally based operations, the procedures have to be
extensive and complete in detail. They have to cover every system condition both normal
and abnormal. The generation of the procedures require a very high level staff which tends
to increase the costs.



Three criteria must be considered before it is even possible to design a procedurally based
operation. They are:

Uncertainty
Instability
Complexity

Procedures cannot be written for system operation when the basic process being controlled
by the system has a high level of uncertainty. Or another way of thinking about it,
procedures cannot be generated when the requirements on the system are not known or
cannot be predicted.

When the process being controlled by the system changes, that is it is unstable, the system
itself must be changed to adapt to the new process characteristics. Therefore, the
operational conditions, and specifically the procedures, will have to change. This usually
increases the costs. And when the process is very unstable and the system changes rapidly,
it may not be possible for the procedure changes to keep up with the system changes.
Outdated or inadequate procedures create a high risk situation for procedurally based
operations.

Systems that are highly complex require an excessive number of procedures for procedural
operations. The cost for generating the procedures becomes excessive. Also, at some level
of complexity, the interrelationships among the system elements become so involved that it
is impossible for the procedure writer to understand them. At that point procedures can no
longer be produced.

A prerequiste for procedural operation is that the operator must be able to determine the
system state so that he can choose the correct procedure for subsequent activities. This
places a requirement on the system designer to provide the visibility into the system state,
which enhances the procedural operation.

Knowledge Based Designs.  A knowledge based operations design avoids the problems
associated with procedural based operations. In knowledged based operations, the
operator understands the system sufficiently to make good use of his judgement in
operating the system. The operator can accomodate uncertainty. When something
unexpected occurs, he can determine the proper action from his own knowledge or his
ability to gain the required knowledge from documentation or other persons. The
knowledgeable operator can adapt to an unstable system environment.

In a complex system environment, the knowledge based operator has a significant
advantage over the procedure writer in deciding what to do in a specific situation. The



knowledge based operator is using immediate information usually in a limited context,
thereby reducing the complexity that he has to consider. The procedure writer writing a
procedure to cover the same situation is working very much in advance of the actual
situation and must use projected information. This is a more abstract and difficult process.

An adverse consequence of electing to use a knowledge based operational design is that
higher skilled operators are required, and they are in general more costly. Also, the training
required is more extensive and of a different nature than the training for procedural based
operation. Whereas the training for procedural based operations should be oriented
towards helping the operator relate system state and the correct procedure, the training for
knowledge based operations should be oriented towards developing the operator’s internal
model of the system. The internal model is the concepts and relationships which the
operator has in his mind that he feels represents the real system. It is how he sees the
system. A good internal model is essential in knowledge based operations.

Procedural vs. Knowledge Based Operations.  In designing an operations organization,
the above three criteria must be considered. In addition, other issues should be examined.
The characteristics of the operator population will influence whether a procedural or a
knowledge based operation should be selected. We can consider operators along two
different dimensions in relation to the kind of organization selected. Operators vary over a
skill dimension and over a preference-for-structure dimension. Operators who are highly
skilled would most likely dislike a highly procedural organization design. It would limit
their opportunity to exercise their skill. A knowledge based operational design is
appropriate to highly skilled operators and a procedurally based operational design is
appropriate to lower skilled operators. A non-homogeneous operator population with
mixed skill levels poses a problem for the operations designer. Regardless of the particular
procedural/knowledge base dimension chosen, some of the operators are going to be
mismatched with the system. One solution is to match the organization to the lowest level
operator, and ignore the difficulties presented to the higher skilled operators. Another
solution is to provide procedures for the lower skilled operators, and give the higher
skilled operators the latitude to ignore the procedures and operate from their knowledge. If
this course is taken, the system should be very carefully considered to avoid discrepancies
which would inhibit either the procedural base or the knowledge based operation. This is
particularly important in the design of the system display, as they may well be different for
the two different kinds of operations.

The cognitive style of operators is another dimension to consider in terms of the
appropriateness of either procedural or knowledge based design. Cognitive style is the
habitual way people do things. The particular cognitive style model that is appropriate for
this discussion is the Driver-Mock cognitive style model (9). One of the dimensions in this
model is related to the individuals preference for either structured or unstructured



environments. Procedurally based operations design presents a very structured
environment, and it would be reasonable to match this kind of system with operators
preferring structuredness. On the other side, knowledge based operations designs are much
less structured and would be appropriate to those operators preferring less structure. The
determination of the prevailing cognitive style of an operator population can be made with
questionaire or interview survey techniques, or can be estimated from the background and
experience of the operators.

Another important issue to consider is the criticalness of the operation. If the operation of a
system is very critical, that is if the consequence of an error is large, then a procedurally
based operations design is suggested. A procedurally based operations design provides for
better control and consistency of operation than does a knowledge based design provided a
procedural design can be implemented.

The choice of where on the procedural/knowledge based dimension the operations
organization rests determines the kind of operators appropriate for the system or the kind
of operators that should be hired. It influences the system design, particularly the design of
the system displays. It also strongly influences the design of the support activities.
Procedurally based operations design require more support because the information has to
be fed into the system by generated procedures and instructions.

SUMMARY

The principles of Differentiation/Integration and Procedural/Knowledged based operations
have been presented. They provide valuable tools for analyzing operations organization.
Differentiation refers to the dividing of tasks by specializations. Integration refers to the
coordination of these specialized units to achieve a common goal. Procedural based
operations describes an operating mode in which the operators strictly use procedures and
are not expected to understand how the system actually works. Knowledge based
operations describes an operating mode where the operator uses his knowledge of the
system to operate the system rather than rely on procedures. These principles provide tools
for analyzing the operating environments in order to effectively match the organization.
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ABSTRACT

Overall direction, coordination and control of the real-time activities of the NASA Deep
Space Network (DSN) is the responsibility of the Network Operations Control Team
located at the Operations Control Center at JPL in Pasadena. Real-time operation of the
DSN is a complex task, requiring efficient interaction among operations personnel,
hardware, software, communications and mechanical systems. Control is maintained by the
team at JPL through allocation of responsibility for specific operational facilities to specific
team members. The Network Operations Control Team is comprised of an Operations
Chief, a Track Chief, and one or more Deep Space Station (DSS) Controllers. The
Operations Chief is responsible for overall performance of the Operations Control Center,
and provides a single point of interface with the Control Center to end user organizations.
The Track Chief is responsible for overall performance of the DSN as a facility, while the
Station controllers are assigned responsibility for monitoring and coordinating the
operational activities at individual Deep Space Stations.

INTRODUCTION

The Deep Space Network (DSN) is a facility of NASA’s Office of Space Tracking and
Data Systems, under the system management and technical direction of the Jet Propulsion
Laboratory. The DSN can be divided into three facilities and six systems. The three
facilities are:

1) Space Flight Operations Facility (SFOF), at JPL in Pasadena.

2) Ground Communications Facility at JPL, which links all elements of the DSN by
voice, teletype, high-speed and wideband telecommunications links.



3) Deep Space Communications Complexes (DSCC’s) located in California, Spain,
and Australia. A DSCC is composed of three Deep Space Stations (DSS’s), each
consisting of a 26-, 34-, or 64-meter aperture parabolic antenna and its associated
support equipment.

The six DSN systems are each composed of the equipment and software necessary to
perform the functions of tracking, telemetry, command, monitor and control, test and
training, and radio science.

The basic function of the DSN is to provide effective and reliable tracking and data
acquisition support for planetary and interplanetary space flight missions. This function
includes provision of data to flight project mission operations, acceptance of commands
from mission operations and transmission to stations and spacecraft, providing a record of
telemetry and command data to mission operations, Network performance monitoring,
generation of predictions for antenna pointing and signal acquisition, Network scheduling,
and Network validation tests.

To date, the DSN has successfully supported the Ranger and Surveyor lunar projects, the
Mariner missions to Mars, Venus, and Mercury, the Viking Orbiter and Lander missions to
Mars, the Pioneer and Helios missions, and most recently, the Voyager missions to Jupiter
and Saturn. The DSN also provides facilities to the international scientific community for
experiments in radar, radio astronomy, and Very Long Baseline Interferometry (VLBI).

OPERATIONS CONTROL

Personnel

The DSN Operations Control organization is responsible for providing a central point of
real-time direction and coordination to the operational Network in order to meet scheduled
commitments and emergency requirements. Responsibility for the operations control real-
time functions resides with an Operations Chief and a Track Chief. The Operations Chief
heads the Operations Control Team (OCT), which is comprised of the Track Chief, and
the Facility Chiefs for Communications, Data Processing and Data Control, and Telemetry
and Command operations (see Figure 1). The OCT provides the continuous function of
inter-facility coordination to ensure optimum performance of Control Center real-time
systems and the timely accomplishment of scheduled support. The Track Chief heads the
Network Operations Control Team (NOCT), which consists of several DSS controllers,
operations support personnel, and real-time analysts (provided by the Control Center
Operations Performance Analysis Group) for the command, telemetry, and tracking sytems
(see Figure 2). The NOCT provides the continuous function of controlling and monitoring
Network performance, to ensure systems integrity and the timely accomplishment of



committed support. Real-time resource allocation, conflict resolution, and failure recovery
action are directed by the NOCT based on immediate priorities. For example, if an
equipment failure occurs at a DSS during a spacecraft tracking pass, a decision must be
made in real time to either fix or reconfigure the equipment, or to negotiate with the
affected flight project to determine if the pass should be cancelled, or be continued with
degraded capabilities. The NOCT is currently organized into five crews, each consisting of
an Operations Chief, a Track Chief, and one or more station controllers.

The OCT and NOCT are staffed 24 hours per day, 7 days per week. Since the Network
workload fluctuates, depending on the time of day, operations personnel are required to
work rotating shifts to ensure that the same people are not always working during high or
low activity periods. This is an unfortunate situation, which can lead to sleep disturbances
and other problems, and it complicates an already difficult and highly responsible job.

Interfaces

The operational direction and reporting interfaces used by operations personnel in support
of flight projects are implemented via dedicated voice communication nets, which are
assigned for specific use in both DSN and flight project operations areas. The Operations
Chief is the primary interface for real-time operations to all user projects. Advisors, who
are technical specialists in a particular area, are also available to the Operations and Track
Chiefs as required, in order to assist with specific problems. The Track Chief interfaces
with the station controllers, who in turn interface directly with the operations crew at a
DSS. During a typical spacecraft tracking pass, for example, the controller first establishes
contact with the DSS on a voice net. Time synchronization is performed, station equipment
configuration is determined, and the command system is validated. The controller then
provides the station operations team with information regarding the pass, such as predicted
signal level, round trip light time, signal-to-noise ratio, and receiver lock-up frequency.
The controller will then use another voice net to discuss command, telemetry, and tracking
system validation with the real-time analysts. The flight project, whose spacecraft is being
tracked, will then be informed that the command system is “green” so that the project may
then send commands to their spacecraft. The pass continues until its scheduled termination
time, while the controller monitors the spacecraft/ground telecommunications link, making
sure that all values are within acceptable limits. The controller will also direct the station
crew to initiate special requests, such as bit rate changes, requested by the flight project.
At the scheduled end of track, the controller directs the station tune-out, and then performs
various reporting and log-keeping duties.



Operations Philosophy - Automation and Standardized Procedures

Providing end users of DSN facilities with the appropriate capabilities is a complex and
difficult task, requiring the efficient and timely interaction of operations personnel,
hardware, software, communications, and mechanical systems. Operation of the DSN has
become increasingly complex since its inception, due to the gradual change from a
mission-dependent to a mission-independent philosophy of operations. This changing
philosophy has been reflected by a transition of operations personnel from highly skilled
engineering specialists, to more generalized lower-skilled operators. Two factors have
made this transition possible without concurrently degrading the performance or
capabilities of the DSN: conversion of manually operated equipment to automatic
operation, and the use of standardized operating procedures. These procedures, called
Network Standard Operating Procedures (NSOP’s), are continually added to or revised in
response to new or changing end user requirements, new equipment installation, or
software revisions. The use of automation and standardized procedures is primarily
responsible for allowing the operations organization to meet the following required
Network capabilities:

1) Reconfiguration of the Network from one flight project to another within 15 minutes.

2) Reconfiguration from one mode of operations to another mode, for the same flight
project, within 5 minutes.

3) Control of all normal DSS operations by one operator from one location within the
station.

Discrepancy Reporting

In order to maximize availability of Network services to end users, DSN management must
have an effective control mechanism for the identification and correction of errors, failures,
or anomalies encountered during Network operations. This control is maintained through
the DSN Discrepancy Reporting System, which applies to all operations personnel and
Network facilities during periods of committed support. A Discrepancy Report (DR) is
required to be initiated in response to any data flow interruption, failure or discrepancy in
equipment or software, procedural or human error, errors caused by inadequate
documentation, or any other problem or failure adversely affecting committed support.
Each DR is identified by a unique serial number, and contains many different items of
information, including a description of the problem, the system involved, the DSS, the end
user, the type and length of any data outage, and a description of the real-time recovery
action. After a DR is initiated, it is sent to the appropriate operations organization for
investigation and resolution. All DR information is maintained in a computerized data base



which is used for long-term trend analysis in order to identify and correct recurring
problems.

FUTURE CHALLENGES

The DSN is not a static entity. It is continuously evolving in order to support new end
users, changing end user requirements, new equipment and software, and new operations
procedures. The greatest challenge currently facing the DSN is the implementation of
NASA’s Networks Consolidation Program (NCP), which is scheduled to be completed in
1986. NCP will provide the DSN with the capability to support near-earth and high
elliptical orbit missions, in addition to current and future deep space missions. NCP will
also involve the co-location of antennas so that antenna arraying techniques can be used,
which will permit the tracking of spacecraft to much greater distances than is currently
possible.

The operations objectives of NCP are:

1) To achieve significant cost reductions in Network operations by extensive automation
of Network systems.

2) To maximize support time available to end users by minimizing loss due to facility
overhead and maintenance, operator errors, and Network or spacecraft anomalies.

3) To maintain Network performance by rapid detection and correction of degradation.

4) To enable enhancements to Network performance, without impacting on-going
operations.

Implementation of NCP will be a major part of the transition toward mission-independent
operations, and will enable the DSN to continue to provide high levels of support to end
users well into the next century.
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ABSTRACT

Network performance analysis is an essential element in the operation of the NASA Deep
Space Network. The primary function of the Deep Space Network is to support the
communication, radio navigation and radio science needs of the flight project users. As a
part of Network Control Center Operations, it is the task of the Performance Analysis
Group to provide the Network with the analysis support required to assure that actual
Network performance meets or exceeds committed levels throughout the mission.

The Performance Analysis Group provides time-critical monitoring and analysis for the
Tracking, Telemetry and Command Systems of the Deep Space Network. The group is
organized into units that are specialized to provide the functional requirements of each
system. It provides failure analysis to determine causes of Network failures and data
outages, as well as providing technical assistance to the operations organization for
recovery from failures. It generates the predictions used to point the antennas, acquire the
radio frequency, and to validate the monitored Network performance. Also, it provides
technical interfaces with the user projects as required for the smooth running of the
operation. As a result of this specialized expertise, complex and time-critical problems that
arise receive an immediate decision-making response.

INTRODUCTION

Every flight project utilizing the Deep Space Network must perform certain
telecommunications system activities. Telecommunications can be thought of as a service
provided to the flight project. To obtain optimal scientific return from each mission, the
telecommunications system must perform in an efficient and predictable manner. This
requires the effective coordination of many technical disciplines both on-board the
spacecraft and on the ground.



The Deep Space Network can be characterized as the tool which provides the
telecommunications service. It is a scientific instrument which uses an uplink and a
downlink carrier, in combination with a coherent spacecraft transponder, to perform high-
precision radio tracking while simultaneously transmitting uplink command and receiving
downlink telemetry. Its primary task is to support the communication, radio navigation,
and radio science needs of the flight project. This support is currently provided by a state-
of-the-art network consisting of three Deep Space Communication Complexes. The
Network Operations Control Center coordinates and directs the Deep Space Network from
its headquarters at the Jet Propulsion Laboratory in Pasadena, California providing the
interface by which the flight project utilizes the Deep Space Network. This facility
contains the computers and displays necessary for network control functions and the
analysis of system performance, as well as for the control of mission operations. (2)

PERFORMANCE ANALYSIS

As part of the Control Center Operations, the Performance Analysis Group is responsible
for the performance validation of all committed Deep Space Network support to the
various user projects. The Performance Analysis Group provides the Network with the
analysis support required to assure that actual Network performance meets or exceeds
committed levels throughout the mission. Validation is accomplished as the signals are
received in real-time by monitoring the data streams and comparing the data quality against
predicted values and established performance standards and tolerance limits.

The Tracking, Telemetry and Command Systems are monitored on a continuous basis by
the Network Analysis Team of the Performance Analysis Group. Tracking System
performance is analyzed by monitoring radiometric data in the data streams. Telemetry
System performance is analyzed by monitoring ground system configuration, spacecraft
configuration, and status parameters, such as receiver lock, signal strength, signal-to-noise
ratio (SNR), and bit error rate. The Command System performance is analyzed by
monitoring system displays of control functions to confirm nominal status or to respond to
alarm conditions. Trend logs of performance and a daily log of real-time activity are
maintained for each system. With this information the Network Analysis Team keeps the
Network Operations Control personnel apprised of the system status as it may affect flight
project support.

Extensive nonreal-time research and analysis support the real-time validation effort. The
Performance Analysis Group develops the reference models used to acquire and compare
received data, and supplies the expertise to analyze problems that arise. The Performance
Analysis Group is organized into functional units for the specific purpose of accomplishing
these tasks.



One major function is to generate the predictions used to point the antennas, acquire the
radio frequency, and to validate the monitored Network performance. Tracking, radio
science, and polarizer angle predictions are the responsibility of the Tracking Unit of the
Performance Analysis Group. Predict production requires that the Tracking Unit establish
an interface with Project Telecommunications and Navigation Teams to facilitate the
exchange of pertinent information. The Tracking Unit then acts as the single point of
contact for all other units requiring trajectory-related predictions or view periods. As a
subtask, the Tracking Unit also provides the observation source schedule predictions for
Very Long Baseline Interferometry (VLBI) analysis. The VLBI System provides the
capability to accurately measure internetwork clock synchronization offsets.

Telemetry predictions are the responsibility of the Telemetry/Command Unit of the
Performance Analysis Group. Coordination with the Project Telecommunications Team
and the Telemetry System Cognizant Operations Engineer provides the capability to
maintain and update all of the telecommunications parameters required in the generation of
predicts. This task provides sufficient information to allow for the application of biases to
the Telemetry predictions in response to real-time configuration changes.

The Radio Frequency Interference (RFI) Unit of the Performance Analysis Group
investigates and analyzes the impact of suspected RFI events. This requires coordination
with many external government agencies in order to obtain information about the many
satellites currently orbiting the Earth. Analytical models are used to develop operational
procedures from which predictions are generated to minimize RFI impact on supported
projects.

Another function performed by the Performance Analysis Group is that of anomaly
investigation. Responsibility for the investigations is divided along system lines and
assigned to the appropriate units for corrective action. This troubleshooting activity may
include software analysis or the conducting of special tests in order to resolve a problem.
The results are documented and retained for long-term trend analysis of overall Network
performance. The specialized expertise of each unit provides the Performance Analysis
Group with the capability to respond rapidly to critical anomalies with a recommended
procedure for recovery. In this respect the nonreal-time personnel serve as technical
advisors to the Operations Control Team.

Integral to the validation effort is the support task of generating and maintaining
performance standards and tolerance limits for each flight project. These are the criteria
against which actual Network performance is judged. Because these criteria are imposed
upon the Network systems, it is the responsibility of the Performance Analysis Group to
assure that the Standards and Limits files remain responsive to real-time changes affecting
the Network while maintaining data quality.



Long-term trend analysis is a major function of the Performance Analysis Group. Data
records are collected and maintained for this purpose. Residual values resulting from
comparing predicted versus actual Doppler and Range data are examples from the
Tracking System records. The Telemetry System records contain residual SNR values,
downlink signal levels and uplink signal levels, to name a few. The Command System
records keep track of the cummulative number of commands transmitted during the
mission and the number of commands aborted by the spacecraft. These records along with
the histories of anomaly investigations yield a multitude of results. Trend analysis allows
the Performance Analysis Group to define, implement and execute operations support
procedures which improve the ability to accomplish the validation task. It allows the
development of improved analytical models which increase the accuracy of predictions. It
is a source from which the requirements for operation analysis are drawn for future mission
support planning activities. Performance trend analyses provide inputs to the design
activity of System Engineering.

ORGANIZATIONAL STRUCTURE

All of the functions performed by the Performance Analysis Group are applied to the
Tracking, Telemetry and Command Systems. But each system is so different and the
breadth of technology between the systems is so great that similar functions require vastly
different types of technical expertise for support in each system. For this reason the
Performance Analysis Group is subgrouped into units along system lines. Specialized
technical talents are assembled together to provide the depth of understanding necessary
for each unit to entirely support its system.

On the surface, the Performance Analysis Group is broadly divided into two categories:
real-time personnel and nonreal-time personnel. The real-time personnel comprise the
Network Analysis Team (NAT). Their primary role is to support real-time operations by
monitoring the incoming data streams on a continuous basis. The real-time task requires
time-critical decision-making analysis in the Control Center environment.

Because real-time operations hardware and displays are organized by system, it is logical
and efficient to separate the monitoring tasks based upon systems. As a result there are
two positions on the Network Analysis Team: NAT Track and NAT Telemetry/Command.
The NAT Track position monitors all Tracking System functions. The NAT Telemetry/
Command position monitors all Telemetry and Command Systems functions. Although
there were two separate positions in the past for the Telemetry and Command Systems,
recent economic conditions necessitated the combination of these tasks into one position.
Combining two functions demands a greater technical knowledge from an individual. It
does represent an increased risk of data loss to the project since less time is spent on
monitoring each system. But to date the transition has been successful.



The nonreal-time personnel are grouped into the Tracking, Telemetry/Command and RFI
Units of the Performance Analysis Group (again the separate Telemetry and Command
Units of the past were combined under economic pressure). The units provide all of the
support required for the performance of the Network Analysis Team. The importance of
data transference has cultivated a close operational interface between the Network
Analysis Team and the Tracking and Telemetry/Command Units. As such, the Network
Analysis Team positions can be functionally regarded as subgroups of the Tracking and
Telemetry/Command Units.

Even though the three units all perform the functions of predict generation, anomaly
investigation and trend analysis, it is appropriate to organize by system rather than by
function in order to best respond to the systemized arrangement of operations. The
criticalness and complexity of the problems that arise in the real-time environment demand
a timely response. The nonreal-time personnel maintain this capability to deliver a quick
response by concentrating in a system-oriented thinking mode. Although the normal forty
hour work week is sufficient to handle most problems that occur, the nonreal-time
personnel remain available around the clock and often provide support for critical events.

Staffing levels within the Performance Analysis Group tend to follow the activity of the
on-going projects. During critical mission periods the staff is at its largest size. Staffing
levels decrease, however, under the reduced activity of a mission cruise phase. This occurs
through careful advanced planning and natural attrition. An example of the organization of
the Performance Analysis Group staff during cruise phase is illustrated in Figure 1.

ANALYSIS OF THE REAL-TIME COMBINER

An actual example of an analysis is appropriate at this point to illustrate how the validation
effort impacts data quality. This particular example involves the Telemetry System of the
Deep Space Network. It was the task of the Performance Analysis Group to verify that the
performance of the Real-Time Array Signal Combiner was operating within its design
specifications for the Voyager Mission encounter with Saturn in November of 1980.

The Real-Time Combiner hardware allows improved signal reception through station
arraying. The significant factor that makes the technique of station arraying possible is the
fact that a spacecraft signal received simultaneously at several Deep Space Stations is
affected by independent noise contributions at each station. An improvement in the signal-
to-noise ratio (SNR) of the spacecraft signal is achieved by combining the outputs from
various receiving locations in an appropriate manner to reinforce the coherent spacecraft
signal while cancelling out incoherent noise from the stations (see Figure 2). Once the
signals are combined by the Real-Time Combiner, they are transferred to the rest of the
Telemetry chain for processing in the normal manner.



During the Voyager Mission, each Deep Space Communications Complex used a 64-meter
diameter antenna together with a 34-meter diameter antenna to form an array. The design
of the Real-Time Combiner specified a signal degradation of no more than 0.2 ± 0.05 dB
from the theoretical combined gain. The task of the Telemetry Unit was to analyze actual
gain data to verify that the system-induced degradation was within the theoretical accuracy
range of the system design.

The 64-meter and 34-meter uncombined SNR averages were used to calculate the
theoretical combined SNR value. At optimal performance the combined SNR is maximized
to a theoretical value of

SNRs   =  SNR64 + SNR34 (1)
=  SNR64 (1 + (SNR34/SNR64)) (2)

where
Ath =  1 + (SNR34/SNR64) (3)

is the theoretical gain over the uncombined 64-meter signal alone. The actual gain is
calculated from the measured data

Ac =  SNRs - SNR64 (SNRs in dB) (4)

and the residual difference between the theoretical and calculated values is 

Residual =  Ath - Ac (Gains in dB) (5)

These residual values were used to demonstrate the performance capabilities of the Real-
Time Combiner.

A statistical analysis of the residual gains reduced from data collected from all of the
arrayed Deep Space Stations during the Saturn encounter period is presented in Figure 3.
The data encompasses residual gains as affected by the change in antenna elevation
throughout the tracking viewperiod, causing the bell-shaped distribution. The distribution
illustrates that the statistical means of 0.22 dB was within the designed operating range of
the Real-Time Combiner and thus validates its performance.

Additional manipulation of the data also revealed that the actual improvement in the signal-
to-noise ratio of the combined signal was an average of 0.62 ± 0.15 dB over the 64-meter
signals alone. This value may initially seem of little significance for the amount of effort
behind the hardware design and implementation. But an improvement of less than 1 dB is
significant to the resolution of a signal that has traveled the distance from Saturn to Earth.
To understand the extent of this significance, examine the visual difference between the



pictures in Figure 4. On November 7, 1980, the Australian complex received the Saturn
pictures in Figure 4 while under heavy cloud cover and snowfall. The clarity of the arrayed
pictures compared to the unarrayed pictures is striking, particularly in the face of such
adverse weather conditions. The Voyager Mission data demonstrated that the Real-Time
Combiner was operating within design specifications, and the pictures illustrate the
performance extension achieved with array technology.

CHALLENGES FOR THE FUTURE

The Performance Analysis Group has been described as it functions to validate committed
Deep Space Network support to the user flight projects. Its task is well defined, yet it must
remain adaptable to the changing environment in order to accomplish this task. The unique
characteristics of each mission, mission loading schedules and advancing system
technology are just some of the factors to which the Performance Analysis Group must
remain responsive. Planning for the future is a necessity in order to maintain the technical
expertise required to do the job.

Staffing for future needs is one of many challenges to be faced. There is the problem of
retaining personnel under ever-increasing workloads. There is the challenge of finding new
people with sufficient technical knowledge when higher activity demands a larger staff.
The need for training new personnel and updating the general knowledge pool with new
advances in hardware and software remains an ongoing task.

Of impact to the immediate future is the support of the forthcoming High Earth Orbiter
(HEO) Missions. Modifications to the Deep Space Network have been undertaken to
adapt the Network to the near-earth environment. A shift in emphasis away from the Deep
Space Flight Projects has required the assembling of many skills to coordinate the phases
of planning, design and implementation for a smooth transition. The response to the
challenge of the HEO Missions will not be completely tested until 1984 when the first
HEO Mission is scheduled for launch.

By far the most challenging situation to be faced is that of economics. It is a constant
endeavor to develop the means to perform under less funding. So far, the challenge has
been met by combining functions to reduce staffing levels. However, the answer to one
problem has created others. Personnel are overloaded by a greater mental workload which
demands a broader technical capability. It creates specialized positions that are difficult to
fill.

Decreasing economic funding generally means increased risk to the supported projects.
There will be a risk of losing data, losing hardware, or losing the spacecraft if the Deep
Space Network is unable to respond to an emergency situation. Of course, the major



planning efforts are directed at minimizing these risks. But the greatest challenge for the
future to the Performance Analysis Group, as well as to the entire Deep Space Network,
will be to assess the impact of all future trends and determine the point at which the returns
from our efforts are no longer greater than the investment.
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ABSTRACT

Network Operations Scheduling provides the scheduling management for allocating the
NASA Deep Space Network resources to support flight projects and other authorized
users. As a part of Network Control Center Operations, it is the task of Network
Operations Scheduling to forecast, detect conflicts, support conflict resolution and
schedule the allocation of the network.

The products of scheduling provide management and users of the network with
information that will give them visibility concerning network loading, mission support and
facility utilization. Subsequent management decisions based on this information concern
advanced Fiscal budgeting and station shift staffing. The structure of the scheduling system
provides an orderly advancement of general user requirements during the early stages of
planning to an expanded detailed set of requirements at the final stage of planning.

INTRODUCTION

The Deep Space Network (DSN) Operations Scheduling, Jet Propulsion Laboratory (JPL),
Pasadena, California, was created to schedule the worldwide global allocation of ground
communications, tracking facilities and equipment to provide deep space
Telecommunications for Command, Tracking, Telemetry and Control in support of flight
mission operations and tests. This resource allocation service simultaneously supports
several missions in varying stages while also supporting scientific and engineering research
and development activities, routine maintenance, major repairs, modifications and
installation of newly developed hardware systems and subsystems (1). Since the inception
of the DSN in 1958 to date, 11 Deep Space Stations (DSS) were built which supported
57 missions (2). Presently, 6 Deep Space Stations are being scheduled to support
11 missions, advanced systems research and development, and radio astronomy activities
that involve other global radio telescopes which are independent of the DSN or NASA.



The primary objectives of the Deep Space Network Operations Scheduling are to:

1. Provide conflict-free resource allocation of the network for the users.
2. Maximize productivity of the network.
3. Provide advance work load forecasts and station shift staffing recommendations.

In order to effectively accomplish these objectives, a scheduling model which can
accommodate changes of the network capabilities and numbers of users while maximizing
the stability of the scheduling method is required. A stabilized scheduling method results in
reduced errors and personnel effort while maintaining the flexibility to continue a
scheduling function in a dynamic environment caused by the continual state of the art
upgrading of the network and variation in the mix of users. The selected model can be
described in set theory terminology with the universe defined as time and the principle sets
within the universe being earth and space. Within these two sets are elements which are
defined by functional capabilities and sub-elements which are defined as specific subsets
of the functional capabilities. The intersection of these two sets occurs when network
resources are allocated for operations. This basic hierarchy forms the fundamental
structure which determines the allocation of network resources for the users and the
detection of resource utilization conflicts.

Elements of the earth set are:

1. Deep Space Stations (DSS) which provide the telecommunications link between
the earth and spacecraft

2. NASA Communications Network (NASCOM) which provides the
telecommunication link between the DSS and JPL

3. Network Data Processing Area (NDPA) which processes operational monitoring
data of the DSS at JPL

4. Network Operations Control Area (NOCA) which provides operational direction
to the DSS

5. Mission Control and Computing (MCC) systems which processes spacecraft
data

6. Mission Support Areas (MSA) which provides flight control of the spacecraft

The scheduling allocation of the DSS element capabilities (3) involves selecting particular
antenna sizes based on telecommunications requirements, proper geographic longitudes



based on time requirements and correct subsystem configurations based on user service
requirements. The allocation of the DSS configuration capabilities involves specific
information relating to Radio Frequency Band, systems, subsystems and ancillary
equipment. The present DSS scheduling configuration allocation potential is 1 x 106 per
scheduled event per station for Command, Tracking, Telemetry and Control functions.

The scheduling allocation of the ground communications element capabilities entails use of
the NASCOM, which consists of approximately 125 terminal stations linked by about
2 million circuit miles of voice, low-speed data, high-speed data and wideband
communications circuits (4). Continuous network communication service during a
scheduled support period is assured by coordinating planned circuit rerouting through
DOMSAT, COMSAT and other national and international communication carriers.

The remaining elements of the earth set are located at the Jet Propulsion Laboratory where
computers process network and spacecraft data for the NOCA and MSA’s respectively.
Space flight projects located outside of JPL, such as the European Helios project in
Germany and the United States Pioneer project at Moffett Field, California, have Remote
Mission Operations Centers (RMOC) which process their own spacecraft data instead of
using the MCC systems located at JPL.

Elements of the space set are:

1. Mission priorities and requirements which determine the spacecraft queue for
allocating network resources

2. Spacecraft locations which determine the time period and duration limits each
DSS can possibly support

3. Spacecraft operating configurations which determine the configurations of the
DSS, NASCOM and MCC support

A number of constraints are caused by variations in the operating characteristics and
availability of the earth and space set elements such as marginal tolerances, partial failures
or inclement weather conditions. The final allocation process of the network resources to
support users are determined by the timing of these constraints.

OPERATIONS SCHEDULING

The scheduling model as described in the introduction defines time as the common factor
for all elements to be scheduled and determines the following time distributive
organization for operations scheduling (Figure 1).



1. Long-Range Scheduling 3 years

2. Mid-Range Scheduling 8 weeks

3. Short-Range Scheduling 2 weeks

This method of organization as opposed to one which is element distributive, has the
advantage of reduced manpower by assigning common functional support responsibilities
(i.e., data entries, report generation and schedule productions) for cross support of the
three ranges of scheduling. An additional advantage is that the entire staffing is required to
have a general knowledge of the same scheduling model thus providing the flexibility,
without having redundant manpower, to meet urgent staffing replacements due to
unexpected attrition or absences. The principle products produced by this organization are
five levels of scheduling, each covering a defined period of time. Each preceding level
places constraints on the succeeding level, and each successive level provides increased
detail and accuracy over its predecessor (Figure 2). The first level is the Long-Range
Forecast Schedule, second level is the Mid-Range 8-Week Operations Schedule, third and
fourth levels are the Short-Range 7-Day Operations Forecast and the 7-Day Operations
Schedule and the fifth level is an historical archival record of actual network utilization.
The organizational staffing assignment is commensurate to the degree of detail required for
each succeeding level of scheduling.

The linear flow of scheduling information from Long-Range to Short-Range does not
preclude new or modified requirements from entering directly into a specific level of
scheduling. This additional entry method into a scheduled period, which is already
developed, can cause immediate resource utilization conflicts, therefore each level of
scheduling is required to detect and resolve conflicts.

Long-Range Scheduling publishes a 3-year gross forecast of network loading including a
1-year history of actual allocation, on a quarterly cycle. The length of the forecasted period
is determined by the number of future years for which a budget is constructed at the
program level; network loading forecasts beyond budgeted years are accomplished at the
program planning level.

User requirements are inputted to Long-Range Scheduling by Network Operations
Planning (5) and various engineering organizations which support the maintenance and
modification of the network. These requirements are summed and compared against
network capabilities to show a loading in numerical and bar chart forms. The numerical
portion of the forecast contains the number of hours in equivalent tracking pass periods
each user requires by specific antenna size at each of the three tracking complex longitudes
in four-week increments. A tracking pass period equals 12 hours of DSS time and includes



pre-track and post-track activity time. The four-week increment provides adequate
granularity for loading assessment even though an uncertainty exists in the requirements
remaining constant by the next iteration of the forecast. This data along with other
parameters such as project milestones, Fiscal Year, Calendar Year and Months are
included on a two-dimensional paper within a matrix designed to contain all ten
dimensions (Figure 3). The numerical sum of the tracking periods required for each
antenna over the forecasted period, labeled as Total Passes Required, are translated into a
barline chart for a “quick-look” display of network requirements versus network capability
(Figure 4). The network capability is the station staffing hours minus time for station
maintenance and engineering activities. This forecasted data provides management with
the necessary visibility of network loading for decisions concerning advance Fiscal
budgeting, station shift staffing and station allocation negotiating among network users. In
addition, Long-Range Scheduling provides special forecast studies to assist management
program decisions for determining optimal approaches to major contingency changes in
future network requirements and capabilities.

Mid-Range Scheduling publishes an 8-Week Operations Schedule every four weeks and is
a data refinement and expansion of details for a pair of four-week scheduling increments
covered by the long-range forecast. The length of the mid-range period is determined by
the ability of the combined users to plan ahead detailed support requirements down to the
hour and minute of each day for the period covered.

Detailed user requirements are inputted to Mid-Range Scheduling by the same method for
Long-Range Scheduling. These requirements are combined into a time ordered columnar
structure containing information of the DSS being scheduled, the user of the scheduled
DSS, activity description, the pass number identification, pre and post-track activity times,
Acquisition Of Signal (ADS) and Loss Of Signal (LOS) times defining the tracking period,
the DSS equipment configuration, NASA work category code for reporting productivity
and the DSN configuration for NASCOM support requirements (Figure 5). An additional
format is included in the mid-range schedule to provide users with a quick-look reference
and is an abbreviated summary of the columnar structure in matrix form (Figure 6).

Although Mid-Range Scheduling produces an 8-Week Schedule at specific intervals,
support requests are continually received and inputted to the computerized data base which
normally extends 13 weeks into the future. The data base is scanned every two weeks for
conflicts and is printed in the 8-Week format with an additional field which identifies
conflicts in station and configuration utilization. A meeting of all users is then convened to
resolve the identified conflicts and subsequent conflicts which may arise during the
resolving process. Conflicts which are not resolved in time for the next level of scheduling
are escalated to higher management. Mission priorities usually aid the conflict resolution
process and escalation of problems seldom occur.



Short-Range Scheduling publishes a 7-Day Operations Forecast and a 7-Day Operations
Schedule every week. The length of both scheduled periods are Monday through Sunday,
Greenwich Mean Time. New requirements are inputted to Short Range Scheduling as they
are for Long-Range Scheduling. The 7-Day Operations Forecast is provided to permit
users and/or facilities to submit their latest inputs in preparation of the next issue of the
7-Day Operations Schedule which is the final version of scheduled activities for the
network. The resolution and formats of both schedules are the same as the 8-Week
Schedule from which they are evolved.

The 7-Day Operations Schedule is the only schedule which contains the NASCOM circuit
support requirements and time shared maintenance activities making it the highest degree
of detailed quantitative information. This schedule is used by Network Operations Control
(6) for directing station activities of the network, by the real-time staffing of Network
Performance Analysis (7) for monitoring data quality, by the users of the network and by
all earth elements described in the introduction.

Real-time changes to the 7-Day Schedule made by Network Operations Control during the
week are documented for providing historical data of actual utilization of DSN resources.
This information is fed back to Long-Range Scheduling for the history portion of the
Forecast and is reported to NASA Headquarters and DSN Management for monitoring
network utilization. Relative operational costs to support specific users can be
differentiated from the utilization reports as network time is analogous to person hours and
energy consumption which are associated to dollars.

CHALLENGES FOR THE FUTURE

A major modification of the network is in progress to enhance telecommunication signal
levels and to accommodate the tracking of High Earth Orbiter (HEO) missions which are
being transferred from Goddard Space Flight Center responsibility to JPL. This presents a
considerable scheduling challenge as the changes in the network will increase the number
of switchable items by a factor of three and the number of antennas by a factor of two. In
addition to the increased complexity of the network are the HEO missions whose near
earth orbits are unpredictably affected by atmospheric drag and limits the accurate
forecasting of spacecraft location to less than four weeks. This limit will reduce the
amount of time for Mid-Range Scheduling and will compound the problem of allocating
shared resources in a timely manner.

External consultant services have been used to prepare an evolutionary development plan
for the present scheduling system to meet the complexity of the future scheduling
problems. In addition, Operations Research efforts have been initiated in support of a fully 



automated scheduling allocation method (8) with optimization schemes for maximizing
network productivity (9).
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FIGURE 1.  NASA DEEP SPACE NETWORK OPERATIONS SCHEDULING



FIGURE 2.  RELATIONSHIPS OF SCHEDULING LEVELS



FIGURE 3.  DSN FORECAST GOLDSTONE



FIGURE 3.  DSN FORECAST GOLDSTONE (CONTD)



FIGURE 4.  NETWORK REQUIREMENTS LESS NETWORK CAPABILITY
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FIGURE 5.  DSN 8-WEEK OPERATIONS SCHEDULE FOR ALL STATIONS
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ABSTRACT

The first contact that a project or user has with NASA Deep Space Network (DSN)
Operations is with the Operations Planning Group. This group establishes an early
interface with the user’s planning organization to educate the user on DSN capabilities and
limitations. It negotiates and documents DSN support commitments to provide a firm
foundation for developing the project support plans. The group develops plans and
schedules to prepare the network for project support. Part of this activity is to monitor and
evaluate the testing and training required in preparation of mission support.

The DSN Operations Planning Group provides a team of one or two individuals dedicated
to each user or project depending on the magnitude of the coordination activity. This team
works through the planning and preparation activity and continues to support the project
after the spacecraft launch to the end of the mission. The team provides a coordinating role
after launch. It also provides planning and preparation for specific events such as planetary
encounters.

INTRODUCTION

Deep Space Network Operations consists of four primary groups responsible for providing
the coordination and control for the DSN to provide a committed level of support to flight
projects and other users. The first three groups presented in this session were responsible
for the real time direction and control over DSN facilities (the Operations Control Group),
the analysis of network performance (the Performance Analysis Group), and the detailed
scheduling of DSN facilities (the Scheduling Group). The DSN Operations Planning Group
plans the type and amount of support provided to a flight project or other user. It then
coordinates and oversees the implementation of that support.



Responsibilities

The DSN Operations Planning Group’s primary function is to provide the coordinating
interface between a flight project’s operations element and DSN Operations. It also
provides this same coordinating interface with other users of the DSN that are not flight
projects; such as, Radio Astronomers, and Very Long Base Line Interferometric (VLBI)
experimenters. The functions performed by the DSN Operations Planning Group in
support of flight projects is basically the same as for non-flight project users; therefore,
only the flight project problem will be addressed.

The basic responsibilities of the group in support of each project are:

1. To provide a single point of contact to the project for developing and coordinating
DSN operational support.

2. To provide the necessary plans, procedures and DSN configuration definitions that
will be used by the DSN in supporting the project.

3. To specify the testing that will be done to demonstrate that the operational procedures
and configurations which will be used to support the project are adequate.

4. To define and coordinate the ground communications requirements with the NASA
Communications Network (NASCOM).

5. To establish and document interface agreements between the project and DSN
Operations. These interface agreements spell out what products are to be delivered by
elements of the DSN to elements of the project and vice versa. Typical products are
magnetic tape recordings of raw telemetry data and radiometric tracking data.

6. To monitor DSN engineering activities in determining what impact a new, or change
to existing piece of hardware or software will have on support of the projects. When
new engineering changes are to be integrated into the Network, the group coordinates
the timing of implementation so as to minimize the impact to projects.

7. To generate the DSN Sequence of Events (SOE) used by the real time operational
elements of the DSN to implement project support.

8. To provide advisory support to the operational elements of the DSN and the project.



ORGANIZATIONAL STRUCTURE

In order to accomplish its responsibilities, the Operations Planning Group is structured into
two basic elements (See Figure 1), the Long Range Support Planning element and the Near
Term Operations Coordination element. As their titles infer, these two elements are
differentiated primarily by the time over which their functions are to be performed.

Long Range Support Planning starts with the assignment of a Network Operations Project
Engineer (NOPE) to a particular project. This assignment usually occurs about three years
before the scheduled launch date. The NOPE is dedicated to that project and serves as the
project’s advocate within DSN Operations. All other DSN Operations groups and their
subgroups are considered to be mission independent; meaning, they provide the direction
and control activities over the entire Network which is providing a service to many
projects. The NOPE position is a mission dependent activity and is project oriented. The
NOPE is concerned with ensuring that the needs of “his” project are met by the DSN. He
is also concerned with ensuring that the project does not place demands upon the DSN that
are beyond the DSN’s committments or capabilities.

The NOPE performs his task by becoming familiar with the project’s objectives, goals,
operational methodology and spacecraft capabilities. He identifies and documents the
unique functions the DSN will be required to perform in support of the project. He
develops the test and training plans and schedules, and sets up the working interfaces
between elements of the project and elements of the DSN Operations. The NOPE also
provides a great deal of advisory support to the project during their planning and
development stages. After launch, the NOPE is concerned with the long range planning of
DSN support to major project events, such as planetary encounters or critical spacecraft
maneuvers. He is also concerned with the DSN support to his project during major DSN
engineering upgrades, which remove large amounts of DSN capability from operational
support during the modification period.

The long range planning and coordinating activities basically end about four weeks prior to
the event(s) being planned and coordinated, i.e., launches, encounters, etc. At this point,
the responsibility for coordinating the final stages of support preparation is transferred to
the Near Term Operations Coordination element. This element is a subgroup of specialists
who interface directly with the real time operations teams of both the projects and the
DSN. Their job is to take care of the final details necessary to assure efficient operational
support by the DSN. Functions, activities and duties of this element are as follows:

1. Produce the Sequence of Events (SOE), which is a time ordered listing of functions
that the DSN must perform while tracking a spacecraft. It is a script to be followed by
the real time operational personnel.



2. Validate and correct the DSN Seven-Day Schedule. This is the final approved
schedule of what the DSN facilities are to be supporting every day for the upcoming
seven-day period. At times it contains errors or must be changed to respond to last
minute requests for support.

3. Conduct briefings giving special instructions or background knowledge about critical
mission events to the Operations Control Team and Deep Space Station (DSS)
supervisors.

4. Monitor and evaluate the results of test and training activities. When a test or training
activity uncovers a problem or weakness in a support configuration or procedure, this
element takes the action to correct it.

5. Provide operations advisory, support to the DSN Operations Control Team and to the
Project’s Mission Operations Teams.

6. Be the final coordinating authority for DSN configuration control. Even though
hardware and software changes have been engineered and approved for
implementation into the network, the actual implementation must be coordinated so as
to minimize the impact on support to the projects. This element will define the best
day/time for implementation and modify scheduled support to provide minimum
impact.

The Near Term Operations Coordination element, like the Long Range Support Planning
element, is also mission dependent. It is primarily concerned with the project’s needs. It is,
however, also multimission oriented, meaning it serves all projects. The interfaces
provided by this element are uniform and consistent. This consistency is especially
important when dealing with the real time operations elements of the DSN. It ensures that
special instructions and procedures are not in conflict with well established standard
instructions or procedures.

SUMMARY

The DSN Operations Planning Group has been described as the organization responsible
for bringing together the resources and capabilities of the DSN to focus on the task of
providing deep space tracking support tailored to the special needs of each individual
project. The group is divided into a Long Range Support Planning element and a Near
Term Operations Coordination element. This organizational structure allows the group to
provide the day-to-day routine near term planning and coordination support which requires
an in-depth knowledge of current DSN capabilities and limitations. In conjunction, this
structure facilitates the long range planning process, which requires learning about future
DSN capabilities and limitations and then doing some conceptualizing about the support to
be provided in the future.



FIGURE 1. DSN OPERATIONS PLANNING GROUP
ORGANIZATIONAL STRUCTURE
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The National Aeronautics and Space Administration (NASA) Deep Space Network (DSN)
is a network of tracking station control and data handling facilities, and organizations
dedicated to the tracking and control of interplanetary spacecraft. It has been designed,
constructed, maintained, and operated by the Jet Propulsion Laboratory (JPL), California
Institute of Technology in support of NASA lunar and interplanetary flight programs. The
DSN consists of three station complexes (Figure 1) located approximately 120E apart
longitude around the earth. Each complex has three individual stations. One complex is
located in California, at Goldstone dry lake near Barstow. Another complex is near
Madrid, Spain and the third complex of stations is near Canberra, Australia. Control and
data handling is accomplished at the Network Operations Control Center (NOCC) in the
Space Flight Operations Facility (SFOF) located at JPL in Pasadena, California. The
NOCC is connected to the Deep Space Stations (DSS) with communications circuits
supplied by NASA communication network (NASCOM).

Spacecraft tracking consists of three basic technologies: Telemetry, Command, and
Tracking. The Telemetry System handles the telemetry data from the spacecraft through
the DSN and delivers it to the user project. The Command System receives spacecraft
command sequences from the user project and delivers them to the spacecraft for
spacecraft control. The Tracking System measures the spacecraft trajectory variables
doppler shift and range. The trajectory predicts are generated from this information.

The foundation for spacecraft tracking was provided by the development of the phase lock
loop in the early 1950s (1). The DSN evolved from early trailer-mounted receiver stations
using phase lock loop receivers tracking the first American satellite, Explorer, and the
Lunar Flyby missions, Pioneers III and IV. A more permanent tracking network was
established to track the Ranger series of lunar impact missions, and the Mariner Mars and
Venus flyby missions. The DSN has continued the support of the more advanced planetary
missions, the Mars Orbiter, Mars Lander (Viking), Jupiter/Saturn flybys
(Pioneer/Voyager) and will support the Voyager Uranus flyby in 1986.



Some very important technological advances were required in order for the DSN to be
capable of supporting these increasingly sophisticated missions. Built on phase lock loop
technology was the development of very narrow bandwidth receivers. Low noise front
ends were developed using maser techniques to produce very low input temperatures.
Larger antennas were developed to increase antenna aperture. The early antennas, on
mobile platforms, were 9-meter parabolic antennas. The first stationary parabolic antennas
were 26 meters with 64-meter parabolic antennas being developed in 1966. Arraying
techniques for multiple antennas have been developed to further increase the antenna
aperture. Navigation techniques were developed which allow precision placement of the
spacecraft into trajectories for planetary encounters and orbits. These techniques were
based on advanced computer trajectory modeling, doppler and ranging systems, and very
precise frequency standards (Helium Masers).

Along with the technical advances, the DSN has made many organizational advances. The
early mission operations were manned by the development engineers who had designed
and constructed the stations. By the time of the Ranger lunar impact missions, the
receivers and transmitters were standardized so that the equipment that had to be designed
for each mission could be limited to the telemetry decoders and command generators. The
interface between the standardized or mission-independent equipment and the mission-
dependent equipment was at the receiver baseband output, and at the transmitter
modulation input. The organization reflected this dichotomy. The mission-independent
equipment was operated by station crews which were the same for all missions. The
mission-dependent equipment was operated by crews from the Flight Projects, and,
therefore was different for each mission. The personnel, both mission-independent and
mission-dependent, were now field engineers instead of design engineers. The dichotomy
between mission-independent and mission-dependent organizations also existed in the
Network Control Center at JPL. Station operations were controlled by a mission-
independent operations team. Spacecraft operations were controlled by a mission-
dependent operations team. An elaborate organizational interface was created between the
two operations teams. This organizational design was found to be costly and had some
serious control problems. It was costly because different crews had to be sent to the
stations for each mission. The requirement for mission-dependent equipment and crew on-
station limited the flexibility of the network in substituting one station in a complex for
another, when equipment problems were experienced. The presence of mission-dependent
crews on-station with the expected bias towards their own project caused problems in
maintaining a consistent station configuration and operations control. These cost and
control issues created pressures to make the stations completely mission-independent. This
was accomplished during the 1970s when telemetry decoding techniques and computer
telemetry data handling were developed to produce standardized telemetry data processing
on-station. Also, spacecraft command systems were standardized so that the mission-
dependent command generators could be removed. The mission-independent/mission-



dependent dichotomy is maintained at the NOCC and the organizational interfaces have
been refined. However, budget pressures are pushing towards an even more mission-
independent operations organization. Another direction that DSN operations has taken is
to reduce costs by using lower skilled operators rather than skilled field engineers. Also,
extensive effort has been applied to system design to automate as many functions as
possible, allowing the operations crew size to be reduced. A consequence of this trend
towards lower operator skill levels and reduced crew size is that the real-time operations
tends to become more procedurally based (2). This in turn requires a higher level and more
extensive operations support organization.

The DSN Operations has developed into a four element organization (Figure 2). The
Project is the customer receiving the spacecraft telemetry data and providing the spacecraft
command data through the interface with DSN Operations (NOCC). The operations
element controls the activities at the Deep Space Stations. The analysis element provides
feedback at the network performance level. The scheduling element manages the network
resources to provide maximum coverage for the users, and the planning element plans the
facilities and configurations required to track upcoming missions.

The next five papers in this session discuss the DSN operations organization in detail. The
real-time operations is presented in the first paper (3). DSN performance analysis activities
is presented in the second paper (4). The scheduling activities which allocates DSN
resources to customer projects is present in the third paper (5). The planning activities
required for the DSN to meet flight project support needs are presented in the fourth paper
(6). The last paper discusses some theoretical issues which apply to the design of the DSN
operations organization (2).
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The term, “modem” refers to the modulator and demodulator of a digital link. Principles of
operation and relative performance of PCM/FM, PCM/PM, BPSK, QPSK and SQPSK
modems will be reviewed, including synchronization and coding.
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ABSTRACT

Flexibility and survivability of Space Communications dictate the interoperability of
communication links between as many satellites as feasible. Interoperability increases
survivability by providing alternate paths. Interoperability also improves total system
reliability and cost effectiveness, and it permits a flexible, distributed communications
architecture to evolve. To implement this approach, functional satellite data link standards
are needed to pull together mission data relay, communications, and tracking, telemetry
and command (TT&C) requirements so that they can be satisfied by a common link
design. The basic requirement which unifies these diverse users is their need for uplink
jamming protection and scintillation resistance (in a perturbed atmosphere) at low (75 bps
to 19.2Kbps) data rates. While the downlink and crosslink requirements are more diverse,
they do not constitute major drivers of the standard.

This paper describes Space Division’s standardization effort, the links to be standardized,
the parameters that must be defined and an evolutionary implementation approach. The
first satellite-ground links to be standardized will use 44/20 GHz with wideband spreading
for jam resistance, while the crosslinks will use 60 GHz to avoid terrestrial jamming. Key
issues are discussed, such as the conflicting requirements between TT&C and
communications and the tradeoffs between minimum designs and flexibility.

ITC '82
This CD-ROM duplicates the published proceedings in that only an abstract of this paper was published.



A COMMUNICATION SYSTEM ARCHITECTURE FOR
INTEROPERABLE SYSTEMS

Gilbert E. LaVean
&

Ronald E. Sonderegger
Defense Communications Agency

Washington, D.C. 20305

ABSTRACT

This paper describes a Worldwide Digital System Architecture that was developed in
response to tasking from the Office of the Secretary of Defense to the Defense
Communications Agency (DCA). This tasking directed DCA to develop a Worldwide
Digital System Architecture in coordination with the Military Departments, the TRI-TAC
office, and other interested agencies and commands. The main purpose for developing this
architecture is to take a first step toward assuring that the many command and control
communications and information processing systems are sufficiently interoperable in order
to achieve needed survivability and endurability.

INTRODUCTION

The Worldwide Digital System Architecture (WWDSA) summarized in this paper outlines
a plan for achieving a survivable and endurable endurable capability that synergistically
combines elements from the communications systems supporting the U.S. DoD Tactical,
Civil, and NATO communities. This survivable and endurable capability also includes
significant improvements in security, performance, interoperability, and provides new
services to a wide community of users. Addressing the combined capabilities of many
individual systems within a common overall architecture is a step towards assuring that
users in one community can communicate with similarly equipped users in other
communities.

The WWDSA architecture is the result of an extensive process that began with and was
driven by user requirements. The user requirements used to develop the architecture are
qualitative and address the type of communications services, the quality of the
communication services and the needed fundamental connectivity of subscribers and/or
systems. Needed systems improvements to achieve the system performance to meet the
qualitative user requirements were obtained by first developing a baseline description of



* This Working Group consisted of representatives from the Military Departments, the TRI-TAC
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DoD telecommunications systems, and second by comparing the required capabilities With
those that could be achieved by the baseline. In order to develop reasonable alternative
architectures, evaluation criteria and methodology were developed that were used to assess
performance, survivability, relative cost, and transition capability. Based upon these
evaluation criteria, several alternative architectures were developed and assessed (1).

The central thrust of the entire WWDSA effort was to develop an architecture that will
satisfy as many of the realistic needs of the users as possible, “backing off” only as
necessary for reasons of technology, implementation, and cost. A recommended goal
architecture was chosen based upon the evaluation of alternatives. The specific attributes
of this chosen goal architecture were further developed and a transition strategy to achieve
the required system attributes has been formulated.

WWDSA REQUIREMENTS

In the development of the WWDSA architecture, emphasis was placed on the requirements
of the Worldwide Military Command and Control System (WWMCCS) and the
Commanders in Chief (CINCs), although the requirements of the Military Departments,
DoD agencies and certain civil organizations were also given strong consideration.
Qualitative user requirements established the range of alternative WWDSA architectures
that should be considered, whereas the cost of satisfying these requirements is an essential
input to the requirements validation process.

WWDSA user requirements were developed through a Combination of: (1) analysis of the
missions and operational concepts of the various users, (2) examination of applicable
policy statements, (3) forecasts of technological advances, (4) extrapolations of usage
trends for existing services, and (5) forecasts of demands for new services. The user
organizations played an important role in the requirements development process through a
working group* that developed the WWDSA by providing inputs regarding their missions,
operational concepts and required connectivities, and providing timely criticism of
strawman qualitative requirements developed by DCA. Several iterations of user
requirements postulation and critical review were conducted before the user requirements
were finalized.

SELECTED WWDSA CAPABILITIES

Eight alternative architectures were evaluated as well as the baseline using an extensive
and formal evaluation criteria. The selected WWDSA goal architecture can be summarily



described by its key features. These WWDSA goal architecture key features are:

a) Access to many sources of connectivity, including a variety of transmission media for
path diversity.

b) Ability to use these resources intelligently through improved routing strategies,
processor augmentation and extension of system capabilities to the access node level
when needed.

c) Modularly expandable switches that allow low start-up costs.

d) Interconnected voice and data networks for mutual support and improved
survivability.

e) Improved system control employed among flexible Nodes to improve call connect
performance and system control responsiveness (Distributed and secure CCS is an
important part of this feature).

f) Tandem Switching between designated flexible Nodes at the access level to improve
connectivity, provide a more distributed structure, and thereby increase survivability
and responsiveness.

g) Multirate capability (16 and 64 kbps) among flexible Nodes for more efficient use of
digital transmission links and improved survivability of secure voice users (secure
voice at 2.4 kbps will be carried through the circuit switched network via 16 and 64
kbps channels).

h) Enhanced 2.4 kbps secure voice survivability through the use of packetized voice and
interconnection between circuit- and packet-switched networks.

i) The incorporation of a high (toll) quality 16 kbps secure voice algorithm with good
tandeming and conferencing characteristics.

j) Expanded and integrated use of communication satellites interfaced via small satellite
earth terminals, both military and commercial, to supply wideband services and
expanding the mix of media available to the flexible Nodes.

k) Improved internetwork system control between DCS, tactical, and commercial
networks through the use of automated aids (network Status indicators, facility
reassignment algorithms, and data bases) useful to network management decision
makers. (System control capabilities are at the locations of critical users to assist in
the step-by-step restoral of a disconnected network from the “bottom-up.”)



l) Encourage common standards for all networks, where feasible, for improved
interoperability.

A pervasive theme inherent in these features is the emphasis on promoting distributed
interoperable network configurations for improved survivability, and transmission
efficiency. Current DoD telecommunications and commercial development projects
emphasize digital implementation of analog functions (switching, transmission, speech
processing). The emphasis in the future will be to exploit emerging information processing
and storage capabilities to provide better system control and network management, use of
multiple resources, and interoperable configurations of both packet-switched and circuit-
switched networks. Figure 1 is a functional diagram that illustrates the above listed
features of the WWDSA goal architecture.

TRANSITION STRATEGY

The transition strategy for achieving the WWDSA goal architecture attributes is an
evolutionary strategy that maintains system performance and the availability of current
services as survivability is enhanced and needed new services are added. The WWDSA
goal architecture is compatible with, and takes advantage of, commercial capabilities.
Further, both fixed and tactical U.S. government systems will move toward the goal
architecture at rates which vary according to their current state of development, budgeting,
etc. Allied systems are expected to adopt many of the same features as the WWDSA
because they offer many advantages, including interoperability enhancement.

Figure 2 graphically illustrates the stages of evolution of the various commercial carriers,
U.S. government (both civilian and military) and Allied networks (i.e., NATO).

The key objectives of the transition strategy include:

a) A transition by evolution.

b) Emphasis on funded on-going system upgrades that are compatible with the WWDSA
goal architecture.

c) Flexibility in implementation of features so that unexpected redirection of programs
will have minimal impact on overall budgeting and completion milestones.

d) Ability to implement new services on a timely basis and to react to priorities as needs
become identified.



e) Minimization of disruption of service or degradation of performance during transition.

f) Avoidance of major perturbations in the funding levels required year by year.

CONCLUSIONS

The conclusions of the WWDSA working group that are based upon the overall WWDSA
effort are as follows:

a) The users need to continue to play an important role in the development of the
WWDSA goal architecture and specifically in the further definition of the capabilities
described by this architecture. They should be aware of compromises in capability
that are required due to implementation difficulties.

b) The WWDSA goal architecture should be officially adopted as the goal for the
evolution of all telecommunications systems that fall under the scope of WWDSA.
Certain systems such as the DCS should be able to achieve this goal by 1995, while
others may require a longer transitioning period. The WWDSA goal architecture is as
responsive as possible to the users’ stated needs, considering implementation factors.

c) Policy should be promulgated requiring that all proposals for new programs or
redirections of existing programs for telecommunications systems be reviewed in the
light of whether their end capabilities will be in consonance with the WWDSA goal
architecture. Interoperability between networks should be a key decision factor.

d) Research and Development (R&D) efforts should be initiated on a timely basis to
ensure that the postulated capabilities of the WWDSA goal architecture can in fact be
implemented by 1995. Technical areas requiring new R&D initiatives include the
following:

S Common Channel Signalling (CCS) to all backbone and access switches
S Improved 16 kbps secure voice algorithm
S System control for inter-network management
S Enhanced EHF satellite
S Voice and data network interconnection
S Packetized voice at 2.4 kbps
S Standardization across networks
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ABSTRACT

This paper addresses the development of an architecture or framework to guide the design
of future communications links and networks to support tactical military operations. In the
next decade military forces are planned to be much more mobile and dispersed than they
are today. Improved sensors and information processing capabilities will provide
information needed to manage defense actions against numerically superior enemy forces,
but the effective use of that information will require greatly improved communications
capability. The resultant digital information traffic which consists of bursts of data between
and among users and data sources must be accomodated efficiently, something that neither
the present circuit-switches nor the current store-and-forward message transmission
systems do well. Also, there is a requirement for much more interoperability between the
systems of different services and nations.

Internetwork routing of data transmissions can provide more robust connectivity via
alternate paths, to cope with jamming and physical attacks on specific transmission media
or nodes. An approach to data network interconnection structure that has emerged over the
past several years is the concept of a hierarchial set of protocol layers, each one building
on the one below. In total, they constitute a reference model for “open systems
interconnection.” The most common version of such a reference model is the International
Organization for Standardization’s reference model of Open Systems Interconnection
(ISO OSI) (1).

The ISO OSI model has been designed to serve the fixed plant, benign-environment
commercial user. DoD has special needs for security, precedence, internetwork data
transfer and user mobility that are not yet reflected in the ISO model. Because of these
special needs candidate DoD models that are different from the ISO model have been
proposed. However, an important consideration in the choice of or development of a DoD
standard is that DoD Systems should be able to use commercial equipment and interface
with commercial data networks. Also a consideration is that the reference model used for
strategic and tactical communications should be a standard throughout DoD, although
specific protocols could differ as necessary to support tactical vs. strategic needs. In total,



these requirements and considerations constitute a significant design challenge that must
be addressed promptly if DoD is to have any influence on the finalization of the ISO OSI
model to get it to accomodate DoD requirements as much as possible.

INTRODUCTION

Out-year plans of the U.S. military forces as described in sources like the Army’s Air-
Land Battle Concept briefing call for highly mobile defenses executing carefully
orchestrated tactics. This paper presents an operational context in which future battles
might be fought. It then outlines the associated requirements for the transfer of information
between force elements in such battles and discusses the characteristics of an information
exchange architecture or design framework needed to guide the development of related
DoD communications systems.

OPERATIONAL CONTEXT

An offense strategy in land warfare is to probe the defender’s strength with a multipronged
initial attack and then to maneuver second-echelon attack elements so as to create
overwhelming force ratios in selected areas to assure breakthrough. A typical array of
attack forces at different points in time is illustrated in Figures 1 and 2. The Warsaw Pact
countries currently enjoy nearly a 3:1 advantage in the number of armored force vehicles
they can deploy against NATO in a short-warning war scenario. This means that NATO
forces have about a battalion to defend against each Pact regiment. Studies of warfare
through the years have developed a conventional military wisdom which says that
defensive force can hold a position if the force ratio is not more than 3:1 against it. A 6:1
ratio virtually assures breakthrough in a period of about an hour. The deployments
depicted in Figure 2 will produce a 15:1 adverse force ratio in the primary engagement
area unless the defense takes timely actions.

The actions available to the defense are to commit its reserve units and/or to perform
interdiction strikes to delay and incapacitate enemy units (Figure 3). At a minimum, the
enemy units must be delayed and attrited such that when they arrive in the primary
engagement area the force ratio becomes no worse than 3:1 for more than brief periods of
time.

To dimension this scenario, if the enemy force-element arrows depicted in Figure 3 are
regiments, the primary engagement area might be 10-15 km wide. The overall area
depicted might be 50 km deep and less than that in width. The Warsaw Pact has sufficient
forces to make seven or eight such eight-regiment breakthrough thrusts along the 700
kilometer width of Central Europe, and to have an equal or greater number of second 



echelon army units backing up these attack forces, postured to exploit successful lower-
echelon breakthroughs (Figure 4).

INTERDICTION TARGETING

As depicted in Figure 5, the enemy force movement is usually constrained by roads, towns,
rivers and terrain features. Timely destruction of bridges can cause chokepoints to develop
that constitute area-type targets for cluster munitions. Mining of roads can force maneuver
units into the field, reducing their speed by a factor of two or more--as well as creating
more chokepoints. Assembly areas, supply dumps and command centers constitute more
area-type targets. Some of the targets such as chokepoints and assembly areas can be
attacked to attrite the enemy directly and others such as roads, bridges and command
centers can be attacked to slow him up and disorganize him, providing the delay needed to
get defensive forces into position.

It should be noted that all of the interdiction targets discussed are ones which, with
appropriate weapons, could be attacked on the basis of precise coordinate information,
provided that the attack occurred within the target latency period. Target latencies for the
types of targets discussed here range from a half hour for some of the chokepoints to a half
a day or longer for some of the assembly areas and supply dumps. Being able to deliver
weapons to a set of coordinates (as opposed to having to reacquire a target with sensors on
the weapon delivery vehicle) is very important because of the dense enemy air defense
environment that pertains to this scenario. Coordinate-based attacks allow stand-off
weapon delivery or delivery from low altitudes which are safer modes.

INFORMATION TRANSFER NEEDS

The tactical communications, navigation and position fixing capability needed to
adequately support fighting the type of battle described here is not in place today. The
current FM radio nets, which are the backbone of ground force forward area
communications, suffer from range limitations imposed in large part by the line-of-sight
(LOS) characteristics of the radio frequencies employed. Tactical units all want all of the
cover they can get from hills, gulleys and trees and they deploy their vehicles and antennas
accordingly; and most roads are in valleys as opposed to on ridge lines. Especially in the
hilly terrain in which U.S. forces in Germany are deployed, this means that few land force
elements in tactical deployments are able to maintain dependable LOS communications at
ranges of more than 5 or 10 kilometers between vehicles.

Today it is common to find tactical voice radio conversations being conducted at 0-3 dB
signal-to-noise ratios. This provides about 50% word intelligibility which is judged poor
but marginally acceptable by users. Zero dB signal to noise ratio corresponds to about a



10-1 bit error rate which would be totally unsatisfactory for digital transmission of
coordinates or other numerical data. For that requirement, bit error rates of 10-6 are needed
at a minimum. Enemy jamming considerations outweigh the gain that can be provided by
affordable error detection and correction mechanisms.

One way to provide the much higher quality communications capability needed for mobile
tactical forces would be to increase the use of relays to get over or around obstacles and to
shorten path lengths. Relays can be emplaced on hilltops or installed in aircraft or
spacecraft, although there are problems with each of these locations insofar as supporting a
mobile tactical user is concerned. Individual radio users also can perform relay functions
for each other, provided an appropriate system architecture is in place and suitable
communications protocols are employed. The most effective use of relays requires a
networking and internet architecture which is not yet in place.

The tactical information exchange problem transcends Service as well as national
boundries. The Army need for more range and more jamming protection has just been
discussed. The Air Force needs an improved information transfer capability to aid in all-
weather and low-level weapon delivery, IFF and air defense. The Navy/Marine Corps has
requirements similar to those of the other Services but has a unique air-surface requirement
in addition. All Services recognize needs for communications security, including low-
probability-of-intercept and the ability to avoid traffic analysis and other exploitation
techniques as well as cryptographic penetrations.

ARCHITECTURE FRAMEWORK REQUIREMENTS

There will always be a mixed set of older and newer tactical information transfer systems
in the field. Old systems will not be thrown away during new-system-phase-in periods and
the diversity of users of information transfer systems ensures multiple networks of mixed
vintage. Consideration of Allied systems confirms this view. A 1990’s system design
concept that provides a framework for capability growth while maintaining system
interfaces and interoperability features is needed to guide future design and development
choices (2).

This framework must accomodate the rapid growth of ADP systems planned for the next
5-10 years. According to present DoD procurement plans, hundreds of ADP devices per
Corps area will be in the field by 1990. Several thousand users will be involved in
generating, analyzing or applying the information collected and/or managed by these
systems. The users and systems requiring interconnection might be separated physically by
as little as a meter or by as much as hundreds or thousands of kilometers. Allowable
transmission delay times might be short, especially for sensor-weapon links. While many
data messages will be short (a few hundred bits) and time perishable, peak traffic loads in



battle might be high, driven upward by sensor-weapon links and the tracking of air and
ground targets. Thus, there is a requirement for efficient transmission of a large number of
short messages.

The typical user accessing a computer data base would like a wide-bandwidth connection
that could support rapid transmission and receipt of data. However, this same user only
loads the communications link for short periods (normally tens of milliseconds), and there
might be long pauses between uses. Such communications is characterized as “bursty”.
This user not only needs a wide information bandwidth but also a low bit-error rate and
survivable links. Thus, he needs an “expensive” channel he doesn’t plan to use much.
Neither circuit switches nor conventional store-and-forward message switches meet this
connection requirement well. Circuit switches can provide the needed bandwidth, but the
time to make the connection would normally far exceed the time the circuit was used for
any one transmission. Leaving the circuit up between transmissions would be unacceptably
inefficient since it would dedicate resources needed by other users. Conventional store-
and-forward message switches would be too slow.

ARCHITECTURE DESIGN CONSIDERATIONS

Four principal considerations drive the selection of an architecture for DoD information
exchange:

– Aside from improvements in basic communication link design, the primary way to
achieve survivability of connectivity is through increased internetting of individual
communication systems to establish a “system of systems.” Survivability gains would
result from the ability to relay messages automatically as well as the ability to use alternate
communications media to achieve connectivity.

– Such an internetted system of systems can be accomplished more effectively on a digital
rather than on an analog basis. Also, the bursty communications traffic requirements
associated with ADP devices can be supported much more efficiently in a digital
architecture.

– Voice communications will continue to be a prime requirement for tactical users whose
hands and eyes are busy on other tasks and who must transmit and receive warnings,
advice, etc. with minimal delays.

– The architecture must not obsolete current DoD investments in communications
capability. Currently fielded equipment as well as that now in advanced engineering
development or production must be usable as link and network building blocks.



ARCHITECTURE OPTIONS

An approach to network interconnection structure that has emerged over the past several
years is the concept of a hierarchial set of protocol layers, each one building on the one
below. In total, they constitute a reference model for “open systems interconnection.” The
most common version of such a reference model is the International Organization for
Standardization’s Reference Model of Open Systems Interconnection (ISO OSI) (1).

The ISO OSI model has seven layers:

(7) Application (the users interface to the interconnection process)

(6) Presentation (formatting and syntax translation)

(5) Session (organizing, synchronizing, controlling)

(4) Transport (network selection, management, flow control)

(3) Network (link selection, routing, error management)

(2) Data Link (media management, error detection)

(1) Physical (the media: wire, radio, etc.)

Standard protocols are envisioned to support each of the seven layers. Some of these exist,
generally at the lower levels.

As illustrated in Figure 6, header information is added to the basic data block at each
protocol layer, providing message handling instructions for succeeding layers. At the
network layer level the data block and its headers constitute a “packet” which can then be
routed through diverse links and media to its destination, having been multiplexed for
transmission efficiency with other packets along the way. At the recipient’s terminal, the
process is reversed and the headers are stripped off in accord with the protocol instructions
and the data block is delivered to the user in a form he understands.

Packet switching, per se, is a mature technology. It was conceived in the early 1960s and
developed by the Defense Advanced Research Projects Agency (DARPA), and in parallel
by the British, in the later 60s. During the 70s a number of commercial packet services
became available, e.g., TELENET and TYMNET. Today, packet switching is incorporated
in all the new “office automation” data transfer systems like Xerox’s ETHERNET, ATV’s
ACS, IBM’s SNA, etc. and commercial packet services are available internationally.



However, the concept of a standard, layered-protocol model to provide open systems
interconnection is of more recent origin and the candidate models that exist are not yet
well defined (3). Most of the efforts expended to date on developing a standard layered-
protocol reference model have been driven by commercial interests. Thus, the focus has
been on the fixed plant, benign environment of commercial users. DoD needs for security
(including transmission and network control security), precedence, internetting and the
support of mobile users have not been a concern for most of the participants in the model
development process. In fact, some of the security issues are difficult to discuss in an
unclassified forum.

Responding to a perceived need for a reference model more responsive to DoD
requirements, DARPA has developed a candidate standard DoD protocol reference model
which is designed around existing protocols as illustrated in Figure 7. The most significant
difference between the DARPA and ISO models is the inclusion of an INTERNET layer
by DARPA to provide individual packet “datagram” service when multiple networks are
traversed.

There are sets of supporters for at least three approaches to the establishment of a standard
reference model for DoD. Perhaps the largest of these sets is the one that says basically
that the seven-layer reference model proposed by ISO is loosely enough defined that DoD
can write its own specific definitions and use that model.

A smaller set of people is voicing concern that accepting the ISO nomenclature and writing
DoD definitions is tantamount to encouraging anarchy. This group feels that DoD should
negotiate an acceptable set of specific definitions and any necessary structural changes in
the ISO model, to ensure compatibility between future DoD and commercial equipment
and networks.

There is a third, and still smaller, set of people who feel that either of the above
approaches is doomed to failure and that DoD should just go its own way and develop a
model which meets DoD needs, paying attention to the use of commercial standard
protocols where they are applicable.

There is probably still another set of people who think DoD should not worry about packet
switching standards at all because they feel that improved circuit switches and
conventional store-and-forward switches will be adequate.



CONCLUSIONS

1.   Providing the robust interoperable communications capability needed for management
of tactical forces in future warfare will require much more internetting of links, particularly
data links.

2.   The layered reference model for open systems interconnection is a good idea. When
functional interfaces are specifically described at the model layer boundries, it will allow
diverse systems to transfer packets in a transparent fashion.

3.   The current broad acceptance of the ISO model is probably illusionary. The model will
only work when it is specifically defined, but the reason it has so much acceptance is that,
currently, it is not well defined and everyone can “see” what he wants/needs in it and
make his own specific rules. Nevertheless, DoD should mount a coordinated effort to work
with the ISO standards groups and press for layering and definitions suited to meeting
perceived DoD needs. DoD will want to use both commercial equipment and networks for
some of its needs, and the ISO model is at least a good start.

4.   Neither of the present two standard DoD packet protocols, Internet Protocol (IP) and
Transmission Control Protocol (TCP), corresponds to current ISO layering. There is some
international acceptance of the concept of defining the ISO NETWORK layer as consisting
of two sublayers, 3A and 3B. Layer 3B would be a “Global” layer supporting datagram
service of the type implemented by IP. Layer 3A would be supported by CCITT X.25 or
other network protocols. While this makes the ISO model effectively eight layers, it seems
a good compromise if the new layers are properly defined. It is not yet as clear how the
problem of mapping TCP into the ISO layers might be resolved (if it needs to be resolved).

5.   A number of other protocols are becoming de facto DoD standards, e.g. Mail
Transport Protocol (MTP), File Transport Protocol (FTP) and TELNET (terminal-to-host
protocol). Many additional protocols remain to be written for a complete DoD information
exchange system. These should be developed in accord with a standard DoD reference
model, hopefully the ISO model as modified by international agreement.

6.   The reference model for “tactical” and “strategic” protocols should be the same.
However, specific protocols, for example at the Link level, may differ.

7.   The Defense Communications Agency (DCA) has been designated as Executive Agent
for DoD for computer communications protocols including host-to-host protocols such as
TCP and IP. Thus, DCA has the responsibility for the layers of the reference model that
are most in need of negotiation.



8.   Much remains to be accomplished to get the tactical information exchange needs, as
outlined in this paper, reflected in an international information exchange architecture.
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Figure 7  Layered protocol structure for the DARPA reference model.



COMSAT SATELLITE CONTROL NETWORKS

Charles E. Johnson
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INTRODUCTION

The COMSAT family of companies is actively involved in the operation of the Intelsat,
COMSAT General, and Satellite Business Systems (SBS) ground networks which
currently control twenty-five communications satellites utilizing three control centers and
thirteen ground stations with forty-five antennas. Satellites controlled include INTELSAT
IV (7), INTELSAT IVA (5), INTELSAT V (4), COMSTAR (4), MARISAT (3), and
SBS (2). COMSAT also operates a launch services network consisting of a COMSAT
Launch Control Center and Intelsat ground stations, as required, to guide spacecraft to the
proper orbit station. Intelsat V flight 4 was launched in March 1982. Two additional
Intelsat V’s and one SBS are scheduled for launch this year. The latter will be on the first
commercial shuttle mission.

The ground control networks contain a commonality traceable to COMSAT’s influence in
the design of the satellites and experience in the control of communications satellites
dating back to the launch of the Early Bird in 1965. This paper presents an overview of
operational and planned networks in which COMSAT plays a significant role.

CONTROL OF THE SPACE SEGMENT

The primary objective of each of these networks is to control the space segment of the
satellite system so as to provide uninterrupted commercial communications service
consistent with the requirements of the ground segment. All of the satellites controlled are
in geostationary equatorial earth orbit at the nominal synchronous altitude of 35,780 km,
positioned at various longitudes over the three ocean regions and the American continents.

Each network uses tracking, telemetry, command, and ranging facilities to control satellite
parameters and functions including satellite orbit position, spacecraft attitude, and antenna
pointing. Each network also performs housekeeping functions such as communications
configuration, power management, fuel management, and redundant resource management.



COMMON NETWORK ELEMENTS

Each network consists of a control center (all located in the Washington, D.C. general
area) and from two to eight tracking, telemetry, command, and ranging ground stations
located around the world. Most ground stations include at least one full motion tracking
antenna but many utilize limited motion T&C antennas. Co-located communications
antennas are sometimes used for telemetry and command. Some additional
communications antennas are used to facilitate the transfer of telemetry data to the control
center. There is always at least one antenna assigned to each satellite for full time
telemetry monitoring, but the command and ranging carriers illuminate the spacecraft only
as required.

Each ground station includes computerized telemetry processing, command generation,
tracking, and ranging capability sufficient for the short term autonomous control of
assigned satellites, but strict control is maintained from the control center except in the
event of a communications outage. All telemetered data is transferred without modification
to the control center using satellite links and leased telephone facilities. Although each
network includes some form of computer aided command transmission capability,
commands are normally transmitted manually from the ground stations under voice
direction of the control center.

Each control center contains extensive computer processing equipment for real time
telemetry display, limit checking, fault detection, and alarm generation. Historical
telemetry data is available on all satellites at progressively less frequent sample rates from
launch to the current date. An interactive plotting capability can provide access to every
frame of data for several hours, and long term magnetic tape storage can provide every
frame of data for longer periods.

Satellite orbital control and monitoring for all networks is provided by a single COMSAT
group. Tracking and ranging data from all ground stations is returned to one of
COMSAT’s computers in the Washington, D.C. area for orbit determinations.

INTELSAT CONTROL NETWORK

COMSAT’s Intelsat Technical Services provides engineering and other technical support
to the Intelsat satellite control network, and COMSAT owns and operates the two TT&C
stations located in the United States at Andover, Maine and Paumalu, Hawaii.

The Intelsat network includes six additional TT&C stations located at Carnarvon,
Australia; Fucino, Italy; Pleumeur-Bodou, France; Tangua, Brazil; Yamaguchi, Japan; and
Zamengoe, Cameroon. These stations include thirteen TT&C antennas in addition to



fifteen communications antennas. The Intelsat Control Center is located in Washington,
D.C. The Intelsat network now supports twelve INTELSAT IV’s and IVA’s, and four
INTELSAT V’s. An additional eleven INTELSAT V series spacecraft are scheduled to be
launched through 1985. Recently, a contract was awarded for an initial order of five
INTELSAT VI series spacecraft, scheduled for launch in 1986 and beyond.

COMSTAR AND MARISAT CONTROL NETWORK

COMSAT General Corporation serves as the system manager for the COMSTAR and
MARISAT systems. The COMSAT General satellite control netwrok consists of three
TT&C ground stations located at Fucino, Italy; Santa Paula, California; and Southbury,
Connecticut; and a Systems Control Center (SCC) located in Washington, D.C. The
Fucino, ground station has one auto tracking antenna. The Santa Paula and the Southbury
earth stations each include two autotracking and one limited motion (non-autotracking)
antennas.

The system supports a network of seven satellites consisting of three MARISAT satellites
serving the Atlantic, Pacific, and Indian ocean regions, and four domestic COMSTAR
satellites.

SATELLITE BUSINESS SYSTEMS CONTROL NETWORK

The SBS Telemetry, Tracking, and Command (TT&C) network consists of one beacon
earth station in Castle Rock, Colorado and a combined earth station and control center in
Clarksburg, Maryland. The Castle Rock station includes two full function autotrack
antennas, three limited motion T&C antennas, one limited motion Constant Reference
Source (CRS) antenna, and a set of telemetry and command processing equipment. The
Satellite Control Facility in Clarksburg, Maryland includes two limited motion T&C
antennas, two limited motion CRS antennas which may be shared for T&C. It also has an
extensive set of TT&C processing equipment, and additional equipment for monitoring and
excercising direct control over the satellites and the beacon earth station.

The SBS series is unique in the current COMSAT family of satellites in that the primary
means for spacecraft antenna pointing control is through tracking of a ground beacon.
Current Intelsat and COMSAT General satellites use on-board earth or sun sensors for
antenna pointing control. SBS uses both K-band and C-band telemetry and command
frequencies, C-band for transfer orbit (for compatibility with the Intelsat network) and
K-band for synchronous orbit operations. The SBS network currently controls two
satellites in orbit. A third is scheduled for launch on the shuttle in November, 1982. A
fourth is being assembled at the manufacturer’s plant and a fifth is in the planning stages.



FUTURE PROGRAMS

A COMSAT subsidiary, Satellite television Corporation (STC), plans to implement a
network for controlling direct broadcast satellites, intended primarily for satellite-to-home
pay television service. SIC is currently evaluating proposals for the construction of two
satellites (one operating and one spare) which would be used to initiate service in the
eastern United States, as well as options on additional satellites to extend the service
nationwide. The ground facilities portion for control of the system will include a
centralized Broadcast Center and System Control Facility near Las Vegas, Nevada, a
backup ground station at Santa Paula, California, and an alternate monitoring facility in
Washington, D.C.



“AFSCF NETWORK PLANNING”

Colonel Peter Peterson)
HQ., Air Force Satellite control Facility (AFSCF

Sunnyvale Air Force Station, California

The AFSCF as a common user net is a key element in the future space architecture. Space
is transitioning from a R & D role to an operational role as the operating command
integrate space systems into their mission systems. Because of the increasing dependence
of operating commands on space systems, survivability of those elements is an additional
requirement along with improved mission capability.

The AFSCF will continue to support the operational satellites for TT&C either as a prime
or as a back-up for the foreseeable future. In addition, the AFSCF will incorporate
survivability technologies such as mobility, interoperability, extremely high frequencies
and satellite relay to make its survivability consistent with the other space elements.

This means the ground control architecture will evolve to a centralized ground support
structure for spacecraft with a high degree of onboard TT&C and mission capability which
will reduce dependence on fixed ground systems.

ITC '82
This CD-ROM duplicates the published proceedings in that only an abstract of this paper was published.
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Abstract

The Tracking and Data Relay Satellite System (TDRSS) is approaching launch readiness,
with operations scheduled to commence in 1983. This paper describes TDRSS including
the commercial communications or Advanced Westar (AW) components and the launch,
network, and test elements being employed to bring the system to operational readiness for
user support. Users and user equipment are also discussed.

INTRODUCTION

The TDRSS is to provide leased services to NASA for tracking and data relay of user
spacecraft for a period of ten years commencing in 1983. The Space Communications
Company (SPACECOM) is the prime contractor, owner and operator of TDRSS, including
the AW portion. SPACECOM is a partnership affiliated with Continental Telecom Inc.
(formerly Continental Telephone Corporation), Fairchild Industries, Inc., and Western
Union Corporation.

The TDRSS will consist of four spacecraft in orbit supported by a ground station complex
at White Sands, New Mexico. TDRSS scheduling for user support will be directed from
the NASA Network Control Center at Goddard Space Flight Center, Greenbelt, MD. An
extensive test program has been implemented to assure the readiness of this system. For
support of launch operations the Kennedy Space Center (KSC), the Johnson Space Center
(JSC) and the worldwide tracking, telemetry and command facilities of the NASA
Spaceflight Tracking And Data Network (STDN) and the Air Force Satellite Control
Facility (AFSCF) will be employed. Extensive tests and simulations utilizing these
connected facilities will be conducted prior to the TDRSS launches.

The first TDRSS spacecraft is scheduled for launch in January 1983 with the second
launch scheduled in June 1983. Limited user support, on a best-efforts basis primarily for
Space Shuttle and Landsat-D, will commence prior to the second launch. Full system 



capability will be provided with both TDRSS subsequent to completion of service
acceptance tests during the third quarter of 1983.

THE TRACKING AND DATA RELAY SATELLITE SYSTEM

The concept of a satellite data relay system at geosynchronous altitude dates back to at
least 1964 when the author proposed such a system with two spacecraft for support of the
then planned U.S. Air Force Manned Orbiting Laboratory (MOL) missions. Such a system
would have increased communications coverage for the MOL astronauts from 15% or so
of their time in orbit to more than 85%. Next year TDRSS will provide more than 85%
coverage of Spacelab orbits. Full coverage from the surface of the earth to several
thousand kilometers is provided by TDRSS except for a segment over the Indian Ocean, as
indicated by Figure 1. An additional ground station would have been required to fill this
gap, but was not included in the program to reduce costs. The spatial distribution of
TDRSS coverage and satellite longitudes are shown in Figure 2 which is a view as though
looking down upon the North Pole. TDRS-East is over the Atlantic and TDRS-West is
over the Pacific; the spare will be at 79E W such that it has a complete view of the United
States and may thus be used for domestic commercial communication or NASA support.
The single access (SA) S and K-band antennas are gimballed, and are steered from the
ground; their coverage pattern is broader than the pattern for the multiple access (MA)
S-band phased array system (also steered from the ground) as indicated in Figure 2.

In addition to TDRS-East, TDRS-West and the spare, which will be shared between the
NASA and commercial services, it is planned to station a fourth TDRS at 91E W longitude
to provide commercial domestic communications service at C and K-bands. The complete
system is shown in Figure 3. At White Sands 18-meter K-band dishes will support the
East, West and spare TDRS, while a 9-meter K-band dish will support the fourth, or AW
satellite. A co-located control center at White Sands will provide tracking, command and
telemetry support for the entire system as well as tracking and data relay services and
interfaces with NASA. Communications such as commands that are transmitted from the
TDRS to a user are designated FORWARD Link services, while those from the user to the
TDRS such as telemetry and sensor data are designated RETURN Link services. The
TDRSS services are shown in Figure 4 and 5.

TDRSS GROUND SEGMENT

The TDRSS ground segment, designated as the White Sands Ground Terminal (WSGT), is
located near Las Cruces and the White Sands Missile Range, New Mexico, to take
advantage of low rainfall conditions, thereby enhancing K-band communications
operations, and also to utilize U.S. government property while achieving the desire
longitude for system control.



The WSGT is shown in Figure 6. The three 18-meter K-band dish antennas used to control
and to communicate with TDRS-East, TDRS-West and the spare, as well as a backup
6-meter S-band tracking, telemetry, and command (TT&C) dish are aligned north and
south, with the TT&C dish to the south. A k-band 9 meter dish is on order and will be
used for TT&C, as well as test and checkout purposes for AW capabilities. This antenna
will be placed to the southeast of the present antennas. S and K-band antennas for
simulation and axial ratio testing purposes are mounted on the roof of the facility which
includes 3066m2 (33,000 sq. ft.) of floor space. A planned addition of approximately equal
size will provide space for a depot, software training and maintenance, and more office
areas. The principal technical elements in the present WSGT facility consist of six (6)
operations consoles, two (2) Univac 1181 mainframe computers, nine (9) Digital
Equipment Corporation 1170 computers, 322 racks of equipment, and 60 and 412 cycle
uninterruptible power systems. The facility is fully secured with a double chain link fence
system and other safeguards required to maintain the WSGT at the Secret level. The
TDRSS command links are secured with a KG-46 system. Figure 7 provides a WSGT
functional diagram. The technical functions are entirely under computer control such that
the operators in the TDRS Operations Control Center (TOCC) need intervene only to
respond to problems. User service scheduling messages, user orbit information in the form
of state vectors and a force model and other messages are received by the computer
system from the computers at the NASA Network Control Center (NCC) at GSFC. The
WSGT computers then schedule station equipment strings, prepare TDRS satellite antenna
pointing commands, and implement the entire system configuration as required to acquire
and to support the user at the proper time. Upon establishing the links with the user
spacecraft, and depending on the service requested, commands can be sent from the user
control center to the user spacecraft, and telemetry and tracking data can be received.
Nearly a million lines of code are required in the WSGT software to perform all the
functions required. It is planned that as of the last quarter of 1982 all the WSGT facilities,
software, and operators will be in place and checked out, and that final preparations for
launch support and TDRS flight support will be underway.

TDRSS SPACE SEGMENT

The TDRS is a three-axis stablized spacecraft weighing approximately 2268 kg (5000 lbs.)
and spanning 17 meters (over 57 feet).

Six TDR spacecraft are being built to support the four-spacecraft constellation for ten
years. A ground spare will be available for call up upon failure of an on-orbit TDR
spacecraft. Each TDRS is designed to provide ten years of S and K-band services, and
seven years of C-band services. Figure 8 illustrates the TDR spacecraft features. Two
4.9 meter deployable, gimballed mesh antennas provide the single access S and K-band
services for NASA or K-band spot beams for the AW commercial services. Since the



NASA and AW services share K-band components in the TDRS, they cannot be operated
simultaneously. A body mounted S-band phased array system of 30 elements provides
service for multiple access (MA), low data rate users. For TDRS TT&C and for user data
between TDRS and WSGT the Space Ground Link (SGL) K-band antenna which is
gimballed and pointed from the ground is utilized, providing a 650 GHz downlink. An
S-band omni antenna is utilized for backup to the SGL link for TT&C only. Bodyfixed C
and K-band antennas for AW pruposes complete the complement of seven TDRS antenna
subsystems. The C-band subsystem is independent of the other spacecraft communications
subsystems and may be operated simultaneously with them. AW payload information,
including coverage patterns, is presented in Figures 9 through 14.

LAUNCH SEGMENT

The TDR spacecraft will be the first to be placed in geosynchronous oribt by the Space
Shuttle and the Inertial Upper Stage. The 21,088 kg (46,500 lbs.) up weight of the
TDRS/IUS combination exceeds weights previously lifted on Shuttle and the TDRS
weight of 2268kg (5000 lbs.) is very close to the maximum capacity of the IUS. The
second STS orbiter, Challenger (099), together with a new lightweight external tank has
been selected for the first TDRS mission so as to provide more weight margin. This will
also be the first IUS mission aboard Shuttle. Payload flow at KSC will be through the
Vertical Processing Facility (VPF) where the TDRS will be mated to the IUS.
Subsequently, the mated TDRS/IUS will be transported to the Rotating Service Structure
(RSS) and inserted in the RSS. Final preparations such as hydrazine loading and battery
charging will be conducted in the RSS. Extensive testing, including network tests between
TDRS/IUS, JSC, AFSC and WSGT will be conducted during the KSC operations.

After STS launch and attainment of approximately a 241 km (150 nmi) circular parking
orbit at about Launch (L) + 1 hr. the payload bay doors will be opened and the orbiter will
be oriented so that the payload bay faces earth, thereby providing TDRS thermal control.
During the parking orbits communications tests will be run between the TDRS/IUS and
monitoring elements in the STDN, AFSCF, and WSGT, and a GO/NO-GO decision to
deploy the TDRS/IUS will be made. Deployment will be accomplished by elevating the
TDRS/IUS to an angle of 58E on a tilting mechanism in the IUS cradle, and utilizing spring
forces for separation. Subsequently, the orbiter will back away from TDRS/IUS, and after
sufficient separation has occurred IUS first burn will take place. During the transfer orbit
the IUS will conduct roll maneuvers for TDRS thermal control, and will also conduct
dipout maneuvers approximately every hour. The dipouts permit pointing the TDRS TT&C
S-band antenna pattern at the earth for communication with STDN stations through which
commands generated at WSGT will be sent to TDRS.



After separation of the first IUS stage near apogee of the transfer orbit the second stage
burn occurs, circularizing the orbit at apogee. IUS residual velocities are trimmed using the
IUS reaction control system. The IUS then orients to the TDRS appendage deployment
attitude and the TDRS solar panels, SGL and C-band antennas are deployed; the SA
antennas are deployed after IUS separation. The IUS then separates and performs a
maneuver to avoid any further contact with TDRS. The entire launch sequence from STS
liftoff at KSC to IUS separation from TDRSS is on the order of 16 to 19 hours depending
on geosynchronous orbit insertion longitude.

Mission management of the launch phase provides a challenge because of the many
elements involved and the requirement for two GO/NO-GO decisions, one for KSC launch
and the other for the on-orbit deployment from the Challenger. The Mission Management
Plan prepared by Spacecom and approved by NASA calls for TDRSS project
representation at KSC, JSC, AFSCF and of course WSGT. The NASA and Spacecom
project managers will be located at JSC until after TDRS/IUS deployment from STS.
Subsequently, they will fly to WSGT to complete the launch phase of the mission.

SYSTEM TESTING

WSGT hardware installations were substantially completed by early 1982, and systems
tests between WSGT and the GSFC control center facilities were begun in April 1982.
Figure 15 shows a typical test configuration. The NCC or its surrogate sends scheduling
messages and other messages through the NASA Communications System (NASCOM) to
WSGT where various simulators are used to exercise the system and to return signals to
GSFC in a manner similar to an actual operation. Later stages will include data flows with
the AFSCF and JSC to insure the AFSCF capability to strip the TDRS telemetry data from
the IUS telemetry, and the JSC capability to strip IUS telemetry from the orbiter data
stream. Flight mission simulations will be run in the L-90 day period. Figures 16 and 17
show the prelaunch data transmission simulation tests that will be run when the TDRS,
IUS and orbiter are at KSC. Similar data flows will apply on orbit. Completion of TDRSS
acceptance tests will occur after launch and successful establishment in orbit of both
TDRS-East and TDRS-West, scheduled for the third quarter 1983.

TDRS USERS AND USER EQUIPMENT

While it is planned that the first 90 days after launch of a TDRS will normally be devoted
to spacecraft test and checkout, it is expected opportunties for user testing and support in
this period may occur and will be utilized as schedule permits. Such early users are
expected to include Shuttle and Landsat-D. Spacelab is one of the first programs to require
full use of the two TDRSS system upon completion of TDRSS acceptance testing.



In general, TDRS users require medium to high gain (for spacecraft) antennas which can
track the TDRS being used. Power amplifiers of 5-20 watts represent a typical range; all
data must be in a digital format and various coding systems are used. Various user antenna
configurations are possible, such as the 1.8-meter high gain S and K-band two-axis
gimballed dish on a 3.8 meter bifold boom that is utilized by Landsat-D (Figure 18). The
long boom provides a clear field of view above spacecraft obstructions such as the solar
panels, although gimballed antennas introduce non-trivial vibrations for applications such
as Landsat-D.

Another type of antenna that may be used for TDRSS applications at S-band is the
Electrically Steerable Spherical Array (ESSA) (Figure19). A microprocessor controls a
switching power divider which directs power to the circular radiating elements on the
surface of a sphere or hemisphere to form one or more directed beams or omni-directional
coverage. From 7 to 23 dB gain is provided at S-band. The NASA Earth Radiation Budget
Satellite (ERBS) program is expected to use an ESSA antenna for communication with
TDRSS.

A standard transponder has been developed under NASA sponsorship for use with either
the TDRSS or STDN S-band services. Features include compatibility with the TDRSS
MA or SSA services as well as STDN, internally programmed acquisition sequence,
automatic reconfiguration for TDRSS or STDN, command detector, and a transmitter in
1.0, 2.5 and 5.0 watt versions, among others.

CONCLUSION

Full implementation of the TDRSS is nearing completion, with system operations
scheduled to commence in 1983. TDRSS will provide a range of user satellite coverage
and data throughput not previously achievable with ground station networks. The TDRSS
leased services will be provided to the government by SPACECOM for a period of ten
years beginning in 1983. TDRSS also includes an extensive C and K-band
communications capability with coverage of the United States, Atlantic, and Pacific areas;
the C-band coverage may be provided simultaneously with the tracking and data relay
services. A number of activities are being conducted for the first time in implementing the
TDRSS, such as the provision of leased tracking and data relay services to the
government, sharing a geostationary platform between government and commercial uses,
and launch on Shuttle/IUS. User spacecraft equipment is available to permit early
utilization of TDRSS for tracking and data relay purposes.
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 GLOSSARY

AW Advanced WESTAR System NUTI NASCOM User Traffic Interface

BRTS Bilateration Ranging Transponder
System

OSCF Operations Support Computing
Facility

C-BAND 3.7 to 6.4 GHz PCM Pulse Code Modulation

ESSA Electrically Steerable Spherical
Array

POCC Project Operations Control Center

JSC Johnson Space Center PSS Portable Simulation System

KBPS Kilobits/Second SADA Solar Array Drive Assembly

kg Kilogram S-BAND 2- to 2.3 GHz

km Kilometer SGL Space Ground Link

KSA K-band Single Access SOC Simulation Operations Center

KSC Kennedy Space Center SSA S-band Single Access

K-BAND 11.7 to 15.2 GHz STDN Spaceflight Tracking and Data
Network

MA Multiple Access TDRS Tracking and Data Relay Satellite

MBPS Megabits/Second TDRSS TDRS System

MHz Megahertz TLM Telemeter; Telemetry

NASA National Aeronautics and Space
Administration

TOCC TDRSS Operations Control Center

NASCOM NASA Communications Network T&C(TT&C) Tracking, Telemetry, and
Command

NCC Network Control Center (GSFC) WSGT White Sands Ground Terminal

NGT NASA Ground Terminal (at
WSGT)

NSCI NASA System Control Interface
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TRANSPORTABLE/MOBILE TERMINALS (TMT)
A Satellite System Survivability Option

James F. Sullivan
Manager, Space and Defense Programs

Satellite Control Facilities Operation
Ford Aerospace & Communications Corporation

Sunnyvale, California

Recent policy statements from senior Air Force personnel places a high priority on the
survivability of “deliverable products” from space systems, throughout the conflict
spectrum. The timely delivery of these products is dependent on the endurability of the
spacecraft, the bit-stream carrying the products, and the ground terminals.
Transportable/Mobile Terminals afford a viable option to provide a control segment that
can be balanced with the endurability of the space and user segments.

This paper examines Transportable/Mobile Terminals whose mission is to provide
tracking, telemetry and command support to mission satellites through the conflict
spectrum. The role and relationship of TMT’s in the totality of the Satellite Command and
Control architecture is discussed in an operational, as well as technical, context.

Topics of discussion include threats and countermeasures, sensitivity of design to
requirements, the impact of satellite autonomy and the relationship of TMT’s to other
planned improvements to the Satellite Command and Control architecture.
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AUTOMATED CONTROL OF MULTIPLE GROUND VEHICLES

William A. Rice
Chief, Telemetry Branch

National Range Operations Directorate
White Sands Missile Range, NM

ABSTRACT

The Drone Formation Control System (DFCS) was developed by IBM, Federal Systems
Division in 1976 under contract to the US Army White Sands Missile Range (WSMR) to
provide precise automatic closed-loop control for multiple target aircraft.

The unique DFCS distance measuring equipment (DME) data link allows for both range
measurement and the transmission of both command and telemetry data on a single
frequency (915 MHz).

The DFCS is controlled by a federated chain of microprocessors linked to a large scale
IBM System 360 Model 75. The unique data link embedded in a system totally driven by
software allowed the DFCS to be modified for automatic control of multiple ground targets
as well as aerial targets.

This paper briefly describes the DFCS and the modifications performed for ground target
control. The DFCS RF modulation/demodulation technique is emphasized.

INTRODUCTION

Projected requirements in the early 1970’s for multiple repeatable target presentations and
precision formation flying led to a conceptual study at WSMR to determine what kind of
control system could be used. The introduction of the U.S. Amy’s Air Defense Patriot
missile project and the U. S. Navy’s counterpart AEGIS missile program, both multiple
target engagement missile systems, lent particular impetus to the effort, in that foreseeable
sophisticated target support would be required for testing those weapon systems. WSMR
had achieved a measure of success in formation flying of two targets with an existing UHF
manual target control system but control of more than two aerial targets was difficult, if not
impossible, and formation precision did not satisfy requirements. The U.S. Navy had built
an automatic prototype system for two aerial targets but abandoned the program due to
prohibitive expense of the airborne equipment. The Navy had also demonstrated a



capability for controlling two targets in formation using airborne television. Both Navy
systems employed a UHF command/control system. A review of existing target control
systems indicated that no existing system, however, modified could meet the requirements.
A technique of Distance Measuring Equipment (DME) employing federated
microprocessor application appeared to have the best chance of satisfying precision
tracking and control accuracy requirements and also of handling a large number of targets
simultaneously. The DME approach was selected after a successful feasability
demonstration during a program conducted by IBM-FSD called TAFFE (Target Automatic
Formation Flying Equipment). The TAFFE program utilized hardware which was designed
and fabricated by IBM-FSD for the Air Force ALSS (Advanced Location and Strike
System) program. Competitive procurement proposals were solicited by WSMR in
January 1975 for design, development, implementation and operation of the Drone
Formation Control System. The IBM DFCS design was selected and a contract was
awarded in June 1975. The DFCS was installed in August 1976 and declared operational,
after extensive testing, in February 1977.

A requirement to make a presentation a ten moving ground targets (M-47 tanks) was
placed on WSMR in 1979. Full scale target aircraft (QF-102) had been taken off and
landed with the system so the ground tracking capability and multipath rejection qualities
of the system were well known. Since the DFCS is so totally dependent on software, with
the attendant flexibility, the decision was made to modify the system to control ground
targets rather than procure a new system. A capability for precise control of up to twelve
M-47 tanks was demonstracted in 1981.

SYSTEM CONFIGURATION

The DFCS is a computer directed, ground based guidance and control system. It is
structured around an IBM System 360 Model 75 computer system interfaced to a network
of federated ground and airborne, microprocessor based, microwave transponders, as well
as a system control and display facility. The system was originally designed to
automatically track and control up to six target aircraft while maintaining track of up to
four additional objects.

SYSTEM OPERATION

Figure 1 is a simplified system diagram showing the signal flow between the central
computer, the ground stations, and the target being interrogated. All participants (ground
and airborne stations) have a unique address and all ground stations which have the proper
line-of-sight to a transmitting station can play any of the roles described below.



The initial step in the interrogation sequence is for the central computer to compare the
measured position of the target to the desired position. A series of commands are
generated through the particular target’s control algorithm and the central computer (CC)
assembles a binary message containing these commands. The current geometry is assessed
and the CC chooses ground stations to participate in the upcoming interrogation to allow
optimum space position measurement as well as optimum antenna patterns for the ground
station which will actually transmit the commands and receive the telemetry. The
addresses of the ground stations, and the roles these are to play, are inserted in the
message along with the message mode or type and the message is transferred to a ground
station (GS) co-located with the CC. The co-located GS then modulates this message on a
series of RF pulses and broadcasts. Every station (ground or airborne) with line-of-sight to
the co-located GS will receive the message and decode it to determine message type and
station(s) addressed. Message types and the datalink sequence are depicted in Figure 1.

The first message (1) transmitted is relay select and only the selected relay GS will
respond. The chosen relay GS will rearrange the message into a master select message (2)
and transmit. Only GS’s with line-of-site to the co-located GS may serve as relays. This
master select message is also received and decoded by all stations within line-of-site but
again only the chosen master will react. The master GS is so named because it will
perform the actual interrogation of the target. Optimum antenna patterns are desirable for
transmission of command and telemetry data so the station the target is flying most nearly
toward is chosen as master. The master GS reconfigures the message into a target
interrogation message (3) and transmits. A counter at the master GS is started for purposes
of making a direct range measurement upon response from the target.

The type 3 message contains addresses of a number of stations required to perform several
functions. The chosen target will decode the message, transfer command data to the target
autopilot and prepare to relay to the master GS with telemetry data. Three GS’s addressed
in the message will decode and start counters for purposes of indirect range measurement.

The type 4 message is the response (after a fixed delay) of the chosen target containing
telemetry data measurements of on-board parameters and conditions. Upon receipt of the
type 4 message the master station stops the range measurement counter thus obtaining data
for a direct range measurement. The telemetry data are stored in microprocessor memory
for later transmission. Also, upon receipt of the type 4 message, the other three
participating GS’s stop their counters preserving the measurement for calculation of
indirect range. (indirect range is calculated in the central computer utilizing the survey
distance between a given GS and the master GS and the delay data collected via the
counter.)



Message type 5 is the reply (after a fixed delay) of the first station chosen to measure
range indirectly (SLAVE #1). This message contains the value of the counter and some GS
conditions and is transmitted to the Master GS. Message type 6 is the same as type 5, only
being transmitted to the master by the second station (SLAVE #2) chosen to make an
indirect range measurement.

Upon receipt of message type 6, the master GS will insert all collected telemetry and range
measurement data into a message to be transmitted to the relay GS (message type 7) for
final transmission to the co-located GS and central computer as message type 8. The relay
GS was the third GS participating for indirect range measurement so message type 7
differs from type 8 in that this measurement is inserted.

Thus the loop is closed with all command and telemetry data transferred and with data
collected to very precisely calculate space position. Four ranges, one directly measured
and three calculated, are used to calculate space position. Telemetered barometric and
radar altimeter data are utilized to improve the space position solution at low altitudes.

GROUND VEHICLE CONTROL

A number of decisions had to be made when the task was levied to modify DFCS for
ground vehicle control.

Data Link Ground Station Software.  Since the data link (ground and airborne stations)
is totally controlled by microprocessor software it was decided to use the message types
and lengths utilized for aircraft even though the number of commands and the amount of
telemetry data required for ground vehicles were far less than for aircraft. The longer
messages precluded using an interrogation rate of ten per second, as used for aerial targets,
because of time available on the time-shared single frequency data link. Three
interrogations per second was found to be adequate for these ground vehicles (M-47
tanks). This rate allowed enough time on the data link to accommodate twelve vehicles,
two over and above the requirement of ten, and also avoided a lengthy and expensive
rewrite of ground station software.

Closed Loop Control.  All aerial targets controlled by the DFCS are interfaced with
autopilots which vary in sophistication but do control most basic aircraft functions.
Examples of such functions are: altitude hold; airspeed hold; heading hold; and
coordinated turns. This means that many loops can be closed within the aircraft thus
relieving ground control systems of many tasks. Experience with aircraft indicated that
some closed loop control would be desirable for ground vehicles. Since the DFCS vehicle
transponder is equipped with a microprocessor with excess capability over and above the
transponder task (Z-80), and software would require some modification, the decision was



made to incorporate some closed-loop functions within the transponder Z-80
microprocessor and call it an autocontroller.

SYSTEM DEVELOPMENT

The M-47 tanks which were available were equipped with control actuators for brakes,
steering, and throttle. Some of the vehicles were interfaced with a VHF radio tone control
system for manual remote control of a single vehicle. No telemetry data concerning vehicle
performance was available and the vehicles were controlled by driving on a straight road
within view of a television camera. For precise automatic control, the existing actuators
were retained and a number of telemetered functions were added such as speed, throttle
position, brakes on/off, engine RPM, steering rod position, and tank manned/unmanned.
Since the vehicle was not capable of great velocity (20 mph), calculation of velocity vector
heading was not sufficient for a good definition of vehicle heading so a heading gyro was
added.

The transponder (autocontroller) was programmed for a heading hold function and a speed
hold function. This was done by use of the heading gyro and coupling the throttle position
data with the speedometer data. Both on-board functions proved to be more precise than
attempting to close the loop through the central computer. The autocontroller was also
programmed to provide fail-safe functions such as automatic shut-down in the event
communications with the central computer were lost.

The method of automatic control adopted was similar to that for aircraft in that a closed
control plan consisting of geodetic survey points describing a racetrack road is stored in
the central computer. A mathematical reference point is driven around the control plan at
the desired velocity and the targets are controlled to precise off sets from the reference
point. This is as opposed to attempting to control each target with respect to each other
target greatly simplifying the algorithm. The major problems in developing the software for
the central computer were changing the update rate for the data link, accommodating
control of twelve vehicles instead of six, and developing a suitable control algorithm.
Development of the control algorithm was made especially difficult because the
controllability between individual tanks varied greatly, orders of magnitude more than
target aircraft. Control parameters and the control envelope was finally defined by
empirical means by collecting a vast amount of data on the fifteen tanks interfaced for
DFCS control.

The tanks are controlled on a bladed surveyed racetrack five miles in length. Typically the
system can keep the vehicles within ten feet of racetrack centerline while maintaining
required vehicle spacing within ± 20 feet.



RF MODULATION/DEMODULATION TECHNIQUE

The DFCS RF modulation/demodulation technique was designed to provide the most
possible protection against multi-path error. This was done not only to preserve the
accuracy of the ranging or DME data, but also to provide as error free command and
telemetry data as possible. This was accomplished by establishing a complex waveform
and designing the means to decode it.

The technique is to Bi-Phase modulate the reference RF carrier corresponding in time to a
generated digital coded signal train, the composite of which forms a coded series of pulses
of specific time duration which are transmitted in burst fashion. As can be seen from
Figure 2, a synchronizing preamble consisting of three uniquely coded pulses, one 12.7us
and two 3.1us in duration, is first generated. The first pulse performs the message
synchronization function while the following A and B pulses are used to establish signal
acceptance level criteria as a safeguard against multi-path. Data is then transmitted by time
alternating the two Bi-Phase modulated A and B pulse codes in a 4-ary pulse position
modulation (PPM) technique. The method involves burst transmitting the coded pulse at
varying times within a 4us time window. The position of the pulse within the 4us window
correlates to a Di-bit data value, of which there are four possible combinations (00, 01, 10,
11) for the four possible pulse positions. Referring to Figure 2. The overall operation of the
data link message process is as follows. When a data link message is received at the
antenna, the RF energy is input into a circulator. The circulator then directs this energy into
the receiver/processor unit (RPU) where it is correlated. Correlation is accomplished by
the use of three surface acoustic wave devices (SAW). SAW devices are used generally in
the analog processing of electronics signals and have applications in color television,
radar, sonar and communications systems. The SAW devices utilized in this application
are Pi-Phase Shift Keying (BPSK ) tapped delay lines (see Appendix A for a description of
their operation).

Upon correlation (detection) of the sync preamble, sync pulse is sent to the signal
processor which causes it to sync its clocks and counters and prepares to receive data
28.7us after initial detection of the sync pulse. One of the counters which is reset is the
counter which will be used to measure elasped time for purposes of range measurement, in
the case of ground stations.

The RF symbols following the sync preamble are correlated in a separate section of the
RPU and sent to the received data input of the signal processor. The received data bits are
combined in groups of 18, two of which are parity bits reflecting error condition, if any, of
the other data bits. The two parity bits are stripped off resulting in a 16 bit ‘word’ which is
input into internal microprocessor register memory. The microprocessor then processes the
received data according to the software program stored in memory. Processing is handled



using byte (8 bit) manipulation. The first 16 bit word following the sync contains message
length data indicating the length in 16 bit words of the data link message. The succeeding
16 bit word contains both mode (mode has previously been explained as message type)
and address information.

The mode byte contains the mode or message type (i.e. relay, master select, target
interrogation, etc.) in which the signal processor will operate, while the address byte
contains the unique 8 bit address of the desired data link subsystem. The microprocessor
will, according to mode, compare the address received to its address; if they compare, the
rest of the message will be stored and processed according to the mode selected. If the
addresses do not compare, the signal processor will be reset and the rest of the message
will be ignored.

Even though each station (ground or airborne) with line-of-sight to a transmitting station
will correlate each valid sync pulse, the unique combining of message types or modes with
station addresses causes only those stations required for a given situation to respond
according to the software stored in the station microprocessor memory.

The use of this technology has spread and should continue to spread in the future. A joint
Army/Air Force program between WSMR and Eglin Air Force Base (EAFB) was
implemented in late 1980. WSMR loaned EAFB data link equipment to establish a small
DME range for tank control. EAFB is developing a miniturized airborne transponder for
joint use by the two Test Ranges. Future planned EAFB applications include aerial target
control and missile track/destruct functions.
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APPENDIX A

The following description of the operation of the DFCS surface acoustic wave (SAW)
devices is extracted directly from the White Sands Missile Range Data System Manual,
“Drone Formation Control System”, co-authored by Mr. James B. Gose and Mr. Tilo F.
Reber, Sept 1979.

“A pair of electrodes are placed at the surface of a piezoelectric material. An electric field
applied to this material causes it to expand and contract and these stresses will spread
across the surface of the material like a Rayleigh wave. The Rayleigh wave has both
longitudinal and traverse components, much like ripples on the surface of a pond.

The stresses traveling across the surface in turn produce an internal electric field which can
be detected by a similar pair of electrodes at another point on the surface. Thus a rapidly
changing electrical signal will cause this type of material to vibrate at the same frequency,
and these vibrations will move along the surface of the material at the speed of sound.

If a second pair of electrodes, connected in parallel with the first, is placed at the correct
distance from the first pair its electrical field will reinforce the acoustical wave. This
requires that the two electrode pairs receive in-phase signals, and be an integral number of
acoustical wavelengths apart.

If, in this situation, the leads of one electrode set were reversed, the two electrode sets
would produce out-of-phase signals which would cancel each other’s surface waves.
Similarly, if the phases were the same but the electrode spacing wrong for the given
frequency there would be a cancelling effect.

The BPSK tapped delay lines use this principle to recognize coded signals. The input to
the BPSK device is a 120-MHz phase-shifted signal. Each phase represents a binary digit.
As the signal travels down the piezoelectric wafer, it encounters a large group of evenly
spaced electrode pairs. If these electrodes, or fingers as they are called, were all connected
in phase it would take a 120-MHz signal without phase shift to get maximum output from
them. However, the fingers’ input lines are switched so that they form a binary code which
must be matched by phase shifts of the input before a maximum signal is produced at the
output. In this way the BPSK devices will respond strongly only to an input which has
been phase-shifted according to the proper binary code. When this condition is met, an
adequately large output pulse will activate a threshold device, as in the case of the
synchronization pulse, or a logarithmic amplifier as in the case of the data string.”
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WHITE SANDS MISSILE RANGE (WSMR)
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ABSTRACT

The Phase Difference Measuring (PDM) system is an RF interferometer object tracking
system which utilizes the object’s radiated telemetry power spectra for tracking purposes.

The PDM system is being developed in-house at White Sands Missile Range as a highly
mobile electronic angle measuring system, to augument existing position measuring
capability in range instrumentation systems. The system is comprised of two Remote Data
Acquisition Stations (RDAS) and a Cosine Conversion Facility (CCF). Each RDAS is
comprised of two antenna arrays configured as crossed baselines. The RDAS equipment
utilizes high speed RF switching in a time sharing technique designed to reduce the amount
of hardware required at the remote sites to produce direction cosines. The CCF collects
two direction cosines from each RDAS, it then transforms the direction cosines to position
data for subsequent transmission to a Range Control Center.

This paper will provide basic system theory, explain the proposed antenna PF switching
techniques, and also the computer simulation analysis for a baseline consisting of two pair
of antennas.

INTRODUCTION

The Interferometer Tracking Systems group of White Sands Missile Range is now
developing a Phase-Difference Measuring (PDM) interferometer tracking system to use
current technology, applying hardware and software to track airborne targets containing an
S-band telemetry transmitter. The PDM system uses two antenna fields comprised of two
orthogonal linear antenna arrays, called baselines (see Figure 1). Each baseline contains
three antennas, spaced at 18.9 and 19.35 wavelengths at 2290 MHz. The PDM uses
measured phase differences to compute a direction cosine for each baseline. Two baselines



yield a line in space from the antenna field center: two antenna fields yield a point in
space.

Each antenna field will be part of a Remote Data Acquisition Station (RDAS). The RDAS
computes two direction cosines for each site. Figure 2 shows how two RDAS are
connected to a central Cosine Conversion Facility (CCF), which uses the four direction
cosines to compute an X, Y, Z position. This paper shall discuss the PDM’s baseline
configuration inherent errors, and possible corrections.

Hardware Phase Measurement

The PDM uses precisely located antenna arrays to measure the phase difference of an RF
wavefront at antenna pairs within the array. Figure 3 illustrates the phase measurement
principle. The direction cosine may be found by COS2 =                

where:
   D    = The distance between antennas (baseline length).
          = The ray-path length difference from the object relative to each antenna, and
    2    = The cosine - derived angle.

The PDM system uses a high-speed RF switch to time-multiplex the antenna pairs1 (see
Figure 4a) . The centrally located antenna is used as one input to the phasemeter: the radial
antennas are multiplexed as the other phasemeter input. The processor/controller
synchronizes the RF switch control and phase data collection. Currently operational
interferometer systems do not time-multiplex antennas: if discrete components were used,
five receivers and four phasemeters would be required (see Figure 4b). The phasemeter
readings are the heart of the PDM system, since measured phase is related to ray-path
length difference.

Given a single phase reading, it is impossible to obtain a unique solution, since only the
fractional part of the phase difference can be measured: measured phase is between 0 and
1. With more than one phase measurement from antennas with different spacing, a unique
(or unambiguous) direction cosine may be computed. Various mathematical algorithms
have been developed for this so-called ambiguity resolution2. This paper will not discuss
these methods specifically, but will use a simulated 2-antenna-pair ambiguity resolution
method.

The actual point of this paper is to discuss the simulation of a baseline, the errors
encountered, and the effects of error correction.



Measurement Errors

The errors inherent to any interferometer system are varied: some are purely geometrical,
some are related to RF or computation phenomena. The baseline-related errors are:

1. RF and electrical noise,
2. Nearness error,
3. Parallax error,
4. Truncation error,
5. Survey error.

These errors will be explained as they are discussed. Error at the cosine level is measured
in parts per million (ppm). Simulations will address errors for a single East-West baseline
by moving the target from zero degrees (due East) in a counter-clockwise circular arc to
360 degrees around azimuth at a fixed range and elevation angle. A simulated cosine value
was compared to the known actual cosine value to compute error. Figure 5 shows the
result of a simulation with no noise, no nearness or parallax correction, ideal phasemeters,
antennas ideally located, a target at a range of 6096 meters from the array center, at an
elevation angle of 20 degrees (i.e., ideal conditions, no corrections). This simulation will
serve as the departure point to discuss each error and correction.

Noise Errors

At low signal reception levels (below - 11 /0 dm), receiver noise becomes an important
consideration. Figure 6 shows the impact of noise on cosine accuracy, by injecting noise
which is equivalent to five Bits of a phasemeter reading. Figure 7 shows the effect of noise
when parallax and nearness corrections are made, i.e., the only error is due to noise.

Mote that noise still affects the solution.

Nearness Error

Nearness error is the error encountered when a target is radiating too close to the antenna
field that the wavefront is no longer planar (i.e., the rays are not parallel). The phase
measurement in this condition does not represent the actual ray-path length difference. The
effect of nearness error may be seen when the nearness correction is used, by comparing
Figure 8a to Figure 8b, Figure 8b illustrates the error under the same conditions as in
Figure 8a with the exception of added nearness correction. The range has been decreased
to illustrate the nearness error effect.



Parallax Error

Parallax error is encountered when an antenna pair center is not at the antenna field center.
The PDM system’s antenna pair centers are displaced from the antenna field center3, so
parallax is an important consideration. A comparison of Figures 9 and 5 shows the
significance of parallax error: Figure 9 shows error under the same conditions (but with
parallax corrections) as in Figure 5. Note that the error scale is now up to 60 ppm instead
of 600 ppm.

Truncation Error

Because the PDMS phasemeters have a resolution to 11 Bits, truncation errors will occur.
Figure 10 illustrates the effect of truncaiton on the cosine solution, in comparison to
Figure 5.

Survey Error

Because the ray-path differences yield phase data, the antenna placement accuracy is
crucial. Ideally, the antennas would he placed in their exact desired locations; in actual
practice, this accuracy is impossible. The effect of antenna misplacement is shown in
Figure 11, in which the antennas are placed to within 0.8 mm of the ideal location.
Figure 12 shows the same situation as Figure 11, but to within 0/.1 mm. Note that the
placement accuracy has a great effect on the solution: 0/.1mm is indeed the PDMS design
tolerance.

Combined Errors and Corrections

Figure 13 illustrates the expected actual worst-case operational situation: all corrections
are used, the noise content corresponds to 5 phasemeter Bits. The maximum error is
approximately 300 ppm.

In actual operation, the expected noise content would be equivalent to at most 2 Bits.
Figure 14 illustrates the error for an equivalent 2 Bits of noise: the maximum error is
approximately 180 ppm.

CONCLUSION

The results of the simulation show that the most critical parameter in the system is survey
error. Available technology can position the antennas to within 0.1 mm. With all the
correcting factors properly handled and controlled, the final solution will be optimized.



The PDM system can augument existing tracking systems in any test range. Some
advantages derived from the PDM system are low cost, high mobility, high dynamic target
tracking (the system is all electronic), and the capability to track a target under chaff and
electronic countermeasures conditions.
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ABSTRACT

This paper concerns itself with the interface between men and computerized telemetry
systems. This interface relates to the operation, planning, and implementation of setup and
data processing functions.

One of the major problems in operating a telemetry system is the programming of
equipment parameters. This programming is often done by skilled “real-time” software
personnel. This is both a costly and restrictive approach. The author has developed a
“friendly” menu-driven, operator interactive, approach to solving these problems. The
man-machine interface consists of software developed to present telemetry system options
to an operator for selection. These options are displayed via the operator’s CRT. These
displays are menus and they are formatted to display operator options in telemetry
language. The object is to allow normal telemetry operators to configure the equipment
setup and the data processing parameters. Once the configuration has been defined, the
system can be configured quickly and precisely by the computer software. Changes to a
setup or data processing configuration can be made by telemetry operators without the
help of full-time programmers.

INTRODUCTION

The process of turning an encoded telemetry data stream into useful engineering data and,
when necessary, doing this in real-time, is still far from being a trivial task. Furthermore,
the increased capabilities of our telemetry hardware and our computers have done little to
simplify the job of the man trying to “get the data out”. If anything, the newer and greater
capabilities mean more options and, consequently, more places to go wrong. More recently
we have become aware that computers, beyond their abilities to crunch massive amounts
of numbers, may also be used to simplify other aspects of the data gathering cycle. They



may be used to ease the tedious task of setting up the ground stations for a variety of
missions. They may be used to help in the definition of processing to be performed and
they can help to define output or data distribution modes.

SOFTWARE CONCEPT

In developing a friendly computer interface for a telemetry ground station we first
addressed ourselves to a number of questions which we hoped would be answered by the
design of the software. We asked:

1. How do we tailor this particular computer to work with this particular telemetry
station?

2. How do we tailor the software to be structurally and conceptually simple for the
user?

3. How do we get the computer to do as much of our work as possible?

4. Can we ensure that the main computer interface is simple enough to allow a non-
programmer to do the job?

5. Can the computer help us make fewer mistakes?

6. Can we add more hardware, new hardware, or other processing requirements
without having to develop a new software system?

The software solution which follows reflects our attempt to answer most of these questions
with a practical system. While keeping the concepts as general as possible we did need to
apply the system to some real hardware. A PDP-11 series computer running under the
RSX-11M real-time operating system was used in conjunction with a variety of Sangamo
Weston 700 series and 2700 series telemetry hardware.

CRT DISPLAY

The CRT displays presented for user interaction are a number of tightly formatted pages.
Each page is designed so that it fulfills one major conceptual step in the process of eliciting
the required configuration information from the user. All pages have a background mode,
displayed in a gray field and a foreground made, displayed in a white field. All characters
in both fields are black. The gray area is protected, so that the cursor cannot be moved
there. It contains information required to fill in the white fields and specifies an allowable
range of answers. The white fields are unprotected, the cursor moves only through them.



Each white field is placed next to its information field in gray and contains only the
maximum amount of spaces required to hold the setup data. The unprotected fields may be
tabbed or spaced through, backward or forward. Corrections may be made to any field on
the page in any order. Only when the user is completely satisfied will the page be
transferred to the mass storage device.

PAGING FLOW

When the user has provided all the necessary information on one page and presses the
return key the next page will automatically be displayed. The paging sequence is such that
the user is lead from the general to the specific. The earlier information is used by the
computer to decide which pages should be presented to the user to elicit more specialized
information. The user may, however, change his mind and page backward, or he may at
any time start at the beginning.

THE HUMAN INTERFACE STRUCTURE

The decision and information structure imposed by the software may easily be seen by
walking through a sample ground station setup task.

The program is started and the required conditions are initialized by simply typing
@SETUP.

The first formatted page is displayed. Here the user chooses either to use a pre-defined
setup configuration or to edit a new or old configuration. This is done by placing a
character in the box next to the desired option.

Assuming a pre-defined setup is chosen, the computer next displays the names of all
currently defined and stored setup configurations. The user then places any character
next to the chosen configuration and hits the carriage return. The computer will now
complete the configuration and setup the station. Note, the user’s total interaction has
been to start the program and to place two characters in predefined CRT boxes. For a
vast majority of the cases, this would be all that would be required. Only if a new or
altered station setup were necessary would we do more.

Had the user chosen the edit mode, the interaction sequence would have been more
extensive. In this mode the user is first given a choice of configuration formation
options. These are: add a new configuration, copy an old one, delete an old one, modify
an existing configuration, rename a configuration, or produce a printed record of an
existing configuration.



Once the computer knows the nature of the operation that is required it goes on to ask
for more detailed information. The amount of information still needed depends upon the
function to be performed. Figure 1 shows graphically which pages and path will be
taken by the program for any given choice. The longest of these paths is taken when a
new configuration is to be added. Taking this sample path from the editing process
selection page would yield the following result.

First, a newly formatted page would allow the user to enter 24 characters as a name for
the new configuration. Having entered the name, the user is presented with the next
formatted page.

This page contains a list of every programmable hardware item in the telemetry station.
The next step, then, is to place an A (for Add) next to each item the user wishes to use
in the run-time configuration.

This done, the user is finally given a single formatted page, for each device, upon which
he enters the setup parameters required. For example, he may have the frame
synchronizer page where he fills in the fields for words-per-frame, bits-per-word, etc.
He need only use decimal numbers. All conversions and bit shifting will be done by the
program.

Upon completion he has a stored data base which he may reuse at any time in the future
to program his hardware.

STORAGE AND REUSE

All setup information is recorded as part of a disk data base for permanent storage,
portability, and access speed. Disk file storage and access are transparent to the user. A set
of files can be created for any project simply by requesting them from another formatted
page. Each project data base may contain up to 20 different setup configurations. The total
number of project data bases allowed is dependent largely upon the capacity of the disks
used. We are able to accommodate 20 separate data bases each with 20 complete setup
configurations on a 10 megabyte disk.

ERROR AND LIMIT CHECKING

Although the computer cannot know what the user wants, it can point out inconsistencies
in many cases. As was previously pointed out, our program will define acceptable limits
for most data entry requirements. Should the user enter an out-of-limits value in a given
field, the program will flag the field and issue an error message. The user may then enter
the correct value and continue. To protect old files, the program requires a verification



before deleting any files that have been marked for deletion. New names are checked for
uniqueness. The failure of any hardware device to respond to the setup instructions is
displayed to the CRT. The program also contains internal checks which are transparent to
the user. This is to verify that it is running properly.

CONVENIENCES

A certain group of features were included which are not strictly necessary for the software
to perform its task. These came about as a result of experience and a realization of their
need.

For those who have long programmed their hardware from punch cards or front panels
there is often some confusion and distrust about what the computer is doing. We have,
therefore, included a verification mode. In this mode the final output buffers are listed in
octal format. This allows the user to check the correlation between what the computer is
doing and what he would expect from a card or front panel setup.

A print mode is provided for those that need hardcopy records. All the necessary pages for
the selected configuration are printed exactly as they appear on the screen.

Because not all telemetry data streams are as clean or well defined as one would like, we
have provided a “fiddle mode”, whereby the user may experiment with a single parameter
on a single device while keeping all other parameters constant. This is akin to pushing the
buttons on the front of a bit sync until it locks up. The difference is that when the right
combination is found it is automatically stored as part of the permanent data base.

FLEXIBILITY

The particular grouping of hardware which goes to make up a telemetry station is not
always constant. The problem then is to design the software so that it may easily be
adapted to new hardware situations. When speaking of setup software flexibility, then, we
are concerned with three categories.

1. Flexibility of present hardware use,

2. The ability to add more hardware of the type already in the telemetry station, and

3. The ability to add completely new hardware.

The flexibility to use certain pieces of the telemetry station and leave out others in order to
form a particular run time configuration is an inherent part of the software and the setup



procedure. Adding more hardware of the type already present must be done by a
programmer familiar with the software. But it is a simple task which can be done in
approximately three hours per device. Completely new devices may also be added. The
time this takes is dependent upon the complexity of the device. A new device with the
complexity of an EMR 710 PCM Decom takes about three days to integrate into the
system. A simpler device such as an EMR 720 Bit Sync or an analog tape recorder may be
integrated in one day. Some non-standard devices have also been fitted nicely into the
software. We have, for example, added programmable multiplexers to relieve the burden
of signal routing and patching. The important thing here is that the modular design of the
software allows changes to be made in the form of additions rather than in the rewriting of
the existing code.

PROCESSING SOFTWARE

To this point we have concentrated mainly upon the telemetry station setup aspects of our
software design. We have also found that the design could easily be adapted to real-time
data processing. The only change in concept comes at the lowest level of the software
structure. Rather than dealing with individual hardware devices and the definition of how
they are to be setup, we deal with real-time processes and the definition of how they are to
run. In this way we achieve consistency and simplicity in the use of the software. The
following real-time modules have been developed for our systems.

1. Real-time data path definition (how the data is formatted and moved from the
hardware into the computer)

2. Digital tape logging and playback

3. Data output to printer

4. Formatted display to CRT

5. Normalization of data

6. Limit checking of data

7. Polynomial conversion of data

8. Data output to digital devices to analog conversion



Data to be displayed or logged may be either raw or converted. The important point here is
that complete real-time data processing configurations may be defined and stored before a
mission and reused whenever they are needed.

CONCLUSION

This software design has been implemented and tested at the Telemetry Data Center of
White Sands Missile Range and seems to be performing according to our expectations.
With a few key strokes the user can configure the entire station, and with a few more he
can perform extensive real-time data processing. The system has been used successfully by
non-programmers and in a variety of hardware configurations. The major problems we
have encountered have been with the limited speed capabilities of doing data conversion in
real-time. Future plans, then, are to move this task from software to hardware. In our
design, the function will move from the processing software to the setup software. Work is
currently being done to allow the system to do real-time graphic displays.
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ABSTRACT

The requirement for WSMR to independently acquire and track the NASA Space Shuttle
presented WSMR with one of the basic problems associated with missile and air defense
systems - acquiring and maintaining a precision track of an incoming target. The popular
solution is to use two radars--a broad beam for acquisition and a narrow beam for
precision track. The WSMR solution is the S-Band Acquisition and Tracking System
(SATS) which uses two existing passive telemetry trackers (J-10 and J-67) in conjunction
with WSMR precision track radars. The existence of an S-Band transmitter in the Shuttle
made the use of the Telemetry trackers possible.

INTRODUCTION

Prior to Space Shuttle, telemetry trackers at WSMR had been used as a signal gathering
source only. However, it was believed that the telemetry trackers could indeed track a
target fairly accurately and, therefore, efforts began to create a new role for telemetry, one
which it was not originally designed for, that of an accurate tracking device.

Included in this report are the basic concept of the SATS, the new telemetry encoder
calibration procedures, filter processing techniques and new real-time diagnostics.

MATHEMATICAL DEVELOPMENT

A major difference between the Telemetry trackers and an acquisition radar is the fact they
do not measure range. Hence, given angle measurements from two trackers, range must be
solved for. The particular real-time solution used by WSMR is presented below. (Refer to
Figure 1.)



Define

where S1 S2 are tracking stations, P is target position,                are unit vectors.

From the geometry we have the vector equations, with unknown R1 and R2

(1)

Two scalar equations result from the inner product of (1) with           and                     

which are easily solved for unknowns R1 and R2

It should be noted that errors exist in the observations and, therefore, the two position
vectors will differ. Hence, the final range product will be an average of the two “half”
solutions.

ERROR ANALYSIS/SIMULATIONS

The accuracy to which position data can be determined is a function of the accuracy of the
angle measurements and the relative geometry of the target and trackers. A simple model
was developed for the analysis of the interactions of these two factors.



Referring to Figure 2, equal and opposite angular biases ()1) were assumed and range
errors ()R) were calculated where:

This simple two dimensional error picture proved to be a very accurate prediction of the
expected SATS error.

Table I shows expected range errors at various baselines for various angular errors at 1000
miles, the Space Shuttle horizon range. One important item to note is that even if the
telemetry encoder bias errors were reduced to that of radar (±.2 milliradians) the range
error would still be greater than the range acquisition gate at the maximum baseline for the
telemetry trackers of 60 miles.

INITIAL TESTS/CALIBRATIONS

On initial tracks of the Geos-C satellite the uncalibrated J-10 and J-67 SATS solution
produced the range errors in Table II. Obviously, these range errors were not useable for
positioning requirements. Hence, the need for a calibration technique and analysis was
investigated. Using an N-station radar calibration program developed at WSMR by O. P.
Kroeger called WIDGET, the telemetry tracking accuracies were established. This analysis
technique worked well, but the satellite tests were too expensive and infrequent. Therefore
a new calibration procedure was established. Basically, the procedure was to use an
existing boresight tower located near the sites. An interesting discovery was the existence
of a significant difference in calibration consistency for the two sites. The tower associated
with one site had a directional antenna (15E beam width) along with signal output available
in milliwatts. The other site’s tower had an omnidirectional antenna and power output in
watts. This resulted in severe multipath problems and, hence, inconsistencies in the
calibrations. This problem has been somewhat alleviated by lowering the output of the
tower.

The results using the calibration corrections were impressive. With cross checks using
Geos-C tracks and WIDGET analysis, bias levels for the trackers’ angles were within ±.5
milliradians (granularity of the encoders is presently ±.4 milliradians). Biases computed
using calibrated data are shown in Table II. While still outside of radars’ fine range gates
(±10,000 yards), radars used on the Shuttle have the ability to search in range while



slaving to angular position data (radar operators have noted to us that angles are the most
difficult part of acquisition). Hence, radars could properly “lock up on a target if the data
accuracy was within one range ambiguity (256,000 yards at 640 PRF).

REAL-TIME PROCESSING

For proper filtering and processing of the encoder in realtime, a spectral analysis of the
angular data was performed. What was learned is that the basic servo correlated noise
characteristics were similar to that of an FPS-16 radar, i.e., low frequency components
close to the data frequencies. Hence , a new set of cascaded lowpass realtime processing
filters were used (cutoff is about 1/4 cycle).

Also, a new real-time software/diagnostics were developed and implemented. This was a
dynamic telemetry tracker angular slew check. Combined with the boresight tower test,
daily tests of telemetry communications, tracker encoder hardware, angular bias offset
estimates could be made. These tests have been extremely powerful in pinpointing
hardware/commo problems.

In addition, the angular biases calculated from the boresight/satellite tests are inputted into
the real-time system so angular information from each station is bias corrected prior to any
real-time computations.

SHUTTLE SUPPORT

For STS1 - STS3, WSMR was the designated AOA or abort once around landing site.
WSMR was also the first stateside tracking station to view the Shuttle on its first nominal
pass in either case, WSMR was essentially on its own for the acquisition of the Shuttle. On
all three (3) Shuttle missions, the telemetry trackers were the first trackers to acquire the
Shuttle (by scanning the horizon) and on each mission, successfully positioned WSMR
radars onto the Columbia.

Horizon range for the Shuttle for WSMR telemetry was 1000 miles and the trackers
consistently acquired at the horizon. This was using a 15E - 20E scan of the horizon for
acquisition. The SATS system consistently positioned WSMR radars onto the Shuttle at
approximately 5E elevation or about 800 miles in range. The tracking errors for the Shuttle
appear in Table III.

Another important aspect of the SATS system is that it extended WSMR radar tracking
capabilities by as much as 200 miles. This was due to providing the radars with valid
pointing data after zone interference in which the radars could otherwise not reacquire. 



Some WSMR radars tracked the Shuttle to the horizon or to a range of approximately
1000 miles.

On STS3, when the Columbia landed at WSMR, the SATS system provided valid
positioning data well beyond NASA’s requirements. On landing, the telemetry stations
acquired at the horizon at approximately 550 miles and WSMR radars, using SATS data,
acquired at 1E in elevation at about 440 miles, thus providing NASA with valuable
position data.

TABLE I - SIMULATION RESULTS WITH TRACKING RANGE = 1000 MILES

Angular
Error

 (milliradians)

BL = 30 miles
Error in Yards

BL = 60 miles
Error in Yards

.1

.2

.3

.4

.5

.6

.7

.8

.9
1.0

11809
23779
35912
48212
60681
73324
86143
99143

112103
125473

5883
11806
17769
23773
29817
35902
42029
48197
54408
60661

BL = Baseline

TABLE II - CALIBRATED SATS ERROR GEOS-C TRACK

TRACKING
RANGE
(miles)

UNCALIBRATED
J-10/J-67

RANGE ERROR (YARDS)

CALIBRATE
J-10/J-67

RANGE ERROR (YARDS)

1720
1686
1653
1621
1588
1538

926722
907062
308416
746951
689782
580939

-73978
-10075
-56875
-25131
14610

-40712



TABLE III - SPACE SHUTTLE SATS TRACKING ERRORS

TRACKING
RANGE
(miles)

RANGE
ERROR
(yards)

AZ
ERROR
(milrads)

EL
ERROR
(milrads)

1000*
  900
  800**
  700
  550
  450***
  400
  350
  300

±27000
±24000
±21000
±10000
± 8000
± 5000
± 4700
± 3500
± 2500

±.5
±.5
±.5
±.5
±.5
±.5
±.5
±.5
±.5

±.5
±.5
±.5
±.5
±.5
±.5
±.5
±.5
±.5

* Initial Telemetry Orbit Acquisition
** Initial Radar Orbit Acquisition
*** Initial Radar Landing Acquisition

CONCLUSIONS

Using the very successful Space Shuttle missions as proof, WSMR has extended its
telemetry use into the area of a tracking source.

The SATS System has proven to be WSMR’s most reliable source for Space Shuttle.

The SATS System has extended WSMR radar track by as much as 200 miles.

We would be interested to hear of extended uses of telemetry trackers in the area of
position and velocity applications.

We can be contacted at AUTOVON 258-1620/5431 or write STEWS-NR-AM, Bldg 300,
WSMR, New Mexico 88002.
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A DROPOUT BASED ERROR CORRECTION METHOD FOR USE
ON DENSITY DIGITAL RECORDING SYSTEMS

Leighton A. Meeks
Test Instruments Division

Honeywell, Inc.
Littleton, Colorado

ABSTRACT

Honeywell has developed and reduced to practice, a variation of the check word approach
to error detection and correction for use on multi-track parallel high density digital
recording systems. Implemented on the Company’s Model HD-96 systems, this method
takes advantage of the high degree of correlation of bit errors with tape signal dropout
intervals. A signal dropout detector is provided on the reproduce side for each digital data
track to replace the check word at the end of each channel encoding frame. This dropout
method has the advantage of reducing buffer memory size required to utilize the check
word method. In a previous paper*, the results of a tape signal dropout investigation were
reported. In this current paper, details considered critical to successful implementation are
described. In addition, sample results from production systems are included.

INTRODUCTION

For the benefit of those not familiar with the technique, Figure 1 is included to illustrate the
basic concept for a High Density Digital Recording (HDDR) System. The incoming serial
high rate digital data stream (usually NRZ-L coded plus a synchronous clock) is first
separated into N individual data streams running at 1/Nth of the incoming rate via serial-to-
parallel conversion logic. The number N is adjusted as required to match the overall rate
capability to the limited rate capability of the individual tracks. Each of the N individual
streams is fed to individual track formatting logic which modify these data streams for
recording. The modification consists of adding appropriate overhead to permit
resynchronization and realignment (i.e., deskew) during reproduction at the original
recording rate or a different rate. Any overhead bits added during recording are removed



as part of the reproduction process by the deskewing logic without leaving time gaps
where they were. The original high rate serial stream is restored by the parallel-to-serial
conversion logic which also regenerates the serial clock. If the incoming data were
available as N bits in parallel and also the outputs desired in parallel, the steps of serial-to-
parallel and parallel-to-serial conversion can be omitted.

DROPOUT BASED ERROR CORRECTION CONCEPT

Honeywell’s Model HD-96 employs a dropout based error correction method as depicted
by Figure 2. The large block labeled “HD-96 Twenty-Eight Track Head” represents a full-
up 28 channel system complete with parallel encode (formatting) and deskew electronics.
The correction concept is based upon product code error location where cross-track parity
corresponds to “checks-on-rows” and data channels (i.e., track) dropout signals
correspond to “checks-on-columns”. Cross-track parity is formed for groups of 14 parallel
tracks where up to 13 of these can be assigned to data and 1 of these tracks is the odd
parity for the group of 14. Thus, for a 28 track system, 26 tracks can be data and 2 tracks
are called “check tracks”. In a 14 track system, only 1 track is a “check track” and 13 can
be data.

Now the parity check track streams are formed prior to adding encoding and sync insertion
overhead on the record side. Correction is performed after data is deskewed and realigned
on the reproduce side. Cross-track parity is reformed from the reproduced data track
groups and compared with the reproduced parity from the corresponding cross-track
group. If these parity checks do not agree, then at least one track has an error at this
precise bit time. The channel dropout signals are used to locate which track has the error.
As long as only one channel dropout exists, the error can be corrected by simple inversion
(i.e., adding a logic one to the corresponding modulo -- two add gate). As shown, this
system is capable of correcting all single track burst errors and all isolated single track bit
errors plus half of the double track errors.

TAPE DROPOUT DISTRIBUTION

The effectiveness of the above error correction method depends upon tape dropout
distributions encountered in practice. In an effort to find out this distribution, Honeywell
performed an investigation into tape dropout distributions to characterize a number of
available tape. The results of this investigation have been previously reported and are
summarized only briefly here.



Assuming no gross manufacturing anomalies or gross damage, the observations for the
tapes investigated were:

(1)  Dropout lengths tend to exhibit a logarithmic decaying frequency distribution as the
dropout length increases. See Figure 3.

(2)  Dropout lengths tend to be isolated and widely separated events along the tape length
and are more or less randomly distributed. See Figure 4.

(3)  If tracks are separated across the tape wider than the maximum flaw length, then the
probability of simultaneous multiple track dropouts is very low. See again Figure 4.

(4)  It was noted in the previously reported investigation that although edge tracks typically
showed higher dropout frequency than center-of-tape tracks, the overall dropout
distribution was about the same for the same tape type.

(5)  Given all of the above, the dominant characteristic of errors from dropouts will be
more or less random - length and random - located burst errors. The uncorrected total
errors will tend to approach a maximum as a logarithmic function (i.e., due to the dropout
distribution).

OVERALL IMPLEMENTATION CONSIDERATIONS

The digital logic portion, while important, is not the critical design consideration for
implementation of a dropout based error correction system. The design elements critical to
success have to do with magnetic heads and the tape signal electronics which will be
addressed below in some detail. The fundamental consideration is that one must be certain
that it is the tape signal itself that is being processed and that corruptive influences of
spurious noise, cross-talk, interference sources are minimized.

For these reasons, Honeywell chose:

(1)  Rocording code in bi-level form to minimize threshold detection problems.

(2)  Non-bias recording - to minimize bias frequency feedthrough and bias beat problems.

(3)  On-tape coding with controlled spectrum content and transition density to simplify
reproduce side base line correction, amplitude threshold detection (for dropout and data)
errors, clock regeneration circuits.



(4)  High signal-to-noise electronics based on filter and sample detection to minimize
vulnerability to noise spikes (as opposed to pulse detection).

(5)  Solid Ferrite Magnetic Heads - to assure stable and consistent signal response over
long periods that minimize the need for frequent adjustments to maintain high signal-to-
noise.

CRITICAL REPRODUCE HARDWARE DESCRIPTION - THE REPRODUCE
EQUALIZER/BIT SYNCHRONIZER MODULE

In the Honeywell Model HD-96 HDDR’s, the truly critical hardware elements are located
on the Reproduce Equalizer/Bit Synchronizer Module. This module reconstructs the data
bit stream (from the reproduce head after fixed gain preamplification), derives a clock
signal that is synchronous with the data signal, and flags unreliable data for error
correction. One module is used for each active digital track. For discussion purposes, this
module contains two major subsections - a reproduce amplifier and a bit synchronizer. The
bit synchronizer is further subdivided into an analog signal conditioning section, dropout
detection section, data and clock generation section. Each of the sections will be
described.

A. Reproduce Amplifier Section

When data are recovered and subsequently reproduced, the amplitude versus frequency
transfer function at the output of a plus rate sensitive reproduce head appears as in
Figure 5. Because such a large amplitude variation is not suitable for most applications
including HDDR usage, equalization circuits are required to linearize the head output by
performing the inverse amplitude-versus-frequency characteristic like that shown in
Figure 6. Now there is a unique reproduce head output for each tape speed within the
transport operating range as illustrated in Figure 7. These transfer functions at a given
speed, are the same for all recorder tracks and furthermore, are not at all related to the
individual channel bit rates.

The equalization amplifier shown in simplified block form in Figure 8 provides p to
64-equalization speed steps to cover the tape speed range from 1.875 inches per second
(ips) to 240 ips. The amplifier provides 8 intermediate steps within each octave (2 to 1)
speed. Figure 9 shows the worst case mismatch that would result from using a single
equalizer network to equalize two tape speeds separated by 6¼% (1/8 octave). This design
provides a good margin dictated by experience which has shown that varying the tape
speed more than about 10% from a given equalizer set point causes bit errors to noticeably
increase. Only 6 fine adjustments are required to fully equalize each amplifier (as
compared to 27 adjustments for 9-speeds for some other designs) during initial calibration.



Furthermore, this calibration need be done only at a single speed. Equalization for all other
speeds is accomplished automatically by the design. Figure 10 shows the amplifier
equalization characteristic from 1-7/8 ips to 240 ips with the lower speeds 1-7/8; 3-3/4;
7-1/2; 15; 30 shown in octave steps for clarity and the 1/8 octave steps “filled in” from
30 ips to 240 ips.

The derivation of the equalization circuits utilizes stable feedback design techniques based
on utilization of R-C networks in conjunction with high gain operational amplifiers. The
overall gain is adjusted on the input stage. This results in highest signal-to-noise because
all following stages can be operated at full fixed amplitude signal levels. The 6 dB rising
slope of the reproduce head is compensated by an “active integrator” stage which
“corners” to a flat response above approximately 1/4 upper bandedge. The falling portion
of the reproduce head output is compensated by an “active bandpass filter” with its peak
response set slightly above upper bandedge. Phase linearity is adjusted by a “phase
correcting” circuit which follows. For convenience, an optionally available “high power”
output stage can be installed to provide 3 Vrms maximum into a 100 ohm load. Otherwise,
the normal output level is 1 Vrms maximum. Measured peak signal-to-rms noise
performance is well in excess of 25 dB.

B. Bit Synchronizer Section

Figure 11 shows a simplified block diagram of the bit synchronizer section of the
reproduce/bit sync module. The primary function for the bit synchronizer section is to
extract the binary message and associated bit rate clock. Even with good amplitude and
phase equalization, the original data are corrupted by noise, jitter, and large variations in
amplitude due primarily to tape flaws (i.e., signal dropouts) -- which produce bit errors.
Additionally, during prolonged flaws where no data transitions occur, the bit synchronizer
can bit slip due to tape transport speed variations and tape stretch variations. Bit slips
cause any following frame synchronizers to miscount and produce bit error avalanches
until a good frame sync word is received. Another problem is base line shift (d.c. offset)
produced during certain type of tape flaws which distort the pass band spectrum by
attenuating short and long wave lengths differently.

As it turns out, several of the design measures used for error flags would be needed in a
good bit synchronizer anyway. In particular, the bit slip prevention, base line
compensation, and dropout monitoring measures are important to minimize bit detection
errors. Digital techniques were used for precision bit rate clocking and freedom from
tuning adjustments. The synchronizer operates over the design range of 26 kilobits per
second to 8 megabits per second with no expensive auxiliary tuning equipment required
during operation.



o Analog Signal Conditioning

To facilitate initial HDDR system debugging and later trouble-shooting, an input FET
switch (remote controllable) is provided. The bit synchronizer section can be operated
either from the reproduce output (on the same module) or from an external source.
Honeywell uses the encoder output (just before the recorder head drivers) connected to the
external source input to operate the HDDR in a “transport bypass” test mode which
permits rapid digital system checkout initially and enhances system trouble-shooting later.

Baseline correction is incorporated to restore the signal d.c. level and effectively extend
the low frequency response of the reproduce amplifier. This improves signal-to-noise ratio
for more accurate data bit decisions. A phase splitter is used to provide a d.c. restored
differential signal to the upper threshold comparator, the lower threshold comparator, and
the data comparator which are implemented with differential techniques for maximum
range and fast response using operational amplifier IC’s.

The amount of baseline correction is based on integration of the average d.c. level of the
signal wave form (note electronic switch). Via a peak amplitude detection input the
amount of baseline correction is automatically scaled to eliminate sensitivity to tape-to-
tape and channel-to-channel variations but the signal level input to the comparators is not
automatically gain controlled. This is to further enhance signal-to-noise response,
especially during tape flaws.

To prevent over-correction during tape flaws, a dual (two-level) hysteresis scheme is
employed to accurately determine the presence of signal dropouts and via electronic switch
(Switch 2) temporarily force the baseline correction to zero during deep flaws. For iron
oxide tapes such as 797, the high threshold is set to approximately 12 dB from nominal
(0 dB) signal level and the low threshold is set to approximately 20 dB down. The flaw
boundaries are thus defined as first falling at least 20 dB and subsequent recovery to 12 dB
down. These settings provide reliable operation and avoid spurious response to noise and
occasional multiple flaws.

The high threshold dropout signal is used also to control the bit slip prevention feature and
the low threshold dropout signal is used as an output to the system status monitor panel
and to the decoder section as an error flag signal of the error correction logic. Refer again
to Figure 2.

The data comparator converts the baseline corrected but variable amplitude reproduce
signal to bi-level form. The data comparator operates as a zero level axis-crossing detector
with minimum hysteresis.



o Digital Synchronizer

The digital synchronizing logic uses the transition edges of the bi-level signal to recover
the bit rate clock. The bit rate clock is continuously adjusted to select the nearest transition
match with the 22 x reference clock (plus/minus one cycle of the reference). The 22 x
reference clock is derived from a system common clock synthesizer module which derives
all clocking signals needed to operate the HDDR system including the digital synchronizer
module. The clock synthesizer output clocks are phase locked either to an internal
reference or to a customers bit rate reference.

The digital synchronizer is implemented by a programmable divider whose output is the 22
x reference clock divided by 5 or divided by 6, depending whether the transition edges
(from the data comparator) are detected early or late with respect to the divided reference.
The output of the programmable divider is further divided by 4 to produce the 1 x data rate
clock used to reclock the bi-level data output used by the decoders. If no data transitions
occur, then the digital synchronizer automatically retains the last transition setting and
outputs a 1 x data rate clock accordingly. Thus, the bit rate clock can “fly-wheel”
indefinitely limited only by the stability of the 22 x reference clock and tape speed.

o Bit Slip Prevention Feature

To maintain bit synchronization during very long signal dropouts, the digital synchronizer
contains a means of switching to the clock from an adjacent track (on the same head stack)
digital bit synchronizer. This circuit feature takes advantage of the low skew between
adjacent tracks and that long duration flaws rarely occur on two adjacent tracks at the
same time.

An equivalent 4 x data rate clock (from the divide by 5/6 programmable divider) is
available on each bit synchronizer module. This signal is made available to the bit
synchronizer module processing the next adjacent track outward (from center track toward
tape edge). Handover status is controlled by the high threshold comparator. If the data
levels fall below the high threshold settings for 15 cycles of the 1 x data rate clock, the
digital synchronizer will automatically “handover” to the 4 x data rate clock from the
adjacent track input and its own 4 x data rate clock is inhibited. If the input 4 x data rate
clock is not available (this can occur only with adjacent double track dropouts) then the
digital bit synchronizer simply “fly-wheels”.

SUMMARY AND SOME PERFORMANCE EXAMPLES

In summary, the system concept for a dropout based error correction method suitable for
use on HDDR systems has been described. Critical design features considered important



to successful implementation have also been described. What remains is to provide at least
some bit error rate test results from production systems. These are provided by Figures 12,
13 and 14.

Figure 12 illustrates the typical bit error rate test set-up using a pseudorandom test
generator (BERT transmitter) feeding the record side and a pseudorandom bit error tests
(BERT receiver) equipped with a strip printer on the reproduce side. The printer is used to
print the bit errors accumulated every 10 exponent 9 bits. Figure 13 illustrates such a strip
printout with and without error correction activated for a 28 track Model HD-96
recording/reproducing a serial rate of 156 Megabits per second spread over 24 data tracks
at a tape speed of 240 inches per second. Two tracks were used for error correction for a
total of 26 active tracks (during error correction). Figure 14 is included to illustrate results
on a 14 track system using 5 different tape types. Data is for 1 roll of each tape type.

FIGURE 1.  BASIC HDDR BLOCK DIAGRAM



FIGURE 2.



FIGURE 3
 



FIGURE 4.  -  DROPOUTS VERSUS TAPE FOOTAGE - TYPICAL 1000 FT. (799)TAPE
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FIGURE 12.   TYPICAL BIT ERROR RATE TEST (BERT) SET-UP



FIGURE 13.



FIGURE 14.



THEORY OF PHASE DISTORTION
IN MAGNETIC TAPE RECORDING

Walter R. Hedeman, Jr.
Consultant

290D Hilltop Lane
Annapolis, MD 21403

ABSTRACT

The locus of recording when using IRIG standard bias methods is deduced from data on
phase distortion presented by the author at ITC 1972. Contrary to popular opinion
recording does not occur at the trailing edge of the record gap. At the maximum depth of
recording it takes place near the center of the record gap, and in the surface layers next the
record head approximately one half the record gap length past the trailing edge of the
record gap.

INTRODUCTION

It is known that phase distortion occurs when a tape recorded and equalized for one
direction of travel is reproduced with the direction of travel reversed. Unique equalization
in phase is required for each direction of travel. It was shown (Ref. 1) that this distortion is
a property of the recording method, independent of record/reproduce electronics. The
phenomenon can be explained as variable phase as one progresses into the emulsion i.e.
magnetization is not constant in a plane normal to the velocity vector as Wallace (Ref. 2)
assumed. Wallace’s theory, however, is adaptable to the problem, and, using the
experimental data from Ref. 1, the locus of constant phase can be approximately
constructed.

ANALYSIS

The reproduce geometry is shown in Fig. 1. The model is essentially that used by Wallace,
except that recording is assumed to occur on the locus described by y = f(x), rather than in
a plane normal to the velocity vector. Signal voltage is:

(1)



where : k = wave number = 2B/wavelength
s = separation between the reproduce head and the recorded medium
d = depth of the recorded medium
x = depth in the recorded medium

E(0) = a constant (voltage).

The modifier of eq. (1), outside the integral, has no effect on the phase of E(k), and is
eliminated in the following discussion.

An exact solution of eq. (1) for f(x) when the experimental data is the phase of E(k) as a
function of wave number, is extremely difficult, and perhaps unnecessary. Using the
approximations:

(2)

and defining the following quantities:

(2)

we find that the equivalent displacement on tape X(k)= 0/(k)/k, where 0/(k) is the phase
angle, is:

(3)

If we assume the simplest structure for f(x), y = ax, 0 # x # d:

(4)



DISCUSSION AND EXPERIMENT

Experimental data from Ref. 1 is shown in Fig. 2, together with the fit for a = 2/3 and a
depth of recording of 135 microinches. From other experimental data (Ref. 3) a depth of
recording of 120 microinches was obtained for an 85 microinch. Tecord gap. Considering
the approximations which have been made and the experimental error in the measurement
of phase in Ref. 1, the agreement is excellent. The locus of recording is shown in Fig. 3.

Since phase is variable in a plane normal to the velocity vector an amplitude loss occurs.
This loss is in addition to the loss due to separation described by Wallace. The loss has
been calculated as a function of kd, and is shown in Fig. 4. For an IRIG WB2 recorder
with an 85 microinch record gap , kd at the upper band edge is about 12. The loss factor is
then approximately 1.5 dB in the upper octave of the pass band, and tapers to essentially 0
at 3% of the upper band edge.

It is noted that the results obtained apply strictly to an IRIG WB2 system, recording with
standard bias, using horizontally oriented particle tape.

CONCLUSIONS

A locus of recording has been found which fits available experimental data. From this
locus it is possible to predict phase equalization required as a function of the length of the
record gap. IRIG 106-80 standardized this gap at 85 ±20 microinches. The tolerance
permits distortion in amplitude of ±5dB, and phase distortion of ±1 radian over the
recorder passband. Discussions with head manufacturers reveals the tolerance might be
reduced to 5 microinches at negligible cost. It would then be practical to use bias to adjust
standard depth of recording and standard separation. This would allow the use of standard
phase and amplitude equalizers, and eliminate a bothersome set of adjustments seldom
made in practice because of the time and skill involved, and so a constant source of
irritation in the exchange of tapes. Recorders are being designed with track densities of
1000 per inch, for which individual track equalization is patently unthinkable.
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Fig. 1.  Reproduce Geometry

Fig-3.  Recording Geometry
(Calculated from data)



Fig. 2.  Experimental Data from Ref.1, and Comparison with Theory

Fig. 4.  Post Emphasis Schedule for the Phase Function



ISOTROPIC TAPE PERFORMANCE WITH MICROGRAP HEADS

IN HDDR AND ANALOG MODES

James U. Lemke
Spin Physics, Inc.
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ABSTRACT

High coercivity isotropic tapes recorded with very small head gaps (0.2 - 0.3µ) support
magnetic transition densities exceeding 10,000 per millimeter (>250 KFCI) with practical
densities of 133 KFCI. The signal is recorded vectorially within the medium with both
longitudinal and perpendicular components contributing in-phase fields. Even with very
small record gaps, substantial portions of both components in proximity to the head trailing
pole are erased by the head field gradient subsequent to the initial record zone.

Comparisons are made between longitudinal and isotropic media with regard to linearity
and NPR in analog recording, and NPR in digital recording is examined.
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A NONMYSTICAL TREATMENT OF TAPE SPEED
COMPENSATION FOR FREQUENCY MODULATED SIGNALS*
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ABSTRACT

In this paper, the problem of non-constant tape speed is examined for frequency modulated
signals. Frequency modulation and demodulation are briefly reviewed. Tape speed
variation is modeled as a distortion of the independent variable of a frequency modulated
signal. This distortion produces an additive amplitude error in the demodulated message
which is comprised of two terms. Both depend on the derivative of time base error, which
is the flutter of the analog tape machine. The first term depends on the channel’s center
frequency and frequency deviation constant as well as flutter, while the second depends
solely on the message and flutter. The relationship between the additive amplitude error
and manufacturer’s flutter specification is described. Relative errors and signal-to-noise
ratios are discussed for the case of a constant message to gain insight as to when tape
speed variation will cause significant errors. An algorithm which theoretically achieves full
compensation of tape speed variation is developed. The algorithm is confirmed via spectral
computations on laboratory data. Finally, the algorithm is applied to field data. The
reference is a temperature signal which is a non-zero constant, and the message is a
pressure signal. The spectrum of the uncompensated message is clearly contaminated by
the additive amplitude error, whereas the spectrum of the compensated message is not.
Incorporation of this algorithm into the data-playback/data-reduction procedures is shown
to greatly improve the measurement signal accuracy and quality. The treatment is
nonmystical in that all derivations are directly tied to the fundamental equations describing
frequency modulation and demodulation.

REVIEW OF FREQUENCY MODULATION AND DEMODULATION

Frequency modulation is a type of angle modulation (1, 2, 3). The form of the carrier is

v(t) = A cos(2Bfct + µ(t)) (1)



where A is the amplitude of the carrier, fc is the center frequency, and µ(t) contains the
message. The instantaneous phase is 2Bfct + µ(t), the instantaneous frequency is
d(2Bfct + µ(t))/dt = 2Bfc + dµ(t)/dt, and the phase deviation and frequency deviation are
µ(t) and dµ(t)/dt, respectively. For frequency modulation, the frequency deviation is varied
in proportion to the message; i.e., dµ(t)/dt = 2Bfdm(t), where fd is the frequency
deviationconstant and m(t) is the message. If dB(t)/dt is measured in radians and m(t) in
volts, then fd must be measured in hertz per volt. By the fundamental theorem of integral
calculus,

(2)

is an antiderivative for dµ(t)/dt. A device that outputs

(3)

from input m(t) is called voltage-controlled oscillator. A device that outputs m(t) from
input v(t)is a discriminator. The mathematical operations that a discriminator performs are
differentiation of the phase deviation and division of the result by 2Bfd. In practice the
result is also lowpass-filtered. In fact, most practicing engineers view the lowpass-filtering
as part of discrimination. For telemetry work, the range of m(t) is frequently ± 2.5 V.
Consider an FM channel with fc = 176 000 Hz and fd = 800 Hz/V (Figure 1).
For m(t) = 2.5 V,

=   2B 2000t,
and

v(t) = A cos(2B 176 000t + 2B 2000t)

= A cos(2B 178 000t) .

Thus a message of 2.5 V corresponds to a carrier with a frequency deviation of 2000 Hz
and an instantaneous frequency of 178 000 Hz. Similarly, a message of -2.5 V corresponds
to a frequency deviation of -2000 Hz and an instantaneous frequency of 174 000 Hz. For
this channel, 178 000 Hz is called the upper band edge (UBE), and 174 000 Hz is called
the lower band edge (LBE); 2000 Hz is called the upper deviation limit (UDL), and -



2000 Hz is called the lower deviation limit (LDL). A channel can be specified in terms of
UBE and LBE or UDL and LDL, and the range of m(t) can be left unspecified. In these
cases, it is understood that the maximum value of m(t), mu, corresponds to UBE or fc +
UDL, and the minimum value of m(t), ML, corresponds to LBE or fc - LDL. Furthermore,

(4)

is also taken for granted. In fact, the Inter-Range Instrumentation Group (IRIG) calls the
above channel 21A (4) and specifies it as 176 000 ± 2000 Hz.

DISCUSSION OF TAPE SPEED VARIATION

When a signal is recorded on analog tape, the independent variable changes from time to
distance (Figure 2). If the tape speed is constant, say s inches per second, and both the
initial time and distance are 0, then time, t, corresponds to distance, d = st. However, as is
well known (5, 6), tape transport systems are not perfect, and as a result the tape speed
past the recording head varies. Hence the new independent variable is distorted. When a
signal is reproduced from analog tape, a similar phenomenon occurs. The net effect when
the signal is reproduced is a distorted independent variable, t + n(t), where n(t) is noise.
The noise, n(t), is a result of both the recording and reproduction distortions and is called
time base error. The causes of time base error are numerous. The tape transport system has
many imperfect rotating mechanical parts (e.g., the capstan, pinch rollers, turnaround idler,
reels and bearings) that give n(t) a periodic appearance. The tape vibrates as it slides
across fixed guides and heads. The physical condition and characteristics of the tape vary
from place to place on the reel. Design of transport systems is complicated by the fact that
the mass on each reel is constantly changing. In summary, n(t) is an extremely complex
signal composed of both periodic and random processes.

EFFECT OF n(t) ON FREQUENCY MODULATION AND DEMODULATION

Time base error can cause serious amplitude errors in a discriminated message (6, 7, 8).
When the FM signal

(5)

is recorded and reproduced, the result because of tape speed variation (Figure 3) is



and the discriminator output (cf. Equation (17) in Reference (7) and Equation (34) in
Reference (9)) is

using Leibnitz’s Rule to differentiate the integral. Upon rearranging, we get

(6a)

=   m(t + n(t)) +em(t) (6b)

with the amplitude error em (t) given by

The amplitude error depends on the center frequency, the frequency deviation constant, the
message, and the derivative of time base error, dn(t)/dt, which is called flutter. Sometimes
em (t) is incorrectly called flutter. Actually em(t) is a function of flutter. In this paper we
will call em(t) flutter induced error or simply flutter error. Equation (7) is the key to
understanding when tape speed variation will cause a problem. Note that em(t) is the sum
of two terms. The first term on the right side of Equation (7) is the channel-dependent
portion of the flutter error, while the second term is the message-dependent portion. Both
terms are dependent on flutter.

The flutter of an analog tape machine is specified by its manufacturer. By using the
manufacturer’s flutter specification in conjunction with the FM channel specification, it is



possible to decide when tape variation is likely to cause significant errors. Flutter
specifications published by manufacturers are based on measurements using an
unmodulated FM signal v(t) = A cos (2Bfc t). The most common method of specification
(10) is that, when this signal is recorded, reproduced and discriminated, 95 percent of the
output values correspond to instantaneous frequency deviations within ±b percent of the
center frequency, fc. For a complete specification, it is necessary to know the cutoff
frequency of the discriminator output lowpass filter as well as the tape speed. Lower cutoff
frequencies remove more flutter. Tape speed variation is less at higher tape speeds.
Throughout this paper, we will assume that b = 0.1, which is a good nominal value for a
lowpass filter of 10 000 Hz and a tape speed of 60 in./s (152.4 cm/s). Let us reconsider
Equation (7). We will assume that the range of m(t) is ± 2.5 V. Under this assumption, fcm/
fdm ranges from approximately 2 to more than 200 for IRIG-specified channels. Thus, for
some FM channels, the channel-dependent flutter error and message-dependent flutter
error are of approximately the same magnitude, while for others the channel-dependent
error is much larger than the message-dependent flutter error. Based on our experience,
tape speed variation is much more likely to cause a problem in the latter case. In such a
case, the message-dependent flutter error can often be assumed to be zero. Equation (7)
gives em(t) as an absolute error. A more meaningful error measure is a relative one, since
the amount of error that can be tolerated is frequently relative to the amplitude of the
message. We define the relative error, rem(t), to be the absolute error, em(t), divided by the
true value of the message. A relative error measure frequently used by engineers is the
signal-to-noise ratio. We define the signal-to-noise ratio, S/N, as the mean square value of
the message divided by the mean square value of the absolute error. To illustrate these
definitions and gain insight as to when tape speed variation might cause problems,
consideration of a constant message is helpful.

CONSTANT MESSAGE EXAMPLE

Let us take m(t) to be the constant, c. Then from Equations (6b) and (7), we get

dm(t) = c + em(t), and

If flutter were a Gaussian random variable, then b/200 would be its standard deviation;
however, flutter is never a perfect Gaussian random variable because it has periodic
deterministic components due to the rotating parts of the tape transport System.
Nevertheless, the assumption is not a gross error and can lead to some useful insights.
Under these assumptions, em(t) is a Gaussian random variable with a standard deviation,
F(em), given by



(8)

The discriminator output will lie within ± 2F(em) V of c for 95 percent of the time.
The relative error, rem (t), satisfies

(9a)

(9b)

(9c)

(9d)

for 95 percent of the time. Equation (9b) clearly shows that the relative error due to
channel-dependent flutter error can be quite large, while the relative error due to message-
dependent flutter error is always on the order of the flutter, which is nominally 0.1 percent.
The signal-to-noise ratio, S/N, is given by

(10a)

(10b)

(10c)



In cases where absolute errors less than *c dn(t)/dt* are insignificant, or relative errors less
than *dn(t)/dt* are insignificant, we get the following approximations:

(11a)

(11b)

(11c)

(11d)

Equations (11a) through (11d) clearly point out that the most troublesome telemetry
channels have large center frequencies and small frequency deviation constants. Many of
the IRIG constant bandwidth channels fall in this category. Figure 4 shows re(t) versus fcm

with fdm and c fixed at 800 and 1.25, respectively. Figure 5 shows re(t) versus c with fdm

and fcm fixed at 800 and 176 000. In both figures, dn(t)/dt is fixed at 0.001.

THEORETICAL BASIS OF TAPE SPEED COMPENSATION

Methods for combatting the amplitude error given by Equation (7) are known as tape
speed compensation. A reference FM signal is recorded simultaneously with the message-
bearing FM signal. Since these FM signals are recorded at the same time on the same
machine, their independent variables undergo almost the same distortion.

We will take r(t) = c as the reference signal. The resulting reference FM signal,
Vr (t) = cos (2Bfcr t + 2Bfdc c), has a constant instantaneous frequency. From Equation (6)
with m(t) = c, we get

(12a)

Equation (12a) can be rearranged to obtain

(12b)



Thus, the flutter of an analog tape machine can be recovered from any FM signal with
constant instantaneous frequency provided that fcr fdr and c are known. Observe that by
substituting (12b) for the first instance of dn(t)/dt in Equation (6) and then rearranging, we
get

(13)

Since dn(t)/dt is nominally 0.001 for good recorders, Equation (13) frequently provides
adequate tape speed compensation. However, full compensation can be achieved by
substituting (12b) for the remaining instance of dn(t)/dt in Equation (13) and then
rearranging ,

(14)

For the case of c = 0 (Figure 6), a partially compensated message is obtained by
subtracting the reference discriminator output, after appropriate scaling, from the message
discriminator output. To obtain full compensation, this partially compensated message is
then divided by 1 + dn(t)/dt. Note that Equation (13) compensates for only channel-
dependent flutter error, whereas Equation (14) compensates for both channel- and
message-dependent flutter error.

Consequently, in situations where message-dependent flutter error is neglible, the simpler
method can be used. In References (8) and (11), the claim is made that the subtraction
compensation technique does not achieve full compensation. Equation (13) supports this
claim. However, Equation (14) is a new technique that, at least theoretically, achieves full
compensation. In all algorithms that employ the subtraction compensation technique, care
must be taken that the signals do not get time-shifted relative to one another. Reference
(12) discusses the time shifting problem in detail. Notice that the message in Equation (14)
still contains a time base error. If the message is to be digitized, this problem is normally
remedied by recording IRIG time along with the other FM signals. At reproduction time,
the IRIG time is fed into some circuits that vary the time intervals between the samples to
cancel the effects of n(t).

EMPIRICAL CONFIRMATION OF TAPE SPEED COMPENSATION
ALGORITHM

The message channel has a center frequency, fcm, of 160 000 Hz with deviation limits of
± 8000 Hz, while the reference channel has a center frequency, fcr of 192 000 Hz with



deviation limits of ± 8000 Hz. The input range for both channels is ± 2.5 V. The message,
m(t), is the constant -1.25 V, and the reference, r(t), is the constant zero V. Any deviation
from zero of the reference discriminator output is noise. The frequency deviation constants
for the message channel and reference channel are

The discriminator output of the message channel is

The discriminator output of the reference channel is

Equation (14) with c = 0 can be rearranged to obtain

(15)

Let x(t) equal the left-hand side of Equation (15), and y(t) the right-hand side of Equation
(15) (Figure 7). The coherence between x(t) and y(t) should be 1. (Reference (13) is an
excellent source of information on spectral analysis applications.) The amplitude of the
frequency response function between x(t) and y(t) should be 1. The phase of the frequency
response function between x(t) and y(t) should be 0. The auto spectral densities of x(t)and
y(t) should be identical. Figures (8) through (12) show that these claims are closely
approximated out to 2000 Hz. The auto spectral densities do not possess the parabolic
shape predicted by communication texts (1, 2, 3) for demodulation in the presence of
additive noise. The reason for this anomaly is that the flutter-induced noise is much larger
than the discriminator output noise induced by additive noise at the demodulator input.
Figure (13) shows the auto spectral density of the tape speed compensated message. The
parabolic shape indicates that the dominant noise source is additive noise at the
demodulator input. We define the noise improvement ratio (NIR(f)) as the auto spectral 



density of the uncompensated message divided by the auto spectral density of the
compensated message; i.e.,

Figure (14) shows NIR(f) with decibels as the units of the ordinate. Notice that NIR(f) is
very good out to about 1200 Hz, but that past 2000 Hz it falls below 0 dB.

APPLICATION

The message is on IRIG channel 11B, which has a center frequency of 96 000 Hz and
deviation limits of ± 4000 Hz. The reference is on IRIG channel 8A, which has a center
frequency of 72 000 Hz and deviation limits of ± 2000 Hz. Although the message and
reference are a pressure and temperature signal, respectively, we will not convert to the
appropriate engineering units because the conversion is of no significance to our
discussion. The range of both the pressure and temperature is ± 2.5 V. The form of the
temperature at the discriminator output is

where c is the mean value of dc(t).

In Equation (13), dc (t) is used in place of dr (t) to yield a partially compensated signal. In
this application the scaling and subtraction expressed by Equation (13) were done in
software on digitized records. Figures (15), (16), and (17) show the uncompensated
pressure, compensated pressure, and temperature with its mean adjusted to 0. Note that dc

(t) has both a periodic and random appearance. Figures (18), (19), and (20) show discrete
Fourier transforms of the uncompensated pressure, compensated pressure, and
temperature, respectively. The peaks at 10 Hz and higher in the uncompensated pressure
are flutter induced. One of the peaks between 2 and 4 Hz is also flutter induced.

CONCLUSION

An explicit equation for flutter error has been developed from the fundamental equations
describing frequency modulation and demodulation. The equation is used to obtain a tape



speed compensation algorithm which theoretically achieves full compensation, even
though the instantaneous frequency of the reference FM signal is fixed (but not necessarily
at center band). Comparison of this algorithm with the one that varies the pulse width in a
pulse-averaging discriminator would probably yield some interesting results. New tape
speed compensation methods, for which NIR(f) does not go below 0 dB, could be
developed by applying adaptive noise-cancelling techniques (14) to the problem.
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ABSTRACT

During operational space flight, the communications and telemetry subsystem of the Space
Shuttle orbiter uses S-band and Ku-band links to provide, in addition to tracking, reception
of digitized-voice, commands, and printed or diagrammatic data at a maximum rate of 216
kilobits per second (kbps). The subsystem also provides a transmission capability for
digitized voice, telemetry, television, and data at a maximum rate of 50 megabits per
second (mbps). S-band links may be established directly with a ground station and both
S-band and Ku-band links may be routed through The National Aeronautics and Space
Administration (NASA) tracking and data relay satellite system (TDRSS). A simultaneous
capability to communicate with other satellites or spacecraft, using a variety of formats and
modulation techniques on more than 850 S-band channels, is provided. Ultra-high
frequency (UHF) is used for communication with extravehicular astronauts as well as for a
backup subsystem for state vector update. Audio and television subsystems serve on-board
needs as well as interfacing with the radio frequency (RF) equipment.

During aerodynamic flight following entry, the S-band link can be supplemented or
replaced by a UHF link that provides two-way simplex voice communication with air
traffic control facilities.

INTRODUCTION

The orbiter’s communication and tracking subsystem (C&TSS) is an unusual combination
of complexity and simplicity, specialization and versatility, and off-the-shelf and newly
developed hardware. It must interface with not only NASA’s space tracking and data
network (STDN), but also with NASA’s TDRSS, the United States Air Force (USAF)
space ground link subsystem (SGLS), other satellites, crew members performing
extravehicular activities (EVA), and the Federal Aviation Agency’s (FAA) air traffic
control (ATC) voice communications. In addition, it must interface with the multiple on-



board computers of the data processing subsystem, the orbiter displays and controls
(D&C), other on-board subsystems, and payloads.

All of the orbiter’s on-orbit communication links (Figure 1) may be employed
simultaneously. For S-band operation, either the TDRSS or STDN can be employed, but
not simultaneously.

Because of the complexity of the C&TSS, this paper is limited to an overview of capability
and design. In those cases where companion papers describe subsystems (S-band,
Ku-band, and antennas), details in this paper are further reduced and are listed in
References 1, 2, 3, and 4.

SUBSYSTEM FUNCTIONAL DESCRIPTIONS

The C&TSS is most conveniently described in terms of subsystems or equipment
groupings (Figure 2). Functional descriptions of these subsystems or equipment groupings
are provided in the following paragraphs.

S-Band Subsystem

The orbiter’s S-band communication subsystem was designed and manufactured by TRW
and subtier contractors. It is comprised of two independent subsystems, the network
subsystem, and the payload communication subsystem. The network subsystem provides
tracking and two-way communication via phase-modulated (PM) links directly to the
ground or through the TDRSS and transmission of data directly to the ground via
frequency modulation (FM) link. The payload communication subsystem, like a flying
ground station, provides two-way communication with unmanned orbiting spacecraft.

Network Subsystem - The network subsystem consists of eight line-replaceable units
(LRU’s). Those not shown as being redundant (Figure 3) are internally redundant;
therefore, the subsystem includes two electrically isolated strings (with the exception of
the reeds and contacts in the switch assembly), the antennas, and their coaxial cables.
Although some cross-strapping of functional units between strings is possible to improve
the capability to withstand failures, this flexibility is limited to minimize orbiter wiring
complexity and weight.

As may be seen from the block diagram, the FM and PM functions are separate, except
that the switch assembly services both. Not shown are the interfacing multiplexer/
demultiplexers (MDM’s) that provide configuration data, performance parameters, and
transmission and reception of data to and from the data processing subsystem (DPS) 



* The terms forward and return links were adopted in preference to up and down to avoid the
confusion resulting from the usage of a relay satellite at a synchronous altitude where signals in
both directions follow paths going both up and down.

computers. The network signal processors (NSP’s) can route both data to be received and
data to be transmitted through communication security boxes for decryption or encryption.

The subsystem provides for several modes and data rates (Figure 4) for both the forward
link (ground-to-orbiter) and the return link* (orbiter-to-ground). Coding(5) is used in the
tracking and data relay satellite (TDRS) modes to improve bit error rates (BER). The
forward link receiving equipment is capable of handling data at two different rates, spread
with a pseudo-random noise (PRN) code rate of 11.232 megachips per second or not
spread, and transmitting on any of four frequencies. Spreading is used on the TDRS mode
to reduce TDRS interference to ground-based communications by reducing the power flux
density at the earth’s surface. The four forward link frequencies accommodate two return
link frequencies and two turnaround ratios (ratios of orbiter transmit to receive
frequencies). Two return link frequencies, which operate in the 1.7 to 2.3 GHz band, are
used to minimize interference to payload communications. Two turnaround ratios
correspond to those used by NASA (240/221) and The Department of Defense (DOD)
(256/205).

Two data rates are available for the return link, accommodating, as in the forward link, one
or two voice channels, and, in addition, two different telemetry rates. The lower data rate
is used when link margins are required, as is the case for a large portion of the time when
communicating through TDRSS. In the TDRS low data rate mode, where link margins are
on the order of + 2 to + 3 dB, the power amplifier generates over 100 watts with an
effective isotropic radiated power (EIRP) of 17.7 dBW and the preamplifier provides a
sensitivity of approximately -125 dBm at the antenna. The antenna gain-to-noise (G/T)
value is approximately -27.3 dB0K with the dual beam antennas. In direct-to-ground
communication, although the power amplifier and preamplifier are not used, a transponder
output of 2 watts and sensitivity of -118 dBm provide much better link margins because of
the reduced range and improved (as compared to TDRS) ground terminal performance.

FM Subsystem (Operational) - The FM subsystem consists of three LRU’s (Figure 3).
The FM signal processor and FM transmitters provide a capability for the transmission of
data not amenable for incorporation into the limited-rate pulse code modification (PCM)
telemetry data stream. The data to be transmitted via FM include television, digital data
from the main engines during launch, wideband (to 4 MHz) payload data, and digital data
from recorder playback of payloads.



Conditioning and multiplexing for FM transmission occur in the FM signal processor.
Video and wide-band digital and analog signals are routed to the FM transmitter with only
matching and filtering. Narrower-band digital engine data are placed on subcarriers at 576,
768, and 1024 kHz.

The FM transmitter operates at 2250 MHz with an output power of 10 watts. Both
baseband and RF filtering are provided to reduce out-of-channel interference to the PM
and payload receivers. Nominal RF bandwidth is 10 MHz.

Audio Distribution Subsystem

The audio distribution subsystem (ADS), designed and manufactured for the orbiter by
Telephonics, provides intercom and radio access functions for the various crew stations
and hardline subscribers involved in an orbital mission. It includes facilities for audio
processing, mixing, amplification, volume control, isolation, switching, and distribution. It
provides paging capability, communication over various alternative audio bus circuits,
distribution of caution and warning signals, and communication with ground crews during
preflight vehicle checkout.

The ADS is comprised of six audio terminal units (ATU’s), two speaker-microphone units
(SMU’s), one redundant audio central control unit (ACCU), and various interface units;
their selection depends on the kind of headset being utilized.

These LRU’s, except for the interface units, and their functional relationship are shown in
the ADS system block diagram (Figure 5). This block diagram also indicates the
relationship of the LRU’s of the ADS with the radio equipment, recorders, navigation aids
(NAVAID’s), and hardline installations that the system serves.

The ADS utilizes hardwire baseband transmission of audio signals and time division
multiplexed transmission of control signals. The audio central control unit (ACCU) acts as
a central switchboard for the system; all audio routing is accomplished in the ACCU under
control of switching commands originating at the ATU’s. The ATU switching commands
are transmitted to ACCU in the form of serial digital data streams. The switching
commands arrive independently over dedicated wires, one pair from each ATU. These
control signals include channel selections, independent volume levels for each channel, and
keying signals.

The mission requirements for ADS involve not only high reliability but also high speech
intelligibility. The ADS audio circuits are designed to process and condition voice audio
signals over a large dynamic range with minimum distortion and minimum introduction of
internal noise. In meeting these requirements, close attention was given to possible sources



of degradation of the voice signal as well as to all points where the signal-to-noise ratio
can be safeguarded. The specific techniques employed include:

1. Bandwidth filtering to the range of 300 to 3000 Hz with 18 dB/octave slopes
(minimum) at each end of the pass band

2. Usage of digital control data rates that have no repetition frequencies in the audio
pass band

3. Syllabic-type automatic gain control with symmetrical clipping (followed by
appropriate filtering) to standardize signal levels against variations in talking level,
variations in microphone sensitivity, and distance from speaker to microphone

4. Controlled sidetone injection and extensive use of sidetone cancellation circuits to
ensure that no ring-around conditions can be set up

The overall speech intelligibility between the orbiter crew and the ground stations is above
96 percent when measured on the Harvard 1000 word test. With a weak radio link margin,
and the total communication and telemetry system operating at a BER approaching 10-2,
the intelligibility is in excess of 80 percent.

Television Subsystem

The television subsystem allows visual monitoring from the ground of on-board activities.
It provides the crew with the ability to see areas of the payload bay obscured from direct
observation. Television signals originating in the orbiter, near the orbiter, and its payloads
can be transmitted to the ground on either of two links, and the FM direct S-band link, or,
when it becomes available, the Ku-band TDRS link.

The operational television subsystem (Figure 6), designed and manufactured by RCA, will
have up to nine on-board cameras, two large-screen monitors, two portable viewfinder
monitors, and the associated switching and control logic.

All television cameras are black and white, but may be converted to color with the
substitution of a color lens assembly (CLA) for the normal monochrome lens assembly
(MLA). This CLA contains a rotating color separation wheel to provide a field sequential
color signal. Only the two cameras located inside the cabin are to be equipped for color.
One of these same cameras may be carried by an EVA astronaut outside the crew
compartment. These cabin cameras are the only cameras equipped with viewfinder
monitors; the pointing of all other cameras being either fixed or remotely controlled from
the console television monitors (CTM).



Up to three cameras may be located in the payload bay: one at the forward end, one at the
aft end, and one (keel camera) at one of four locations on the floor.

The remaining four cameras may be located on the two arms of the remote manipulating
system (RMS). These two jointed-arms are to be utilized in deploying and retrieving
payloads. Cameras are provided at two locations on each arm: one at the elbow and one at
the wrist. The elbow camera is mounted on a remotely controlled pan-tilt unit to adjust its
pointing as desired. This same pan-tilt unit is provided for the forward and aft payload bay
cameras. The camera at the wrist is fixed-mounted, but has a viewing light atop it for aid in
viewing shadowed areas.

The two black and white CTM’s are located at the aft-end of the flight deck near the
television control panel. Each has the capability for split-screen viewing, thus allowing
monitoring of up to four cameras simultaneously.

These cameras and monitors are interconnected through a video switching unit (VSU),
which performs switching in response to signals from the remote control logic unit (RCU).
Commands are decoded by the RCU and multiplexed on the sync signal along with a
camera ID. The camera’s electronics decode these signals and drive the lens and pan/tilt
motors. The camera multiplexes its ID number, temperature, pan/tilt angles, and angle
rates on the composite video to the VSU.

In addition to its switching function, the VSU multiplexes Greenwich Mean Time from the
orbiter’s master timing unit on the downlink or record video and encodes one of two audio
channels on the video sync signal.

Whereas the orbiter-supplied cameras produce a field sequential color signal, the television
subsystem is designed to allow a camera that generates a National Television Systems
Committee (NTSC) color signal to be used. The signal format of the composite field-
sequential color video is in compliance with commercial broadcast standards and would
produce a black and white picture on a home television receiver.

Ku-Band Radar/Communication Subsystem

The Ku-band subsystem, currently scheduled for installation later in the post-flight test
program, is designed and manufactured by Hughes. It operates as a radar during space
rendezvous to measure angles, angle rates, range, and range rate. When not employed in
this manner, it can be used as a two-way communication subsystem. It transmits data
through the TDRSS at a rate of up to 50 mbps and receives at a rate of up to 216 kbps. In
both radar and communication modes, it uses a 3-foot (0.9 meter) parabolic monopulse
antenna that is mounted inside the front of the orbiter’s payload bay and deployed by



rotation about a single axis after the orbiter is in space and its payload bay doors are
opened.

The deployed assembly (DA), which includes the antenna and considerable electronics, is
mounted on the starboard side of the vehicle, as shown in Figure 7.

In both radar and communication modes, acquisition of the radar target or the
communication satellite is aided by the onboard computer’s designation of an angle around
which a spiral search is conducted. Acquisition, thereafter, is automatic. Manual entry of
antenna angles is also possible.

Hardware common to both radar and communications functions includes the antennas (the
3-foot dish plus a small acquisition horn), the antenna drive mechanism, drive electronics,
traveling wave tube (TWT) transmitter, and receiver front end.

Hardware is packaged in four LRU’s. All hardware, except the communications signal
processor, are used for radar. All hardware except electronic assembly 2 (EA-2), are used
for communications.

All externally generated control signals are applied to electronic assembly 1 (EA-1) and
distributed with internally generated control signals to the other LRU’s. Control of radar
functions is accomplished by feeding signals directly from D&C, but communication
control signals originating at the D&C are routed through the ground control interface logic
(GCIL), to permit communications functions to also be controlled from the ground.

Because failure of the communications function becomes self-evident rather quickly,
provision is provided to automatically switch to the S-band network subsystem.

Although concern had been originally expressed over the wisdom of combining a
communications and radar system, it is now obvious that savings in weight, volume, and
developmental costs were attained without significantly degrading either function.

Radar Function - As a rendezvous aid, the Ku-band subsystem operates as a pulse
doppler, frequency-hopping radar. The relatively long microsecond pulses employed at
longer ranges provide reasonable efficiency with the peak-power-limited TWT amplifier.
Short pulses of 22 nanoseconds are used to provide radar operation down to 100 feet
(30 meters). Pulse widths and repetition frequencies are selected to provide unambiguous
measurement of both range and range rate for uncooperative (skin-tracked) targets to
10 nautical miles (nmi) (18.5 km). Up to 300 nmi is feasible with a compatible (not
available) transponder.



Because the orbiter in space performs the latter part of rendezvous and station-keeping by
accelerating and braking along the Z-axis (the axis that runs vertically through the orbiter),
the radar normally searches angles within 30 degrees of a straight upward pointing
position. Tracking, however, may continue through larger angles until the beam is
intercepted by the orbiter structure.

Communication Function - Ku-band subsystem communications provide the orbiter with
a highly flexible means of transmitting data at various rates and formats (Table I). Except
for the 192-kbps channel, which is comprised of the orbiter voice and telemetry
(operations data), other rates and bandwidths shown are maximums. From the rate ranges
shown, it may be seen that the capability extends continuously from 16 kbps to 50 mbps.
Similarly, the 4.5 MHz analog channel extends downward to dc. The unusual signal design
provides quadra-phase shift keying (QPSK) of a subcarrier and either QPSK or FM of the
carrier.

The problem of mutual acquisition of the orbiter and TDRS has received considerable
attention. In one acquisition scenario, the orbiter radiates Ku-band energy at the TDRS
through the widebeam acquisition antenna. The TDRS locates this signal and points its
narrow (0.36-degree) beam at the orbiter, which searches and acquires with the narrow
beam antenna, and then, switches its transmitter to the narrow-beam antenna. In a similar
scenario, the orbiter radiates S-band energy through the appropriate antenna and the TDRS
points its S- and Ku-band antenna at the S-band source. It even appears possible that
available orbital parameters will be good enough to allow both TDRS and orbiter narrow-
beam antennas to be pointed at each other with sufficient accuracy to achieve acquisition
without search.

Failure of the forward link results in a signal being generated in the signal processor, which
commands the GCIL to switch the NSP forward link input from the Ku-band to the S-band
receiver. This precludes the possibility of the ground losing communication with the
vehicle should a Ku-band forward link problem develop while the crew is asleep.

As in the S-band subsystem, spreading of the forward link is used to reduce interference to
ground-based communications systems. The PRN code rate is 3.02803 megasymbols per
second, less than that used at S-band.



** The term GC includes all five of the operation (OPS) computers on board, including those
previously referred to as guidance, navigation, and control (GN&C) computers.

Table I.  Return Link Data Rates

GCIL

GCIL is an LRU that provides the capability for ground control of many functions of
C&TSS and a portion of the operational instrumentation subsystem. It also provides the
logic to allow control of the same functions from either D&C switches (manual
commands) or in response to ground-originated commands through either the S-band or
Ku-band links. Ground-originated commands flow through the NSP to the general-purpose
computers (GPC’s) of the DPS. Commands are sent to the LRU’s. Then, the command
status (from either the GCIL or the LRU’s) is returned to the GPC and routed to the
ground through the pulse code modulation (PCM) data stream. Switch logic is provided to
allow the on-board crew, if required, to block ground-originated configuration commands.

On-board commands may also be originated through the usage of any of several DPS
keyboards that enter the command directly in the GPC.**

The GCIL, in conjunction with the other described equipment, allows a ground crew to
operate and monitor the C&TSS configuration, freeing the crew for other activities. It also
avoids the necessity of having one astronaut awake at all times just to maintain contact
with the ground.

UHF

UHF transceivers are provided for the transmission and reception of voice to allow contact
with ATC facilities and chase aircraft during landing operation. They are provided during
on-orbit operations for the transmission of voice to and the reception of voice and
telemetry from extravehicular space-suited astronauts. Both functions are provided by a
newly developed EVA-ATC communication subsystem being built by RCA under direct
contract to NASA.



EVA/ATC Communication System - The EVA/ATC communication subsystem is
designed primarily to support extravehicular activities, but it also provides ATC voice
communication capabilities; thus, allowing it to replace the ARC-150 already used on
Orbiter 101. In the ATC service, it provides two-way RF links on either of two frequencies
(296.8 or 259.7 MHz) with a transmit power of 10 watts. In addition, emergency
communication is provided by a 243-MHz guard channel transmitter and receiver.

In EVA service, things are more complicated. To understand the various modes of
operation, it is necessary to consider the extravehicular communicator (EVC) equipment
carried by the EVA astronaut or astronauts.

The EVA unit consists of AM transmitters, AM receivers, a telemetry subsystem, a
warning subsystem, and an antenna. This equipment is arranged to operate in several
different modes. Mode A is the normal mode used by a single EVA astronaut and Mode B
is the normal mode by a second EVA astronaut. Other combinations of receivers and
transmitters can provide voice communication if there is equipment failure or interference
on normal channels.

In the RF OFF mode, the equipment provides duplex voice operation utilizing an audio
input/output interface to the Shuttle orbiter via a service umbilical.

In Modes A and B, the operating transmitter is modulated by a 5.4-kHz (standard IRIG)
subcarrier oscillator, which transmits biomedical data (electrocardiographs). Voice, which
modulates the carrier directly, is keyed on by voice-operated circuitry (VOX) or a push-to-
talk (PTT) switch.

A 1.5-kHz warning tone generator, square wave modulated at 15 Hz, operates in response
to a sensor (external to the EVC) to alert the astronaut to conditions requiring his attention.

On the orbiter side of this communication link, receivers and 500-milliwatt transmitters are
provided on each of the frequencies. Two antennas are provided: one inside the airlock
and one on the bottom of the orbiter. The latter is the same one used with the ARC-150
during aerodynamic flight tests.

The processing within this system strips the electrocardiograph signals from one or two
EVC’s and provides them to the orbiter telemetry subsystem. A two-way voice interface
with the orbiter’s audio distribution subsystem is provided, giving astronauts performing
EVA access to orbiter voice communications on up to three voice channels. This enables
an EVA astronaut to be in direct voice contact with the ground or the orbiter crew. The
astronaut can also have his conversations recorded.



S-Band Payload Subsystem

The S-band payload subsystem provides the capability to communicate with a wide variety
of satellites. It will be used for such purposes as checking the operation of an attached on-
board or a released payload prior to moving from its immediate vicinity in the orbiter
payload bay. Also, it can help with the safing of a satellite before taking it on-board for
repair or return to earth. Two separate payload subsystems are available. First, a
subsystem to operate with STDN or DSN, and second, a subsystem to operate with the
space ground link subsystem (SGLS) network. The frequency assignments are given in
Figure 8.

The subsystem provides for several modes and data rates in addition to multiple frequency
selection for transmit and receive (Figure 9). The receiver and transmitter are packaged in
a single LRU called the payload interrogator (PI), which is used for both NASA and DOD.
Signal processing in both directions is performed in either the payload signal processor
(PSP) for NASA payloads or the communication interface unit (CIU) for DOD operations.
Redundant LRU’s are carried for both the PI and PSP, while the CIU is a single unit
(Figure 10).

The PI provides 851 duplex channels for simultaneous reception and transmission of
information with a coherent frequency of 256/205 in the DOD mode (20 channels) and
240/221 in the STDN (808 channels) and DSN (23 channels) modes. In addition, provision
for six receive-only RF channels and four transmit-only RF channels in the DSN mode
(Figure 8) are included.

Because payloads are intended to communicate with the same ground stations as the
orbiter, they also receive on the lower frequencies of the space communication band and
transmit on the high frequencies of the same band. This means that the interrogator must
receive on frequencies near those employed for transmission by the S-band network
subsystem. Transmission frequencies are close to those where the network subsystem
receives data. Careful filtering is employed in both subsystems to minimize cross
interference. The upper and lower frequency region is selected in the network subsystem
to maximize separation from the payload channel in use.

Both the receiver and transmitter of the PI are capable of performing sweep for acquisition
and automatically terminating the sweep upon acquisition. The receive sweep is selectable
for a plus-or-minus 80 to 140 kHz range for signal acquisition within 5 seconds. The
transmitter sweep is 540 Hz/s in the DSM or DOD mode for a sweep range of plus-or-
minus 33 kHz. Also in the DOD mode the sweep rate is 10 kHz/s for a sweep range of
plus-or-minus 55 kHz. In the NASA mode, the sweep rate is 10 kHz/s for a sweep range
of plus-or-minus 75 kHz.



The receiver section of the PI is equipped to demodulate the subcarrier for data processing
by the PSP or CIU, or transfer via the Ku-band through the TDRSS to the ground.

The standard received signals are:

1. $ =  ±0.1 radian, SCO = .024 MHz, Data 1, or 2, or 4, or 8, or 16 kbps (BiN or NRZ)

2. $ =  ±0.1 radian, SCO = 1.7 MHz, data,#256 kbps (PSK), or FM/FM with up to
±200 kHz P-P SCO deviation

SCO1 = 1.7 MHz, data #256 kbps (PSK),
3. 1.7$$$0.3 radian   or FM/FM with up to ± 200 kHz P-P SCO deviation

SCO2 = 1.024 MHz, data #64 kbps (PSK)

Item 1 is compatible with STDN/DSN while Items 1, 2, and 3 are compatible with DOD
and the Ku-band bent pipe.

The nonstandard PI received signals must meet all of the following requirements to be bent
pipe compatible for Ku-band transfer:

1. PM 2.5$$$0.2 radians, with a minimum residual carrier of -114 dBm for acquisition
and -116 dBm for tracking

2. The inband data spectral components within ± 100 kHz of the receive carrier
frequency will be 26 dB or more below the RF carrier power

3. The intelligence contained in the received signal will be #4.5 MHz to be compatible
with the one-sided 3 dB post-detection bandwidth of the PI receiver

In addition to the above, the received signal, with direct carrier modulation by a
nonperiodic digital information channel, is accepted provided that the RMS phase noise
component, because of modulation sidebands, is 10 degrees or less, and the maximum
allowable number of transitionless bits will not contribute more than 18 degrees to the
carrier phase noise; 64 transitions per 512 bits.

The transmitter section of the PI is equipped to modulate the selected carrier signals
generated by the PSP or CIU for transmittal to a NASA, DSN, or DOD compatible
satellite.



The standard transmit signals are:

1. $ = 1 ± 0.1 radian, SCO 16 kHz, commands = n x 125/16, where n = 2x and x integer
0 to 8

2. 2.5$$$0.2 radian, SCO’s: 65 kHz or 76 kHz or 95 kHz, AM: 500 Hz or 1000 Hz.
Commands: 1 K-baud or 2 K-bauds

Item 1 is compatible with STDN/DSN while Items 1 and 2 are compatible with DOD.

The nonstandard transmit signals are a high tone sinewave command as follows for DOD
operation:

1. Frequency range - 1 to 200 kHz

2. Duration - “1” tone 0.1 to 3.5 seconds (TD)
“0” space 0.1 to 3.5 seconds (SD)
Interval 0.1 to 6 seconds

3. Type - Sequential nonreturn-to-zero (NRZ) keying

To aid in accommodating the large variation in signal strength, which results from a range
that can vary from a few feet to several miles, the receive section of the PI automatically
adds protective attenuation. Signals greater than -116 dBm at the orbiter payload antenna
will be automatically tracked. Protection for + 20 dBm signals are incorporated in the PI.
Three selectable EIRP levels are provided by the PI. These are: + 29 dBm (maximum),
+19 dBm, and -4 dBm.

The PSP and CIU demodulate the subcarriers, and provide bit synchronization and frame
synchronization. The PSP provides four frame synchronization word lengths (8, 16, 24,
and 32 bits). Bit synchronization will accommodate Bi- N -L, -M, -S, and NRZ-L, M, S;
one at a time, for a single selected data rate of 1, 2, 4, 8, or 16 kbps.

The demodulated telemetry plus clock and frame synchronization is routed to a payload
data interleaver (PDI). The PDI, a component of the instrumentation subsystem,
interleaves the telemetry data with data from up to four attached payloads for eventual
transmission to the ground in the PCM data stream via the network subsystem.

The CIU handles 1 of 11 data rates (0.25, 0.50, 1, 2, 4, 8, 10, 16, 32, 48, 64 kbps)
Bi- N - L on a 1.024 MHz subcarrier and a constant data rate between 0.125 and 256 kbps
Bi- N -L on a 1.7 MHz subcarrier. The former data rate is transmitted to the ground via the



PDI while the latter is transferred via the FM subsystem or FM phase of the Ku-band
subsystem.

The PSP also receives configuration and payload command messages from the DPS at a
burst rate of 1 mbps. It responds to a configuration message by configuring itself to handle
data at rates and formats designated. It buffers the commands to phase shift keyed
modulate a 16 kHz subcarrier for transmission by the PI or hardline to five attached
payloads. The CIU accepts command from the satellite control facility (SCF) via the
network subsystem and DPS or direct on-board generated command, which can override
the DPS. The command is buffered, verified, and changes from Bi- N -L to ternary and
tune sub-carriers for transmission by the PI to a detached payload.

Antennas - The antennas associated with each subsystem (except the UHF airlock and the
deployable Ku-band) are flush mounted. The locations were chosen to favor the desired
direction of coverage within the constraints of the space available on-board the orbiter.

All flush antennas are overlaid with the thermal protection subsystem (TPS), which covers
that part of the orbiter surface that otherwise would be unable to survive the heat of entry.
TPS is thickest on the bottom to a depth over the lower antennas reaching 2.5 inches. TPS
has electrical characteristics somewhat similar to polyurethane foam. It has required
special attention where the patterns are critical (quads). Basic data on the antennas are
presented in Table II.

Table II.  Orbiter Antennas

Antenna Quantity Freq Polar Type Reason for Selection

UHF 1 UHF LV Annular slot High efficiency, broad
angular coverage

S-band quads
dual beam

4 S RHCP Crossed dipole fed
cavity fixed array

Beam shaping, gain,
efficiency

S-band hemi’s 2 SS RHCP Crossed dipole fed
cavity

High-efficiency, broad,
continuous coverage

S-band payload 1 S RH&L
H CP

Cross dipole fed
 cavity

Polarization switching,
shaped beam

UHF-airlock 1 UHF L Microstrip Total coverage in the
airlock cylinder

Ku-band subsystem 1
or
2

Ku L 
radar
CP
comm

Parabolic High gain, low sidelobes



The four dual beam quad antennas are placed in the roll plane of the vehicle at 45 degrees
to the orbiter horizontal plane. The patterns of about 100 degrees in roll provide
overlapping roll coverage; fore-aft coverage is on the order of 130 degrees. More details
on orbiter antennas and patterns may be found in References 1, 3, and 4.

FLIGHT TEST RESULTS

The results of the flights to date have been interesting. STS-1 was a perfect operation for
the communication and tracking subsystem. All the commands were delivered to the
orbiter and 100 percent of the telemetry data were returned from the Shuttle orbiter. NASA
reported that the overall performance of the communication and tracking system was
excellent.

STS-2 was a repeat of STS-1. The communication and tracking subsystem was only
checked out at the pad in support of operations before flight-a second perfect operation.

STS-3 started as a repeat of STS-2. About half-way through the mission, while performing
communication tests and switching various LRU, telemetry from one transponder was lost
in the low power mode. The other transponder was activated in the high power mode for a
test. Because of the work load, it was agreed to operate the final mission phase in STDN
high power mode. No orbiter commands were lost. Over 99.9 percent of the telemetry was
delivered.

The failure proved the power amplifier operation two flights early and the redundant
system provided nearly perfect communication. The orbiter design has been proven early
in the program.

A test after landing proved both transponders were operating properly. One transponder
was examined by TRW to establish any possible future problems. A relay (hi-rel) was
found to have foreign material in the case that could have caused the failure. This relay
turns off the RF power whenever a mode change is made in the transponder. All relays of
this batch are being replaced. In retrospect, this was an excellent subsystem test for
redundancy management, and proved the operational capabilities of the subsystem.

STS-4 will be reported at the meeting.

The communication and tracking S-band subsystem is now the first subsystem in the
orbiter to be fully verified. Being verified means the S-band subsystem meets every term
and condition (interfaces, environment power, weight, and radiation) of all legal contracts
without a waiver or deviation.
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“KU-BAND COMMUNICATION SUBSYSTEM”
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ABSTRACT

The Ku-Band subsystem for NASA’s Space Shuttle Orbiter is a combined radar and
communications system that provides either radar-aided rendezvous capability or high-rate
two-way communications via a synchronous-orbit TDRS relay satellite. This paper
describes the architecture of the Ku-Band system and focuses on several unique aspects of
the design. Communication capabilities are described in detail.

INTRODUCTION

Other papers on the Ku-Band subsystem have given a great amount of detail on specific
components of the system. This one gives an overview, with emphasis on certain unique
design aspects of the Ku-Band subsystem that enable components to be used for both radar
and communication functions.

The Ku-Band subsystem is not designed like most spacecraft subsystems. Because of the
nature of the shuttle mission, redundancy is not required. Repair or replacement of failed
components can be easily accomplished after landing, while in the meantime the S-Band
backup system can be used. Secondly, ease and speed of repair are a major consideration.
Component modules must be interchangeable from unit to unit without affecting overall
system performance. This forces a design approach that incorporates level control of
signals at many interfaces throughout the Ku-Band system.

The Ku-Band system is divided into four line-replaceable units (LRUs). These units are
designed to be replaceable at the shuttle integration facility, with no further testing
required to assure full system performance. Each LRU is divided into several shop-
replaceable units (SRUs) which can be replaced quickly at a Ku-Band repair facility.

The first of the LRUs, the deployed assembly, or DA, contains upconverters,
downconverters, and all RF electronics. The DA also includes the 3 foot diamter dish
antenna and its azimuth/elevation gimbal mechanism. The DA’s RF equipment is shared



between radar and communication functions in a rather intricate switching arrangement
that minimizes the amount of single-function hardware in the DA. The DA is mounted on
the “sill” at the front of the shuttle’s payload bay on a boom that can swing out when the
doors are open. (See Figures 1 and 2). This gives the antenna a relatively unobstructed
view to either synchronous orbit or to a rendezvous radar target. In the stowed position the
DA is relatively flat and rests just inside the payload bay doors. This configuration avoids
intrusion into the payload volume.

The other three LRUs are mounted inside the shuttle in the avionics bay. They look like 3
identical black boxes although their functions are quite different. (See Figure 3).

The signal processor assembly (SPA) performs all the baseband processing for the
communication function. For the receiving function it performs bit synchronization, frame
synchronization, and data decommutation, although a bypass mode, called Mode 2, can be
used to allow bit detection to be performed by a payload. For the transmitting function the
SPA selects three of eleven data sources and constructs a 1.875 GHz modulated IF signal
which is fed to the Ku-Band upconverter in the DA.

Electronics Assembly Two (EA-2) is the radar processor box. It interfaces with the DA
through a 78 MHz radar IF. The inphase and quadrature components of the received signal
are detected and converted from analog to digital form for processing. Control lines from
EA-2 to the DA allow the EA-2 to adjust pulse repetition frequency, pulse duration, and
the transmit/receive frequency. Pulse to pulse coherence is maintained to improve
performance. The upconverter/downconverter in the DA is capable of accommodating five
different RF’s. The EA-2 cycles among all 5 frequencies and averages the result to
improve immunity to target scintillation.

Electronics Assembly One (EA-1) contains the antenna positioner servo, a microprocessor
for mode control, plus several communication functions that didn’t fit in the SPA. Because
of its controlling microprocessor, the EA-1 can be considered the “heart” of the Ku-Band
system. Although the SPA is turned off in radar mode and the EA-2 is turned off in
communication mode, the EA-1 is always active (as is the DA).

MONOPULSE TRACKING

In both radar and communication modes, the antenna must be able to point at a moving
target, even though the shuttle may be rotating underneath the deployed assembly. This
autotracking function is accomplished using a 5-feed time-shared single channel
monopulse tracking system. A central feed at the focus of the dish antenna is surrounded
by four weakly coupled feeds. Opposite pairs of these weakly coupled feeds are added 



180E out of phase. The result (see Figure 4), is a signal whose amplitude is proportional to
the antenna pointing error over an angular range of about ± 2 degrees.

A pair of PIN diodes (see Figure 5) control whether the error signal is (A+C) - (B+D) or
(A+B) - (C+D). This time-sharing capability allows a single receiver to be used for both
azimuth and elevation errors (see Figure 6). A selectable 0/180 degree downconversion
phase shift is used to modulate the RF error signal.

The error signal is then added to the sum, or main channel, signal. The relative phasing of
the two channels is such that the error signal will add to or subtract from the primary signal
amplitude. The 0/180 degree modulation of the ) channel phase therefore appears as AM
on the comm track and radar IF’s. The magnitude and phase of this AM give a direct linear
measure of the antenna pointing error in either azimuth or elevation (whichever is selected
by the PIN diode bias). The antenna control servos for communication and for radar
translate AM into gimbal motor drive current to cancel the measured error.

Shuttle motion is taken out by an inner servo loop that operates on gyro error signals. The
gyro package is mounted on the antenna side of the gimbal assembly. The inner servo loop
acts to maintain the gyro’s orientation in inertial space by driving the gimbal motors to
counteract shuttle rotation. In effect the gyro and the monopulse feed system each produce
error signals which are added and used to drive the gimbal motors.

RADAR MODE OPERATION

In radar mode, the DA, EA-1, and EA-2 are active. The SPA is turned off. The transmitted
RF signal consists of a pulse train originating from a coherent synthesized frequency
source in the DA. Pulse width, pulse repetition rate, and carrier frequency are all
controlled by the radar processor in the EA-2. Moreover, the EA-2 selects which antenna
or combination of antennas will be used. Transmission occurs only through the main (dish)
antenna, but for reception either a widebeam horn or an azimuth/elevation monopulse error
signal is available in addition to the primary (sum) signal.

During radar search acquisition, for maximum sensitivity only the sum channel is used.
When a target is detected, a sidelobe test is performed by comparing the received signal
level from the widebeam horn (which is pointed in the same direction as the dish antenna)
with that from the dish. This is done by switching the difference ()) channel to the
widebeam horn then alternately blanking the ) and G receivers. If the widebeam horn
signal is not substantially weaker than the received signal from the dish, the radar
processor concludes it has detected the target on a sidelobe of the main beam (see
Figure 7). The receiver gain is ratcheted down and the search continues. If the widebeam
horn signal is substantially weaker, a target detection is declared, and the radar enters its



tracking mode. The difference receiver is switched over to the monopulse az/el error signal
and the radar processor commands the sequence G + )az, G - )az, G + )el, G - )el for
each of the five frequencies in turn. This set of received signals constitutes a “frame” of
data which is used to determine error signals for the angle tracking loop. Simultaneously
three range gates are used for the range and range rate tracking loops. Range, range rate,
angle, and angle rate estimates are output to the orbiter’s computers for use in making a
fuel-efficient rendezvous with the target.

The preceding discussion dealt with the passive target radar, which is what one normally
thinks of when one hears the word radar. The Ku-Band system also includes an active
target radar mode, for which the radar target carries a special transponder. Although this
greatly extends the radar range, there are no spacecraft at present which carry such a
transponder.

COMMUNICATIONS MODE OPERATION

In communications mode, the DA, EA-1, and SPA are active. The EA-2 is turned off. The
TDRSS K-band single access service is used. This provides nearly full-time
communication independent of whether a ground station is in view from the orbiter.

RETURN LINK

The SPA multiplexes three of eleven possible data sources onto a modulated 1.875 GHz
carrier which is fed to the DA for upconversion and transmission to TDRS.

The return link, from Orbiter Ku-Band system to TDRS to ground, has two modes of
operation. Mode 1 features a high rate digital data channel denoted channel 3, of 2 to 50
Mbps. This data is rate one-half convolutionally encoded, giving a symbol rate of 4 to 100
Msps and doubling the signal bandwidth. The encoded high-rate channel 3 data modulates
the carrier as the I channel of an unbalanced QPSK modulator. (See Figure 8). The
unbalanced modulation gives 80% of the power to the I channel, leaving 20% for the Q
channel. The Q channel input to the 1.875 GHz modulator is itself a modulated 8.5 MHz
subcarrier.

The modulated 8.5 MHz subcarrier is formed by unbalanced QPSK modulation of an
8.5 MHz square wave. (See Figure 9). Channel 1, which consists of orbiter operations
data, gets 27% of the subcarrier power, while Channel 2, one of five possible sources, gets
the remaining 73%. Because the subcarrier is a squarewave, it gives a true binary input to
the 1.875 MHz QPSK modulator.



For Mode 2, the subcarrier is formed the same way except that it is filtered to become a
sine-wave subcarrier. Channel 3 is selected from five sources. The baseband data stream
from Channel 3 is added to the subcarrier (using frequency isolation), then the resulting
video is frequency modulated using a 1.875 GHz VCO. Figure 10 illustrates the
modulation implementation for both modes, with a 1.875 GHz switch selecting the
modulator to be used. The complete set of possible return link data sources is shown in
Table 1.

The 1.875 GHz modulated IF signal from the SPA is upconverted to 15.003 GHz in the
DA, using an LO of 84 x 156 MHz. A TWT provides 50 watts of RF power for
transmission from either the widebeam horn (acquisition) or the dish antenna (when angle
tracking begins).

FORWARD LINK

In the receiving, or forward link function, the DA downconverts an incoming 13.775 GHZ
signal to 647 MHz, using the 84 x 156 MHz LO. As explained in the section on monopulse
tracking there are actually two receivers. The sum receiver carries a signal from the central
feed of the dish to the 647 MHz data channel output. A combination of the sum and
difference receiver outputs gives the 647 MHz communication angle track output (see
Figure 11). The angle track output is fed to an AGC circuit and envelope detector in EA-1.
The detected percent AM gives a measure of the angle errors (alternating azimuth and
elevation at a 370 Hz sample rate). Error voltage for azimuth and elevation are fed to the
servo, which provides motor drive until the error voltages are nulled.

The DA’s data channel output at 647 MHz is downconverted to a 21.88 MHz second IF
inside the EA-1 (see Figure 12). The signal is then passed through an automatic gain
control stage which acts on a narrowband noise sample 3 MHz from the carrier. This AGC
stage establishes a fixed noise density independent of signal level. Next comes an
automatic level control (ALC) which uses variable attenuation to establish a fixed signal
level. The AGC is only needed to ensure that the ALC’s square law detectors operate at
their designed levels, (see Figure 13).

Since the received signal from TDRS usually includes a 3.028 megachip per second
pseudonoise spectrum spreading code, the next operation in the receiver is to strip off this
PN code if it is present. A tau-dither loop performs this function, (see Figure 14). The
loop’s error signal is of the form I2 - Q2,  where I2 is the in-phase power and Q2 is the
quadrature power. The I2 - Q2 difference is actually formed by time-sharing the square law
detector, using the dither signal. When I2 - Q2 reaches a large enough value, the PN loop is
considered locked and the sweep shuts off. The “on-time code” is used to despread the
data at the input to the Costas loop, which demodulates the data, (see Figure 15).



The SPA receives the demodulated bit stream, up to 216 Kbps, from EA-1. In forward link
Mode 1 the SPA performs bit synchronization, frame synchronization, and bit detection. In
Mode 2 the data is not processed at all, but is amplified and filtered before being output to
the orbiter. Mode 2 will be used primarily for payload support, where the payload contains
its own bit synchronizer and bit detector.

ANTENNA SWITCHING

The use of two antenna systems for both radar and communication modes is unique to the
Ku-Band system. Figure 16 shows the interconnection scheme for these antennas. In radar
mode the four-port crossover switch is not used. It is left in the straight-through position.
Since radar transmissions are at 13.779 to 13.988 GHz, as compared to the communication
transmit frequency of 15.003 GHz, diplexer filters can be used to separate and recombine
the radar and communication transmission paths. This is not done for the usual reason of
permitting simultaneous operation at two frequencies, but rather to allow the insertion of a
ferrite switch assembly in the radar transmission signal path. Unlike the TWT, the ferrite
switch is not a wideband device. It is not capable of operation over both radar and
communication bands. The radar signal is always transmitted from the central feed of the
dish antenna. This gives maximum angular selectivity and helps to prevent unwanted signal
returns.

Radar receiving requires two different antenna configurations. During acquisition, the
difference receiver is connected to the widebeam horn. The difference receiver is blanked
while the sum receiver listens for a target return. When the EA-2 (the radar processor box)
detects a target, it alternately blanks the sum and difference receivers and compares the
signal levels. This “guard/main sequence” is designed to weed out sidelobe returns. In
radar tracking mode the difference receiver is connected to the az/el error output of the
dish antenna, allowing continuous angle tracking of the target.

In communication mode, the widebeam horn is never used for receiving. However it is
used for transmitting during acquisition. The transmission from the widebeam horn will
reach the TDRS as long as the initial pointing of the antenna assembly is within 15 degrees
of the true TDRS line of sight. The four-port crossover switch allows the transmitter output
at the communication frequency to reach the widebeam horn, while permitting the sum
receiver to “listen” on the dish antenna. When the TDRS receives the 15.003 GHz
Ku-Band transmission from the widebeam horn, it determines the direction to the shuttle
and transmits a 13.775 GHz signal to the Ku-Band system. When the EA-1 detects this
signal coming out of the sum receiver, it switches the system into tracking mode, which
includes selecting the az/el error signal to the difference receiver. The two waveguide
switches must be thrown in the correct order (crossover switch before widebeam select 



switch) to avoid transmitting 50 watts into the az/el error output and destroying the PIN
diodes. Switch timing was a difficult interface area in the Ku-Band system.

CONCLUSION

The functions of the shuttle Ku-Band integrated radar and communication subsystem have
been described, with emphasis on the communication mode and on the integration of radar
functions into the hardware. The monopulse tracking and antenna switching functions have
also been covered.

The radar function provides a fuel-saving rendezvous capability, while the communication
function allows virtually uninterrupted two-way multichannel communication between
ground and the orbiter.

REFERENCE

A good comprehensive reference is “Orbiter Ku-Band Integrated Radar and
Communications Subsystem”, by Ralph R. Cager, Jr., David T. LaFlame, and Lowell C.
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author thanks Mr. Parode for providing some of the figures from his 1978 paper for use in
this paper.



TABLE 1
RETURN LINK DATA SOURCES

Source Type Rate or Bandwidth

CHANNEL 1 (MODE l/MODE 2)

Operations data - Network
signal processor (1,2)

CHANNEL 2 (MODE l/MODE 2)

Payload Recorder

Operations recorder

Payload low data rate

Payload interrogator (1,2)
low data rate

CHANNEL 3 (MODE 1)

Payload max

CHANNEL 3 (MODE 2)

Payload interrogator (1,2)
high data rate

Payload

Payload high data rate

Television

Digital

Digital

Digital

Digital

Digital/
Analog

Digital

Digital/
Analog

Analog

Digital

Analog

192 kbps (biphase)

25.5 - 1024 kbps (biphase)

25.5 - 1024 kbps (biphase)

16 - 2000 kbps (NRZ)
16 - 1024 kbps (biphase)
16 - 2000 kbps (NRZ)
16 - 1024 kbps (biphase)
1.024 MHz (PSK or FM)

2 - 50 Mbps (NRZ)

16 - 4000 kbps
0 - 4.5 MHz

0 - 4.5 MHz

16 - 4000 kbps

0 - 4.5 MHz
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ABSTRACT

This paper presents an overview of the various types of uplink commands available for
attached or detached payloads and discusses in detail the manner in which the Space
Shuttle orbiter common set and stand-alone computers accept and process these
commands. Command and data processing within the orbiter systems during ascent and
on-orbit operation are also discussed. The uplink command formats, as they relate to the
data processing system, are presented in some detail.

INTRODUCTION

This paper describes the uplink software environment and the payload uplink commands
and control process supported by the orbiter’s software. The software processes are
described in sufficient detail to enable payload users to determine how the orbiter uplink
software can be used to support payloads.

To support the different mission phase requirements, the five orbiter general purpose
computers (GPC’s) can be configured in two different ways: as a redundant set of four
GPC’s with a stand-alone GPC or as a common set of two GPC’s. Payload uplink
command data requirements vary with each payload’s unique requirements. These
requirements are both flight and flight-time (event) dependent. The orbiter software
support of payload uplink commands differs during mission phases, i.e., ascent, entry, and
on-orbit operations.



ORBITER DATA PROCESSING SYSTEM SOFTWARE
SUPPORT FOR PAYLOAD UPLINK COMMANDS

Flight Time Line Payload Support Availability

Software is available to support payloads in the prelaunch phase until approximately
T-20 minutes. At this time, the ascent memory configuration is loaded. For a nominal
mission, the on-orbit memory reconfiguration to support payload on-orbit operations (GPC
support) is available approximately 77 minutes after lift-off.

The on-orbit software to support payloads is available until the memory is reconfigured to
support the entry phase of the flight. The entry memory configuration occurs
approximately three hours before the entry phase.

Ascent and Descent Mission Phases

In these phases, four GPC’s form a redundant set. The system software (flight computer
operating system, user interface, and initialization) of the redundant set is the same in all
memory configurations. The applications software in the redundant set is identical.

During the ascent and entry phases, the redundant set is dedicated to the guidance,
navigation, and control (GN&C) function; therefore, no uplink payload support is available
from the redundant set during these flight phases.

One orbiter GPC is dedicated as a stand-alone computer and is referred to as the backup
flight system (BFS). During the ascent and entry phases, the BFS supports a limited
payload uplink command data processing capability. The uplink processing is limited to
discrete safing commands (Figure 1).

On-Orbit Mission Phase

During on-orbit operations, a minimum of two GPC’s form a common set. A common set
is defined as two or more GPC’s whose system software programs are identical but whose
applications software programs are different. At least one GPC of this common set is
loaded with the GN&C applications program. The other computer of the common set is
assigned to the system management/payload (SM/PL) function. The SM/PL computer
uplink software uses the system base and unique SM/PL uplink processing to support
payloads. The on-orbit mission phase is the prime phase to support payload user
requirements (Figure 2).



GPC/Uplink Hardware and Software Interfaces

Uplink software interfaces with the network signal processor (NSP) via a serial channel on
the flight-critical (FC) multiplexer/demultiplexer (MDM). NSP polling is controlled by the
GN&C GPC in command on the selected FC bus. The uplink data from the NSP are made
available to all active redundant GPC’s and the stand-alone BFS GPC. The NSP is polled
every 160 milliseconds.

The uplink software requests 32 words, consisting of an NSP status word, 30 data words
(10 uplink command words or idle pattern), and a validity word. The uplink data are
received by all GPC’s within a redundant set and processed within 160 milliseconds.

Ascent and Descent

During ascent and descent, the NSP is polled by the GN&C GPC in command of the
selected FC bus. When the GN&C GPC is ready to poll the NSP, the GN&C GPC issues a
command to wait for index. This causes the BFS GPC to go to a listen mode. The BFS
GPC in the listen mode will monitor its bus for NSP data and process those data, which
are destined for the BFS GPC. This method allows the BFS GPC to receive the same NSP
data as the GN&C GPC receives.

During the on-orbit mission phase, NSP data are made available to all GPC’s in the
common set via the intercomputer channel and are controlled by the system interface
processor (SIP). The SIP module provides the control of system-wide processes that are
required to operate at the same time and in a coordinated manner and allows the GPC’s to
communicate in an efficient manner. A more detailed explanation of this process is
provided in the appendix.

Uplink Software Description

The uplink software to support payloads resides in both the BFS GPC for ascent and entry
(stand-alone) and in the on-orbit SM/PL GPC, one of the common set computers. The
SM/PL GPC utilizes the standard software and SM/PL-unique uplink processing. The
availability of these uplink commands as a function of the mission phase is defined in
Table 1.



Table I.  Payload Command Versus Mission Phase

Command Ascent Descent On-Orbit

MDM command (single-stage)

MDM multiple command

MDM multiple stored program command

Payload data load

PSP configuration message load

Time execute command

Payload throughput command

X

X

X

X

X

X

X

X

X

X

X

X

X

The uplink system software contains a number of uplink command buffers for processing
uplink commands. The SM/PL uplink processes payload uplink commands in the SM/PL-
unique buffers. The uplink command buffers are described in the appendix.

Uplink System Software

The uplink system software supports two general types of payload uplink commands:
single-stage and two-stage. The system software is limited to discrete MDM commands
during ascent and entry flight phases.

Single-Stage Commands—Single-stage commands are executed by the on-board
software upon receiving a maximum uplink rate of 10 commands per 200 milliseconds.
The single-stage discrete command consists of a set command or a reset command. If the
single-stage set or reset command must have specific time intervals between them, then the
commands must be separated (sent) by those time intervals. This command can set or reset
16 bits at a time.

Two-Stage Commands—Two-stage commands are uplinked as separate load and execute
commands. The load is first stored in the two-stage buffer and downlisted (once per
second) for correction and/or validation. These command data are normally transferred to
the designated subsystem within two seconds of receiving an execute command. The
multiple discrete command is a two-stage command consisting of up to ten groups of a
reset command followed by a set command. The orbiter system software provides at least



150 microseconds between the reset and the set command. The number of groups of reset
and set commands to the MDM discrete channel within a multiple command group is
limited to a maximum of ten.

Stored Program Commands (SPC’s)—SPC’s are special two-stage commands which
consist of a reset and a set command pair and have an execution time associated with
them. SPC’s via the MDM discrete channel may consist of up to ten discrete command
groups. Normally the SPC will be transferred to the MDM discrete channel within two
seconds after the Greenwich mean time (GMT) of execution has occurred. If the GMT
time of execution has already occurred when the load is received, the SPC will normally
be output within two seconds of receipt. The GPC storage (including those required to
support orbiter functions) is limited to a maximum of ten at any given time in the mission.

Payload Data Load—The payload data load is a two-stage command used to uplink data
and/or commands to the various payloads. Payload data loads are buffered in the two-stage
buffer and downlisted once per second. A buffer-execute command is required to cause the
uplink software to execute the two-stage command. Upon receipt of the buffer-execute
command, the command load is transmitted to the SM uplink unique processes.

Payload Throughput Command (PTC)—PTC is a specific type of two-stage command,
which is buffered in the two-stage buffer; however, when the PTC is completely received
(the last command word bit is set to one), it will immediately be available for application
processing without waiting for a buffer-execute command. No validation other than
standard two-stage buffer loading validation is performed on the PTC data content. The
PTC is not downlisted before the data are transferred to the SM uplink unique processes.

SM Uplink Software

The on-orbit SM uplink software supports four general types of payload uplink commands:
payload data load, payload signal processor (PSP) configuration message load, time-
execute command (TEc) load, and payload throughput. (Refer to appendix for payload
uplink command processing.)

SM Uplink Processor—The uplink processor provides the interface between the system
services uplink software and the SM functions with uplink inputs. The uplink processor
waits for the user interface to signal that an uplink load is available for processing from the
two-stage buffer. When data are available, the contents of the two-stage buffer are moved
to the SM uplink buffer and the two-stage buffer is cleared to zero for further use
(Figure 3).



The uplink processor performs the necessary processing for the uplink operation (OP)
code. In most cases this processing consists of moving the correct number of words from
the uplink buffer to the affected functions compool for later use by that function.

Payload Data Load (OP Code 26) or
Payload Throughput (OP Code 61)

The difference in processing these two OP codes occurs only in the user interface two-
stage buffer uplink process. OP code 26 is a two-stage uplink command. The SM uplink
processing for these two commands is identical. The processing provides the transfer of
payload data to the PSP, Spacelab (SL), and standard serial interface (SSI) interfaces. If an
invalid destination is specified in the uplink control word, the uplink command will be
rejected and the uplink invalid request flag is set on for display and downlist; otherwise,
processing is performed as described in the following section.

PSP Destination—There are five prestored, identified PSP command configuration
messages available in the SM GPC. The proper configuration message identification
(which must accompany any command load transfer) is defined before a mission and
included as part of the stored command load. Similarly, for each uplink load, the
configuration message identification is included in the load.

If the uplink command word does not specify a configuration message identification in the
range of 0 to 5 or the number of valid words is in the range of 0 to 64, the uplink command
will be rejected, and the uplink invalid request flag is set on and downlisted.

For valid configuration message identifications and valid numbers of words, the following
is done: a test is made to verify that the PSP buffer is not being used by a previous request.
If the buffer is busy, the uplink command will be rejected, and an uplink invalid request
flag is set on and downlisted. If the buffer is available and the number of valid words is
greater than zero, the specified number of data words is moved from the SM uplink buffer
into the PSP buffer, and standard output control is called to output this load to the PSP
(Figure 4).

SSI Destination—If the uplink control word does not specify a valid number of data
words (1 to 32) or an SSI identification defined for this particular mission (1 to 8), the
uplink command will be rejected, and the uplink invalid request flag is set to on and
downlisted.

For valid SSI identifications, the following is done: a test is made to verify that the
uplink/SSI buffer is not being used by a previous uplink SSI request. If the buffer is busy,
the uplink command will be rejected, and an uplink invalid request flag is set on and



downlisted. If the buffer is available, the specified number of data words is moved from
the SM uplink buffer into this buffer, and standard output control is called to output this
load to the designated destination.

TEC Load (OP Code 46)

Uplink OP code 46 provides the capability to initiate a TEC load. First a check is made to
determine if the TEC buffer is already full (maximum size is ten TEC’s). If so, the new
TEC command is rejected, and the TEC storage full flag is set to on for downlist;
otherwise, the control word is checked for valid destination and valid number of data
words (PSP 0-63) (SSI 1-32). If any field is invalid, the uplink command is rejected. If an
area is available in the TEC buffer, the TEC command is transferred from the SM uplink
buffer to the TEC storage buffer.

TEC buffer clear (OP code 56) provides the capability to clear all active TEC commands
from the TEC buffer.

PSP Configuration Message (OP Code 27)

Uplink OP code 27 processing provides the capability to change one of five prestored
configuration messages. The processing sets the reject flag on if the configuration message
identification is not in the range of one to five, and the uplink command is rejected;
otherwise, the uplinked configuration is moved to the appropriate configuration entry.

Payload Data Throughput Processing

The user interface (UI) polls the NSP for thirty-two 16-bit words every 160 milliseconds.
These 32 words contain ten 48-bit commands (16 bits of uplink header plus 32 bits of
command data), a 16-bit NSP status word, and a 16-bit validity word. When the last
command word bit is set, UI sets an event for the SM/PL uplink process (the same event
the two-stage buffer execute will set).

When the SM/PL event is set, the flight computer operating system will activate the
SM/PL processor if no higher priority SM/PL process is active.

The current higher priority processes are: SIP, remote manipulator system, SL read, SL
write, PSP, special execution, data acquisition, and operation sequence transition. The UI
data transfer to the SM/PL uplink process varies depending on the timing of the load from
0 to 400 milliseconds. The SM/PL uplink processor to the SM/PL protocal software is less
than 1 millisecond.



Payload Command Data Load Throughput Rate

The NSP command data transfer to the UI is 10 command loads, containing 48 bits of
command data per every 160 millisecond NSP poll cycle. The theoretical maximum
transfer rate (less the 16-bit header word) is 320 bits per 160 milliseconds or 2 kbps;
however, this 2 kbps rate cannot be attained (Table II).

Table II.  Maximum Command Load Length Ten 48-Bit Words
Each 160 Millisecond NSP Poll Cycle

Command
Destination

Maximum
No. of

16-Bit Words

No.
Uplink
48-Bit
Words

Command
Load

Utilization

No.
NSP
Poll

Cycles
Milliseconds

Elapsed

SL

PSP

SSI

32 (512 bits)

64 (1,024 bits)

32 (512 bits)

16

33

16

1.6

3.3

1.6

2

4

2

320

640

320

The SM/PL protocol software maximum elapsed time to write a command load to the data
bus varies depending on the command destination as follows:

1. SL 80 milliseconds

2. SSI 200 milliseconds

3. PSP 160 milliseconds

Overall elapsed time/bit rate at the payload data bus interface in an ideal error free
environment is as follows:

SL = 320 + 80 = 400 ms, maximum number of bits 512 = 1.208 kbps

SSI = 320 + 200 = 520 ms, maximum number of bits 512 = 0.984 kbps

PSP = 640 + 160 = 800 ms, maximum number of bits 1,024 = 1.28 kbps



To sustain this bit rate, the SM/PL process used to clear the two-stage buffer can wait as
long as 2 seconds based on schedule priorities. The nominal clear time is approximately
400 milliseconds, based on STS-1, STS-2 launches and laboratory testing.

CONCLUSION

The uplink command structure within the Space Shuttle orbiter provides uplink command
services to attached and detached user payloads. The limitation of the command structure
and rate is provided to the payload user.
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NOMENCLATURE

BFS - backup flight system PSP - payload signal processor

FC - flight critical PTC - payload throughput control

GMT - Greenwich mean time SIP - system interface processor

GN&C - guidance, navigation, and control SL - Spacelab

GPC - general purpose computer SM - system management

MDM - multiplexer/demultiplexer SPC - stored program commands



NSP - network signal processor SSI - standard serial interface

OP - operation TEC - time execute command

PL - payload UI - user interface

APPENDIX

The following sections describe in more detail the uplink software environment and the
uplink commands and control processes supported by the orbiter software.

Uplink Command Format

The uplink command or uplink frame is comprised of 16 bits of header plus two 16-bit
command data words, a total of 48 bits in each command frame. It can vary, however, with
the command type. For normal operation, the command format is ten 48-bit orbiter frames
per 200 milliseconds. The orbiter can receive under all operational modes 50 uplink frames
per second via the network signal processor (NSP). This combination of 48 bits in the
uplink frame is processed by the NSP and transferred via multiplexer/demultiplexer to the
general purpose computer (GPC) for further processing. (Figure A-1)

Uplink Data Transfer to GPC’s

The NSP data are made available to all GPC’s in the common set via the intercomputer
channel (ICC) and are controlled by system interface processor (SIP). The SIP module
provides the control of system-wide processes that are required to operate at the same time
and in a coordinated manner and allows the GPC’s to communicate in an efficient manner.

The SIP module executes every minor cycle (40 milliseconds). The processing for any
minor cycle is dependent on the low order two bits of the SIP cycle counter. The setting of
these bits divides the processing into four phases numbered zero through three. These
phases are executed in four consecutive minor cycles and are then repeated. The transfer
of uplink data to all active GPC’s in the common set is controlled by these four phases.
Refer to NSP polling SIP (Figure A-2).

1. Phase 0—It is during this phase that the NSP timer initiated input/output is
performed (NSP polling).

2. Phase 1—The NSP data read during Phase 0 are moved into the ICC buffer from
the NSP input buffer for the current NSP. If the last ICC buffer load has been
routed, then the next ICC buffer load is collected.



3. Phase 2—No additional processing is done during this phase in which the ICC
input/output is taking place.

4. Phase 3—The ICC buffers of all members of the common set are processed in turn.
If NSP data are present, then they are routed to the NSP compool. Unless these data
were found in a previous buffer in the processing of previous data, they are not yet
complete. Only then are the messages in the ICC buffer routed. The header for each
message is decoded and the appropriate action taken (i.e., procedure called, data
moved to compool, or event set). This process continues until all messages in the
buffer have been processed.

Uplink Command Buffer Description

The uplink system software contains four buffers: input buffer, single-stage buffer, two-
stage buffer, and the stored program commands (SPC) buffer (Figure A-3).

Input Buffer—The input buffer will accept 32 words as transmitted from the NSP. These
32 words contain ten 48-bit commands (16 bits of uplink header and 32 bits of command
data), a 16-bit NSP status word, and a 16-bit validity word. The uplink software checks
certain fields in the header word for proper vehicle address, major function/GPC
identification, operation (OP) code versus memory configuration, and the first and last
word in the command code. If any of these fields contain illegal codes, the command word
containing the illegal code will not be processed further. The uplink system software also
checks the OP code in the command word to determine whether to route the command
word to the single-stage buffer or the two-stage buffer.

Single-Stage Buffer—Single-stage uplink commands contain destination information
within their format. They do not require preview capability by the ground, and they
execute upon receipt by the uplink single-stage processing software. The single-stage
processor is capable of executing single-stage commands at the uplink transfer rate (ten
per NSP reading).

Two-Stage Buffer—The two-stage buffer is required to buffer up to sixty-seven 16-bit
words in the following sequence: first, 48-bit command word and, then, user data as
applicable.

All 48 bits of the first word (header word) of a two-stage command are stored in the two-
stage buffer. Successive words will have bits 17 through 48 stored in the buffer, since the
first 16 bits of each command word are redundant. An uplink load is defined as that group
of uplink command words with a constant two-stage OP code that, when entered
contiguously into the two-stage buffer as specified and verified by the ground systems,



represents all the information needed to define the actions requested of user software by
the ground systems.

The ground is constrained to uplink only one standard uplink load and execute or
throughput command (TPC) to the two-stage buffer at a time. If a two-stage uplink load is
received before the execution of the previous load, the uplink software will reject the latter
uplink command. The uplink software provides the contents of the two-stage buffer for
cyclic downlist as the method of standard two-stage command verification by the ground
systems.

Commands using this route are called two-stage commands, since the two-stage buffer is
first loaded and reviewed and then is executed. An exception to this definition is the TPC,
a special type of two-stage command that is automatically transferred to an application
program upon receipt and is not reviewed as are all other two-stage commands. For TPC,
once the first command word is loaded in the two-stage buffer, successive words found to
be in error by the two-stage processor will cause a space to be skipped in the two-stage
buffer (i.e., 2 16-bit words containing all zeros will reside in 2-stage buffer). The last word
of the load must be valid (error free) for the TPC process to be accomplished. Interactive
commands exist to clear, execute, or update word-by-word the contents of the two-stage
buffer. Interactive commands are accepted by the uplink software anytime during the
uplink load process.

If the two-stage buffer is clear (no two-stage OP codes have been received since the last
buffer clear, TPC auto transfer, or buffer execute), the uplink software allows transfer of
the next two-stage OP code to the two-stage buffer.

Once a two-stage update is transmitted to the two-stage buffer, subsequent major
function/GPC and OP codes must be identical within the same command load, or the
command will be rejected and no space skipped in the two-stage buffer. If a subsequent
vehicle identification is not identical with the same command load in the two-stage buffer,
then the command will be rejected. A clear TPC auto transfer or execute OP code will free
the buffer for another two-stage OP code. A clear command will set the contents of the
two-stage buffer to zero, unless an execute has been received for a standard load or the
last command word (CW) has been received for a TPC and the application is in process of
retrieving. The uplink to application (receiver of OP code) interface is designed such that
the application will free the two-stage buffer within four seconds after an execute is
received for a standard two-stage command, or within one second after the last CW is
received for the TPC OP code.

Upon receipt of the buffer-execute command for a standard two-stage command or upon
receipt of the last CW of a TPC, uplink software notifies the addressed application



(receiver of OP code) that an uplink message is pending. After the application has received
the message, the OP code and contents of the two-stage buffer are cleared (set to zero),
thus freeing the two-stage buffer for subsequent receipt of uplink loads.

For an uplink load identified as an SPC, receipt of the buffer-execute command will cause
the two-stage processing to initiate transfer of the load to the SPC buffer. Upon completion
of that transfer, the two-stage buffer will be cleared.

SPC Buffer—The SPC buffer buffers a maximum of sixty 16-bit words. The SPC process
will accommodate up to ten SPC’s simultaneously. The SPC buffer has the capability to
accept SPC’s from the two-stage buffer and to execute the desired command or data
transfer at the specified time. The buffer-execute command causes this command to enter a
time queue to be executed within plus or minus 2 seconds of the time tag, as specified in
the SPC. If the time has expired (equal to or prior to current Greenwich mean time
[GMT]), the command will be executed immediately. In addition, the sequential execution
of the commands must be in the time order of the time words associated with the
commands. Once an SPC time tag has expired, the entry will be available for subsequent
SPC storage. The number of active SPC entries (one through ten) will be maintained by the
software. Upon processing of an execute command for SPC’s, the software will reject the
command if entry space is not available for the SPC.

System Management (SM) Uplink Processing Command Buffers

The SM provides uplink processing that is unique to payload uplink command processing.
The SM uplink processor provides the interface between the system services uplink
software and the SM/payload functions with uplink inputs (Figure A-4).

The control and data flow are shown in the SM uplink software processing diagram. Once
the contents of the system software are moved from the two-stage buffer to the SM uplink
buffer, the uplink processor performs the necessary processing of the uplink OP code. The
uplink requirements are dependent on the destination of the payload uplink command (i.e.,
standard serial interface (SSI), payload signal processor (PSP), and the PSP configuration
table load). This processing consists of certain validity checks and moving the correct
number of words from the uplink buffer to the affected function compool for later use by
that function.

PSP Data Load Processing

The PSP load processor builds the PSP command load buffer (PSP write buffer) with data
obtained from the uplink command data and the PSP command load table (CLT) as shown
in Figure A-5.



The CLT contains the five prestored configuration messages. The contents of these
messages are defined before each mission and are reconfigurable for each mission. These
configuration messages contain information for the configuration and control of the PSP.
The command load buffer (CLB) contains information for the PSP input/output processing.
It also contains buffers for communicating command load information between processes
initiating command loads and the input/output processor that performs the transfer.

The PSP data load processor moves the requested configuration message (one through
five) as specified in the uplink command from the CLT to the CLB. The message length in
the CLB is set equal to the payload data load number of valid data words from the SM
uplink buffer. If the message length is greater than zero, the appropriate number of data
words are moved from the SM uplink buffer to the CLB. The processing of PSP command
load buffer is controlled by the PSP cyclic processor.

PSP Cyclic Process

When the PSP communication is enabled, the SM application software requests a status
message from the PSP. This request is initiated every 80 milliseconds if a command load is
in progress and at least once per second if no command load is in progress. If evaluation of
the status message indicates the PSP can accept a new configuration message, the
command load is transmitted to the PSP at least 1.2 milliseconds after the last request for
status. The PSP status message will indicate the PSP can accept a new configuration
message only when the previous message output is completed; therefore, there will be a
break in transmission between each PSP command.

The command load consists of a configuration message followed by the command
message. The SM application software always transmits thirty-two 16-bit words in the
command message. The configuration message and payload command data words are
retained until the subsequent PSP cyclic status message indicates the PSP can accept the
second transfer. The process will transmit the remainder (if any) of the command load at
least 1.2 milliseconds after the last status message and before the next cyclic request for
status.

It should be noted that if during Transfer 1 or Transfer 2 there are less than thirty-two
16-bit words, the rest of the 32-word transfer contains fill data. The number of valid words
the PSP will output is defined in the configuration message; therefore, only the number of
valid words will be output. Fill data will not be outputed by the PSP. The command
message length is limited to the 1,024 bits in any one command transmission. The PSP will
output the number of valid words on 16-bit boundaries.



SSI Data Load Processing

The uplink SSI command in the SM uplink buffer validates SSI in the range of 1 through 8
and the number of data words in the range of 1 through 32. If not, the SSI uplink command
is rejected; otherwise, the SSI uplink buffer is checked to verify if it is in use. If it is in use,
a 200 millisecond wait is issued prior to moving the contents of the SM uplink buffer to the
uplink SSI buffer. The number of valid data words to be transmitted and SSI identified are
set in the call list structure. A call is made for the standard output processor.

Standard output control handles output requests to write 1 to thirty-two 16-bit data words
to an SSI. A determination is made if the SSI is standard output, or to a sequence control
assembly (payload assist module-delta class-PAM-D unique software). For the SSI, the
multiplexer interface adapter address, module, and channel data are collected from the SSI
information table. These are the data that define the SSI destination and, along with the
number of valid words, form the command to be transmitted.

Time-Execute Command (TEC) Buffer Processing

The TEC buffer is polled cyclically to check the TEC buffer, which contains TEC input via
uplink and initiates output to either the PSP, Spacelab, or standard serial input/output
based on GMT of execution. The TEC buffer poll is executed at a 1 Hz rate.

The buffer poll performs a time comparison of the individual command times of execution
to GMT to determine if any commands should be output. Three types of commands are
processed depending on their output destination. Only one serial input/output command
can be readied for output during one TEC buffer poll execution; two Spacelab commands
can be readied if they go to different Spacelab computers (e.g., experiment and subsystem
computers).

The uplink processor updates the TEC buffer with new TEC commands and updates the
time order control information in the TEC header so that the TEC’s will be output in the
order of the GMT of execution, regardless of the order received. If it is time to output the
command, TEC buffer poll moves the command to the correct buffer and updates the TEC
header as well as freeing the TEC entry. TEC entries are freed by zeroing the GMT of
execution.

If a PSP command is to be output, PSP reserve buffer is called to determine if
communication with the PSP is enabled. If it is enabled, the PSP common buffer is
reserved if it is not currently in use. If communication with the PSP is not enabled when
the PSP reserve buffer is called, the PSP load will be rejected. If communication is enabled
and the PSP common buffer is busy, the return argument is set to indicate the buffer is



busy. The TEC buffer poll will repeat the request on the next cycle. If communication is
enabled and the PSP common buffer is free, then the return argument is set to indicate the
TEC buffer poll has reserved the buffer.

Once the PSP buffer is reserved, the PSP command load buffer is loaded as defined under
PSP data load processing. Data are transferred to the PSP common load buffer based on
the TEC header information, i.e., configuration message identification and the number of
valid data words.

PSP Reserve Buffer

PSP reserves buffer executes on demand to determine if communication with the PSP is
enabled, and either requests reinitialization or reserves the PSP common buffer for the
calling module if it is free.

The PSP reserve buffer calling modules are: uplink, TEC, cargo control specification, and
payload control supervisor. Each of these calling modules has a calling argument to advise
the calling module of the PSP communication buffer status.

If the buffer is busy, then the calling argument indicating that the calling module does not
wish to wait for the buffer to be free is checked. If the calling module does not wish to
wait for the buffer, then the PSP load is rejected and the reject flag is set on. The cargo
control specification and the uplink are the only two calling modules that want the load
rejected in this case. For these two modules, the appropriate individual reject flags are set
on, and the appropriate individual calling request to reserve the PSP buffer is reset off. The
buffer status return argument is then set to the “buffer busy” state.

If communication is enabled, a check is made to see if this is a PSP reinitiation bit request.
If so, the PSP reinitialization process is called. If the PSP communications are enabled and
the PSP buffer is not busy, the sending argument (configuration identification) is stored in
the PSP transfer status word, the calling module request flag is set on, the appropriate
configuration message is moved from the configuration message table to the command
load buffer, and PSP load processing is called.



Figure 1.  Orbiter Ascent and Entry Payload Uplink Software Functional Interface

Figure 2.  Orbiter Payload On-Orbit Uplink Software Functional Interface



Figure 3.  Uplink Processor

Figure 4.  SM Uplink Buffer



Figure A-1.  Uplink Command Format



Figure A-2.  NSP Polling; System Interface Processor

Figure A-3.  Uplink System Software Buffers



Figure A-4.  Configuration Load Table and Command Load Buffer

Figure A-5.  System Management Uplink Software Processing
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ABSTRACT

The Space Shuttle Orbiter’s Ku-band integrated radar and communications subsystem will
function in its radar role during satellite rendezvous. As a radar the Ku-band subsystem
searches for, acquires, and then tracks targets. In the track mode, the radar outputs
measured range, range-rate, angle, and angle-rate values to both the Orbiter’s general
purpose computer (GPC) and the astronaut’s Ku-band subsystem control panel. This data
is used to navigate the Orbiter to its satellite rendezvous. The radar is integrated with the
Ku-band communications function and thus achieves reduction in weight and volume
compared with separate subsystems for each function.

This paper provides a user oriented description of the radar subsystem. Topics to be
covered are radar requirements, modes of operation, and system configuration.

INTRODUCTION

The Space Shuttle Orbiter Ku-band integrated radar and communications subsystem [1-4]
operates as a low pulse-repetition-frequency (PRF) pulse doppler radar during satellite
rendezvous and at other times can provide two-way communications with ground stations
via TDRSS. As a radar, the subsystem is capable of searching for, acquiring, and tracking
both active (transponder equipped) and passive (non-cooperative) targets. The targets are
defined as being within the parameter envelope given in Table I. Once track is established,
the radar provides measurements of target range, range-rate, angle, and inertial angle-rates
to the Orbiter. This paper describes the design and operation of the radar subsystem.



RADAR REQUIREMENTS

The radar requirements can readily be separated into two groups. One set of requirements
deals with the radar’s ability to detect and acquire targets and the other with tracking
performance.

Search and Acquisition Requirements

In the search phase, the radar is commanded to an initial antenna pointing angle by either
the Orbiter’s GPC or the astronaut using slew switches. If a traget whose parameters are
within those of Table I is located within the 3dB beamwidth of the antenna, then the radar
is required to detect that target with probability 0.99 while maintaining a false alarm rate
(FAR) of at most one per hour. If a target is not detected or a target is detected but found
to be on an antenna sidelobe, the radar can be commanded to scan the antenna about its
initial pointing angle. The scan spirals out from the initial angle position and will cover a
conical volume up to 60 degrees. If a valid target is within the scan volume, then the radar
is required to detect that target with probability 0.99 while maintaining the FAR of less
than one per hour.

After a detection has occurred, the radar enters the acquisition phase. During this, the
radar determines if the track mode should be entered or if search should be continued. If
the radar is in a mode where angle tracking is not required, any detection will cause the
activation of a target track where only range and range-rate data are processed. This track
will be entered regardless of the location of the target within the antenna pattern. If the
radar is required to angle track, then any detection will cause the radar to enter a mainlobe
acquisition sequence in which a comparison is made between the target signal power
received through the main antenna and a widebeam horn. The difference in received signal
strength is an indication of whether or not the target is located in the mainlobe of the
antenna. When it is determined that target detection has occurred in the mainlobe of the
antenna, then a track mode is entered where range, range-rate, angle, and inertial angle-
rate data are processed. When a sidelobe detection is decided, the radar will either
continue the search scan or initiate a new smaller “miniscan” about the point where
detection occurred. This enables the radar to continue searching for a mainlobe detection.

Target Tracking Requirements

The radar has two types of target tracking modes. One requires only that range and range-
rate data be processed and output to the Orbiter while the other requires the processing
and output of range, range-rate, angle, and inertial angle-rate data. Table II summarizes the
radar data measurement accuracy requirements.



RADAR MODES

The radar has four operating modes. The selection of the mode is made via a switch on the
astronaut’s Ku-band subsystem control panel. A description of these modes follows.

GPC/Designate Mode

In this mode, the GPC designates the expected spatial position of a desired target to the
radar subsystem. The designate is in the form of target range and angular coordinates.
After receiving the target designate, the radar moves its antenna to the specified angular
coordinates and positions its detection range gates at the specified range. When target
detection occurs, the radar will acquire and track the target in range only. Target range and
range-rate measurement data is output to the Orbiter.

If target detection does not occur, the radar will not scan the antenna. It waits for updated
target designation data.

GPC/Acquisition Mode

As in the GPC/Designate mode, the GPC designates the spatial position of the target.
Under GPC control, the radar commands its antenna to perform a spiral scan centered on
the angle designate. The target is acquired and tracked in angle and range. Target range,
range-rate, angle, and inertial angle-rate data are output to the Orbiter.

Manual Mode

This mode allows for the detection, acquisition, and track of a target when its designates
are not available from the Orbiter GPC. The astronaut steers the radar’s antenna to some
desired position via slew switches on the Ku-band subsystem control panel. The radar
searches the entire range window from 100 feet to either 20 nm (passive targets) or 300
nm (active targets). When a target is detected, it’s acquired and tracked in range. Target
range and range-rate measurement data are output to the Orbiter during track.

Autotrack Mode

As in the Manual mode, the astronaut steers the antenna to some desired position. The
astronaut can then command the radar to execute a spiral scan of its antenna about the
initial position. The radar searches the entire range window and detects, acquires, and
tracks the target in angle and range. Target range, range-rate, angle, and inertial angle-rate
measurement data are output to the Orbiter.

Table III summarizes radar operation in the four modes.



KU-BAND SUBSYSTEM CONFIGURATION

The Ku-band subsystem consists of four line-replaceable-units (LRUs). These are: the
deployed assembly (DA), the electronics assembly-1 (EA-1), the electronics assembly-2
(EA-2), and the signal processing assembly (SPA). Figure 1 shows the interconnection of
these four LRUs in forming the Ku-band subsystem. This figure shows how the
communications and radar systems are integrated. Both systems share a common antenna,
transmitter, receiver, and servo system. During communication operations, the EA-2 is
powered off and during radar operations the SPA is powered off. A brief description of the
design and radar function of the DA, EA-1, and EA-2 LRUs follows.

Deployed Assembly

The DA is mounted in the forward starboard corner of the Orbiter’s payload bay. Once the
payload bay doors are opened, the DA is deployed by turning on its swivel base until the
unit extends over the side of the orbiter. Figure 2 shows the DA in its deployed
configuration.

The DA consists of two major subassemblies, the deployed mechanical assembly (DMA)
and the deployed electronics assembly (DEA). Figure 3 shows a simplified block diagram
of the DA.

Deployed Mechanical Assembly -- The DMA includes the narrow-beam (main) antenna,
the wide-beam (guard) antenna, the gimbal mechanism, and the gyros. Table IV
summarizes the key antenna parameters. The main antenna has a two-axis monopulse feed
and its reflector is made of a graphite fiber-reinforced composite material. This provides
for an ultralight antenna which is capable of withstanding the harsh temperature
environment of space. The guard antenna is a horn which is co-boresighted with the main
antenna. The horn is used by the radar to avoid main antenna sidelobe acquisition when
angle tracking is desired. Both antennas are mounted on a two-axis, DC torque motor
drive, gimbal. This forms an antenna platform which is inertially stabilized via rate
integrating gyros mounted on the antenna support arms. The gyro outputs are fed back to
the gimbal torque motors to form the rate stabilization loop.

Deployed Electronics Assembly -- The DEA consists of the exciter, the transmitter, the
receiver, and the microwave assembly. Table V summarizes the key exciter, transmitter,
and receiver parameters.

The exciter generates the radar RF transmitted signal and the receiver local oscillators
(LOs). When in the passive target mode, the exciter sequences through five different
transmit and first LO frequencies. In the active target mode, only one frequency is used.



The exciter output is coherent to meet the requirement for doppler velocity measurement.
The exciter produces RF pulses which have frequency, pulsewidth, and PRF controlled by
the radar processor.

The transmitter is a traveling wave tube (TWT) amplifier. The TWT amplifies the RF
pulse from the exciter to 50 W peak minimum and sends it to the DMA via the microwave
assembly. The transmitter is designed to operate either pulsed (radar) or CW
(communications). During radar operation, the TWT operates continuously, with
transmission occurring when a RF signal is applied by the exciter. During the radar
listening time, the transmitter output is gated off by the microwave assembly to keep TWT
noise out of the receiver.

The DEA has a two channel receiver. One receiver channel accepts the main antenna sum-
channel (G) signals while the other carries the guard antenna output during search and
acquisition and is time shared between azimuth and elevation difference channels when the
radar tracks in angle. The receiver maintains two channels only through its first down-
conversion. A single channel is then time shared between main and guard antennas in
search/acquisition. In track modes where angle tracking is required, the radar uses
sequential monopulse techniques. These techniques require that, for one half a data frame,
antenna sum and difference ()) outputs be added in phase (G+)) to form a single channel
and, for the rest of the frame they be combined 180 degrees out of phase (G-)). To
implement this, the receiver has a 0/180 degree phase shifter located in the difference
channel LO line. The state of this phase shifter is controlled by the radar processor.

The microwave assembly interconnects the transmit and receive signal paths with the
antenna. This is done using a diplexer/duplexer. The diplexer/duplexer consists of a
bandpass filter and a circulator which reduces to an acceptable level the transmitter output
entering the receiver. The assembly also contains a ferrite switch, located in the transmitter
output signal path, to isolate the TWT noise from the receiver during the radar listening
time.

Electronics Assembly-2

The EA-2 is the radar signal processor and it shares no common functions with the
communications system. Figure 4 shows the type of enclosure used to house the EA-2.
This unit is mounted in an equipment bay within the pressurized crew compartment.

Figure 5 shows a simplified block diagram of the EA-2 search mode configuration. The
2nd IF is received from the DA, in-phase and quadrature (I/Q) detected, video filtered, and
then analog-to-digital (A/D) converted. In the active mode or at short-range passive mode
ranges, signal detection occurs at the A/D output. The receiver noise level is maintained at



a given level at the A/D and a single pulse of greater magnitude than some fixed threshold
above noise is required for detection.

At long passive mode ranges, SNR enhancement procedures are used. When the
transmitted pulse width is greater than the A/D sample spacing, adjacent range samples are
presummed (added coherently) in the range processor. Groups of 16 pulses are coherently
integrated in a doppler filter bank, magnitude detected, and then 5 of these groups are non-
coherently integrated. A detection occurs when the resulting signal is greater than some
adaptive (constant FAR, or CFAR) threshold formed by averaging the outputs of all of the
doppler filters associated with each range gate.

Figure 6 shows a simplified block diagram of the EA-2 track mode configuration. Groups
of 16 G+), then 16 G-) pulse signals are received from the DA. These are I/Q detected,
video filtered, and A/D converted. The A/D samples a time interval equal to twice the
transmitted pulse width. The presummer coherently integrates across the first half,of these
A/D samples to form the early range gate and across the second half to form the late gate.
These four groups of 16 pulses (G+) early gate, G+) late gate, G-) early gate, and G-)
late gate) are each doppler filtered. Three discriminates are formed from the doppler filter
bank outputs,

1. A range discriminate if formed by comparing the amplitudes of the signals
from the early and late range gates.

2. A doppler discriminate if formed by comparing the outputs from adjacent
doppler filters.

3. An angle discriminate is formed by comparing the amplitudes of the
signals from the G+) and G-) data frames.

The EA-2 uses its angle and range discriminants as direct inputs to their respective
tracking loops. The angle discriminant is input to a second order target position tracker.
The angle tracking loop outputs estimates of target angle position and inertial angle-rates.
The range discriminant is input to an "-$ range tracker. The range tracker outputs target
range and a coarse estimate of range-rate. The doppler discriminant is a direct
measurement of target velocity. At longer ranges where this measurement is ambiguous,
the coarse range-rate estimate from the range tracker is used to resolve the ambiguity.

Electronics Assembly-1

The EA-1 contains the communications processor, orbiter interface handler, and the servo
electronics. Figure 4 shows the type of enclosure used to house the EA-1. The EA-1 is
mounted next to the EA-2 in the equipment bay.

The EA-1 receives mode and target position data from the GPC and the Ku-band control
panel. Radar mode commands and target range designates (if provided) are relayed to the



radar signal processor. Antenna position and scan commands are sent to the servo
electronics.

The servo electronics portion of the EA-1 receives either antenna position commands from
the GPC or antenna slew commands from the Ku-band subsystem control panel. These
commands are received in Orbiter coordinates and transformed by the servo into antenna
coordinates. The coordinate transforms are performed in a microprocessor. The servo
drives the antenna to the desired position by applying precession signals to the rate-
integrating gyros mounted on the antenna. The output of the gyros are fed back to the
gimbal torque motors, thus causing antenna motion. As the antenna moves, the servo
monitors shaft encoders mounted on the gimbals to determine antenna position. Once the
antenna is in the desired position, the servo electronics forces the antenna to execute a
spiral scan. When the radar processor detects a mainlobe target, it indicates target
presence to the servo electronics, In response to this, the servo grounds the input to the
gyros. This causes the antenna to stop on the target.

With the target detected and angle tracking required, the radar signal processor’s angle
error signal (discriminant) is shaped and sent to the servo electronics where it is input to
the gyro stabilization loop. Thus when the radar processor measures angle pointing error, it
causes a signal to be applied to the gyro stabilization loop which causes the antenna to
move and reduce the error. With the radar in steady-state angle track, the input to the rate
stabilization loop is proportional to the target’s inertial line-of-sight rate. This signal is
used to generate the radar’s inertial angle-rate outputs.
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Table I.  Target Parameter Envelope.

Parameter Passive Mode Active Mode

LOS range 100 ft (30 m) to 12 n.mi.
(22.2 km)

100 ft (30 m) to 300 n.mi.
560 km)

LOS range rate 148 fps (45 m/sec) closing,
75 fps (23 m/sec) opening

1500 fps (457 m/sec) closing,
300 fps (91 rn/sec) opening*

LOS pitch angle
(relative to orbiter
minus Z-axis)

Plus or minus 30E Plus or minus 30E

LOS roll angle
(relative to orbiter
minus Z-axis)

Same Same

Pitch inertial angle
rate

Plus or minus 20 mr/sec Plus or minus 20 mr/sec

Roll inertial angle
rate

Same Same

Radar cross section 1 to 104 M2 Not applicable

Beacon power Not applicable 44 dBm EIRP

* LOS range rate limits versus range shall be as follows:
1500 fps closing, 300 fps opening at 300 n.mi.
  700 fps closing, 300 fps opening at 200 n.mi.
  300 fps closing, 300 fps opening at 100 n.mi.
  200 f Ps closing, 300 fps opening at 50 n.mi.
  148 fps closing, 75 fps opening at 10 n.mi. to 100 ft.



Table II.  Radar Parameter Allowable Measurement Errors.

Parameter Random Error (3FF) Bias and Other Error (3FF)

LOS range rate

LOS pitch angle

LOS roll angle

Pitch inertial
angle rate *

Roll inertial
angle rate *

1 fps (0.3 m/sec) or 1 %
of range rate, whichever
is greater

8 mr (0.458E)

8 mr (0.458E)

0.14 mr/sec
(0.008 deg/sec)

0.14 mr/sec
(0.008 deg/sec)

±1 fps (0.3 m/sec) Active all ranges
Passive < 6.0 n.mi.

±2.5 fps (0.75 m/sec) Passive > 6.0 n.mi.

±2E

±2E

±0. 14 mr/sec
(0.008 deg/sec)

± 0. 14 mr/sec
(0.008 deg/sec)

* Not including target effects.

Table III.  Radar Modes.

MODE
ANTENNA

STABILIZATION TRACKING ANGLE SEARCH

GPC/ACQ INERTIAL ANGLE, R, R
0

 CONICAL SCAN

GPC/DES SELECTABLE R, R
0

 COMPUTER POINTING

MANUAL SLEW R, R
0

 MANUAL POINTING

AUTOTRACK INERTIAL ANGLE, R, R
0

 CONICAL SCAN



Table IV.  Key Antenna Parameters.

PASSIVE TEST ACTIVE TARGET

NARROW BEAM ANTENNA

TYPE

POLARIZATION -

• SEARCH

• TRACK

DIAMETER, IN.

BEAMWIDTH, DEG

GAIN, dB

SIDE LOBES, dB

WIDE BEAM ANTENNA

TYPE

POLARIZATION

BEAMWIDTH, DEG

GAIN, dB

PRIME FOCUS-FED
PARABOLA

LINEAR

LINEAR

36

1.7

37.7

20

HORN

LINEAR

15

19.5

RHCP

RHCP

37.1



Table V.  Key Exciter, Transmitter, and Receiver Parameters.

PASSIVE TARGET ACTIVE TARGET

EXCITER/TRANSMITTER

TYPE

OPERATING FREQUENCY

PEAK POWER, W

DUTY FACTOR

RECEIVER

TYPE

NOISE FIGURE

MASTER OSCILLATOR/TWT POWER AMPLIFIER

5 FREQUENCIES SPACED 52 MHz, CENTERED AT 13,883 Ghz

50

UP TO 0.2

DUAL-DOWN CONVERSION;FET LOW-NOISE PREAMPLIFIERS

5 dB

13,883 GHz 

50 

0.001

Figure 1.  Ku-Band Subsystem.



Figure 2.  Deployed Assembly.

Figure 3.  Deployed Assembly Simplified Block Diagram.



Figure 4.  Enclosure Used for EA-1, EA-2, and SPA Units.

Figure 5.  Simplified Block Diagram of EA-2 Search Processing.

Figure 6.  Simplified Block Diagram of EA-2 Track Processing.



RECOVERY OF PCM TELEMETRY DATA IN
THE PRESENCE OF INTERFERENCE SIGNALS
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ABSTRACT

PCM data is recorded on magnetic tape on-board the Space Shuttle during flight. After the
vehicle has landed these tapes are played back into a laboratory tape recorder and copies
or dubs are made. PCM data from the vehicle is also recorded during manufacture and pre-
flight testing and dubs of these tapes are made. Signals from other electronic equipment at
the recording site can be picked up and mixed with the PCM data. This can cause dropouts
(loss of data) during playback. The low frequencies are easily removed by filtering but
higher frequencies that lie in the same range as the data cannot be removed by filtering.
Methods for dealing with this problem have been worked out with some success. The
work has just started. Some of the results are described here.

INTRODUCTION

Although much of the data from the Space Shuttle is processed in real time, a great deal of
it is also recorded on magnetic tape to be processed at a later date. These tapes provide a
permanent record of the flight, of the pre-flight tests and of manufacturing tests. When
anomalies occur, these tapes are played back and the processed data is examined for clues
as to what actually happened. PCM data is processed by playing it back into a PCM
Decommutation System whose internal clock must be synchronized to the bit rate of the
data. A momentary loss of synchronization, referred to as a “dropout”, means that data is
lost during the dropout. Interference signals that have become mixed with the PCM data
can cause these dropouts. This paper describes how these signals are acquired and reports
on efforts to remove them.

PROBLEMS IMPOSED BY INTERFERENCE

The history of electrical communications is also a history of how to deal with interference
Great efforts have been made to understand the problem and to find solutions. Most



electrical equipment manufactured today must meet EMI standards. Telemetry has its own
set of problems in that electrical interference can have mechanical as well as electrical
causes.

When a tape is received and it cannot be played back without an excessive number of
dropouts, three courses of action are open:

1. Another dub can be requested, and it will be received in seven to ten days.
2. It can be requested that another dub be played into the KSC/Downey Data Link.

The data can be recorded as it is received at Downey. This entire process
(including coordination) takes 4 hours.

3. Techniques for drastically reducing the number of dropouts can be developed.

The first action takes too long. The second is possible only when the data link is not
carrying data from a major test. The third course of action is the most desired, because
delays are costly. During the design phase, each step taken may rest on the one taken
before. The data is processed before the next test is started. When an anomaly is being
looked into, any delay in getting started is intolerable.

Interference signals discussed in this paper fall into two groups:

1. Signals in the frequency range of D.C. to 1/10 PCM bit rate.
2. Signals in the range of 1/10 PCM bit rate to 4 times bit rate.

Those in group #1 are easily filtered out. Those in group #2 are difficult to deal with and
most of this paper describes these efforts.

LOW FREQUENCY INTERFERENCE SOURCES

The introduction of low frequency interference signals can often be attributed to one of the
following causes:

1. Worn out or poorly aligned mechanical components in the tape path.
2. Bent tape reels.
3. Stretched tape.
4. Improper tape tension.
5. Loose cable shields, poor grounds, etc.



REMOVAL OF LOW FREQUENCY INTERFERENCE

When PCM data that has become mixed with low frequency signals is viewed on an
oscilloscope, it can be seen riding atop these signals. If the data is passed through a high
pass filter before it enters the PCM Decommutation System, these signals are removed and
dropouts should cease. If dropouts are not eliminated but merely reduced in number then
the problem is more involved; perhaps high frequencies are also present.

HIGH FREQUENCY INTERFERENCE SOURCES

The sources of high frequency interference are of course computers and communications
equipment that are located in the general area where the dubs are made. Block diagrams of
the recording set-ups are shown in Figures #1, #2 and #3. All fourteen tracks are dubbed at
the same time; every line in the block diagram between recorders represents fourteen
coaxial cables. In Figure #3, 294 cables are involved and a loose shield on any one of them
can result in the pick up of interference signals. Whether one dub or twenty are affected
depends upon where the interference is introduced in the system. Twenty dubs may be
made that have interference and twenty more that are free of interference because the
offending equipments were turned off at the time.

THE REMOVAL OF HIGH FREQUENCY INTERFERENCE

A decision was made to develop a method of removing high frequency interference from
PCM Telemetry Data. A test circuit was designed and built. A block diagram is shown in
Figure #4. It consists of a mixer and a pulse shaper. An operational amplifier is used as a
mixer and a zero crossing detector as a pulse shaper. A composite of any two signals can
be observed at output port #1. A “reworked composite” is available at output port #2.

The following procedure was followed:

1. The test circuit was connected as shown in Figure #5.
2. A 128 KHZ square wave was recorded at 30 inches per second for ten minutes.
3. The tape was rewound and then played back into input port #1 of the test circuit.

No signal was applied to input port #2. Output ports #1 and #2 were monitored
with an oscilloscope. The waveforms are shown in Figure #6. The square wave
amplitude applied to input #1 was 3 volts peak to peak.

4. Tape was rewound and played back into input port #1 and a 1½ volt peak to peak
sinewave of 50 HZ was applied to input port #2. The waveforms available at output
ports #1 and #2 were observed as the sinewave frequency was varied from 50 HZ
to 500 KHZ. Output waveforms are shown in Figure #7.



The plan was to determine if the pulse shaper could be used successfully in the playback
of PCM data or whether new sophisticated circuits would have to be designed. A square
wave was used because it is easier to observe on an oscilloscope than a 128 Kilobit Bi-
level Manchester code.

When the waveforms from output port #1 in Figure #7 are observed, a resemblance to
pulses engulfed in noise is perceived. In these cases the noise usually rides on top and
bottom. It is removed by clipping the tops and the bottoms. This was the expectation when
the zero crossing detector was selected. It does not clip waveshapes but produces square
outputs whose tops and bottoms are flat. The waveform from output port #2, shown in
Figure #7, is indeed flat on top and on bottom but the leading edge now has a considerable
amount of jitter. If the sinewave amplitude is reduced, the width of the jitter is reduced,
and the width is increased if the sinewave amplitude is increased. What has been
accomplished? One form of distortion has been replaced by another but PCM Bit
Synchronizers are able to accept PCM pulses with considerable jitter and put out a
waveform virtually free of jitter. A decision was made to try out the pulse shaper on PCM
data that had been mixed with sinewaves.

The equipment was set up as shown in Figure #8:

1. A 128 Kilobit Bi-level Manchester code was recorded at 15 inches/second for 6
minutes.

2. Six minute recordings were also made at speeds of 30, 60 and 120 inches/second.

Before the introduction of interference in the form of sinewaves, a decision had to be made
about input amplitudes. The PCM input signal would remain at 3 volts peak to peak, but
the sinewave amplitude would be determined for playback at each speed. The PCM
Decommutation System was connected to output port #2. During playback the sinewave
input was set to 5 KHZ and its amplitude was increased to a point where dropouts were
numerous (one or two per second). Then the amplitude was decreased until there were no
dropouts during an entire minute. This was the amplitude that was to be used during the
playback. It was redetermined at each tape speed. The reason is simple; if the use of a
pulse shaper reduces the number of dropouts from 100 to 15 per minute this may be
unacceptable. The numbers involved would change as the sinewave amplitude changed.
The desired result is zero dropouts. The maximum amplitude of the sinewave (at 5 KHZ)
that would result in zero dropouts when output port #2 was used had to be determined.

The tape was played back for the first minute of each recording (15, 30, 60 and 120 IPS),
into input port #1 and the sinewave generator was connected to input port #2. The PCM
Decommutation System was connected to output port #1 and the number of dropouts for 



the minute of playback was written down for various sinewave frequencies. After each
playback, the tape was rewound and played back at a different sinewave frequency.

The PCM Decommutation system was disconnected from output port #1 and connected to
output port #2. The previous step was repeated.

The results are tabulated in Tables I, II, III and IV and will be discussed in the order in
which the tests were made.

TABLE II RESULTS

The input frequency was extended down to 50 HZ even though such frequencies are easily
removed by filtering. Perhaps a pulse shaper could remove high and low frequencies! The
output bandwidths of the tape recorder are as follows:

Tape Speed Bandwidth

15 IPS
30 IPS
60 IPS

120 IPS

400 HZ to 250 KHZ
400 HZ to 500 KHZ
400 HZ to 1 MHZ
400 HZ to 2 MHZ

A 50 HZ signal could be introduced by mechanical maladjustments in the tape path totally
unaffected by the 400 HZ lower limit. It is easily observed that at 50 HZ and 100 HZ the
pulse shaper is unnecessary. As the frequency is increased the dropouts increase when
output port #1 serves as the input for the PCM Decommutation System. The results when
output port #2 is used are consistently good, showing one or no dropouts at each
frequency. At 50 KHZ, 350 KHZ and 500 KHZ the readings are high. These could
probably be reduced to zero by decreasing the sinewave amplitude. It would seem that for
the same amplitude, very high frequencies produce more dropouts.

TABLES III AND IV RESULTS

In both of these cases the number of dropouts that result from playback using output port
#1 are much higher than those shown in Table II, for all sinewave frequencies. There is no
noticeable increase in dropouts as the frequency increases. The dropouts when output #2 is
used are one or zero for the minute of playback. At 500 KHZ and others where this is
exceeded, apparently a lower amplitude sinewave could be tolerated and results in zero
dropouts.



TABLE I RESULTS

These results were obtained last for the following reasons: The recording of 128 Kilobit
PCM data at 15 inches/second resulted in a PCM output that resembled a train of
sinewaves. This was the result of the 250 KHZ upper band edge.

At 30 inches/second, the 500 KHZ upper band edge would allow the PCM data pulses to
look more square. You can record for two hours at 15 inches/second, and only for one
hour at 30 inches/second on a 9,200 foot reel of tape. PCM pulses that resembled
sinewaves were always accepted by the PCM Decommutation System. When a noisy tape
was received and dropouts were numerous, a zero crossing detector was sometimes used
and dropouts ceased. Inasmuch as the output from the zero crossing detector was always a
square pulse the conclusion was reached that PCM data recorded at higher tape speeds
would be less vulnerable to dropouts because the pulse would be square.

The results in Table I were obtained last because it was felt that for data recorded at
15 inches/second not very much could be done. From the number of dropouts shown it
would appear that the use of a “pulse shaper” results in no improvement but also no
external device is needed. The PCM Decommutation System seems to respond well
toPCM data that was recorded at 15 inches/second and that has become contaminated with
sinewave interference signals.

SUMMARY

The effect of high frequency interference signals on PCM data has been demonstrated. It
has been shown that the effect of this interference can be reduced or eliminated by the use
of simple circuits. The interference signals that were used were sinewaves and only one
signal at a time was used. Therefore the results are valid only for the introduction of single
sinewave signals. In the near future the effects of other types of interference will be
examined.

PCM data is routinely recorded at many installations and played back without difficulty
every day. Most dubs received at the Rockwell plant in Downey, California, can be played
back without difficulty. Occasionally a dub is received that requires special attention. The
Instrumentation Engineer must anticipate problems and work out solutions in advance.
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* A compact polarization diversity telemetry receiving system developed by NSWSES to mount
on the pedestal of a missile directing antenna. In this application the director is always pointed
towards the instrumented missile.

POLARIZATION DIVERSITY CAPABILITY
THROUGH SAMPLING AT THE RF LEVEL

Harvey Endler, William Turner
Electra Magnetic Processes, Inc.

9616 Owensmouth Ave.
Chatsworth, CA 91311

ABSTRACT

Novel RF circuitry for selecting the stronger of two telemetry signals (RHCP or LHCP) is
presented. Polarization diversity capability with uninterrupted data flow can be achieved
without using two expensive single channel data receivers and a diversity combiner. In
certain dedicated systems only a single AM/FM receiver is required. This paper describes
the RF signal processing and logic circuitry of a developed system and describes how it is
applied in a lightweight polarization diversity single channel monopulse tracking system.

INTRODUCTION

Missile wrap around antennas are designed to have non-overlapping nulls in their right
hand circular and left hand circular polarized patterns. Certain types of ground clutter favor
multipath phenomena of RHCP signals. Consequently, dual polarization diversity receiving
systems are frequently required for telemetry application. In polarization diversity
telemetry receiving systems, it is necessary to select a stronger of two signals. Usually this
is accomplished using two data receivers with a diversity combiner. However, in parasitic*

and portable telemetry trackers the additional volume, cost, weight, and attendant
reliability of all this equipment cannot be tolerated.

A system composed of a single FM data receiver together with an ancillary lightweight
AM receiver or a single dedicated FM/AM receiver will meet the above criteria.

This paper describes circuitry which allows received RHCP and LHCP signals to be
sampled and compared and when the LHCP signal amplitude exceeds the RHCP signal by 



a preset amount, then and only then will the data channel be switched from RHCP to
LHCP. Otherwise, data flow is uninterrupted via the RHCP channel.

In certain applications the scheme allows the use of only a single AM/FM receiver. These
applications include systems where the flow of data can be interrupted for short intervals
(dedicated sampling frame), or in TV video systems where RF sampling can be
accomplished during the vertical flyback interval.

RF CIRCUITRY

A block diagram of the RF portion of a typical single channel monopulse polarization
diversity system is given as Figure 1. RF circuitry which is peculiar to this diversity
selection is shown within the dashed lines. All eight blocks within the diversity system
have been realized on a single stripline board, including the PIN drivers. This stripline
board is 4.5 x 4.5 x 1/8 inch, exclusive of SMA connectors and PIN driver IC’s. Drivers
are mounted on the stripline board to improve switching speed by reduction of cable
capacitance and current limiting resistors. Both the RHCP and LHCP channels are equally
divided, half of each being used for uninterrupted data, and the other half for polarization
amplitude comparison.

The RF portion is designed to operate from 1435 to 2300 MHz. Specifications for this
assembly are 1.3:1 VSWR at all ports under all switching conditions, less than 1. 0 dB
insertion loss above power split, 20 dB isolation between LHCP and RHCP, and 10 ns
switching speed. Both RF switches, the data switch, and the tracking switch, are fail-safe
in the RHCP position, should the driver or logic circuitry fail.

A schematic of the RF circuit pattern is given as Figure 2. The basic circuit element is a
3 dB quadrature hybrid coupler, composed of two tandem 8.34 dB crossover couplers,
printed on both sides of a 0.011 inch teflon-glass stripline board. With no PIN diodes
conducting, then one-half of the RHCP input emerges at the data receiver, and the other
half at the tracking receiver, and LHCP is terminated in internal foods. When the PIN
diodes in the tracking switch are conducting, then one-half of the LHCP input emerges at
the tracking receiver, whereas the RHCP input is transmitted to the internal load. Similarly,
when the diodes in the data channel switch are conducting, then the LHCP input emerges
at the data receiver. The four PIN diodes are hermetic HP 5082-3140’s.

The PIN diode drivers ZI and Z2 are National DH 0035 IC’s which provide the current
and voltage peaking necessary for 10 ns switching. These drivers are mounted on the
stripline ground plane and are connected to the PIN diodes through a network consisting of
an RF feedthrough and a 2-section quarter wavelength choke. Each PIN switch driver is
controlled by complementary signal commands generated by the timing and logic circuitry.



TIMING AND LOGIC

Timing signals are accepted from the logic circuitry. Typically, signal sampling occurs at
one kilohertz rate. The LHCP signal is sampled, stored, then amplitude compared with the
sampled RHCP signal. If two or more comparisons indicate that the LHCP signal is 3 dB
greater than the RHCP signal, the LHCP signal is then applied to the data receiver.

SINGLE CHANNEL TRACKER APPLICATION

When employed in a dual diversity single axis telemetry tracking system, signal sampling
occurs at twice the antenna lobing rate. Thus, an amplitude comparison of the RHCP and
LHCP signals is made each time the tracking antenna is scanned to the right and to the left
of the tracking axis. The AM output from the sampling receiver is also applied to the
tracking loop’s angle error demodulator.

Note that when a difference in power level exists between the LHCP and RHCP channels,
the AM output of the sampling receiver is amplitude modulated. Consequently, when the
received level of one polarization channel is more than 10 dB below the remaining
channel, the AM output is 100 percent modulated and the tracking loop gain is reduced by
50 percent causing the rotator’s response to slow. This undesirable but tolerable feature
affects tracking only during a crossing missile exercise. However, for such tracker-to-
missile aspect angles, the received signal is predominantly linearly polarized and the
output levels of the RHCP and LHCP channels are within 1 dB of each other. Thus, the
tracking loop gain and servo response are maximized in situations where full response is
required.

CONCLUSIONS

Simple circuitry has been presented for selecting the stronger of two orthogonally
polarized RF telemetry channels. Polarization diversity can be obtained with the use of an
inexpensive, lightweight track-only receiver, instead of two complex telemetry receivers.
In some cases, operation with only one receiver is possible. This subsystem has been
installed on an EMP 12-element portable array tracker and is in field test. A second
generation stripline assembly is in test, and incorporates one stage of low noise GaAs FET
preamplification in front of the RF power splitter. This will allow use of simplified
polarization selection in low noise systems without the need for separate low noise
preamplifiers.
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ABSTRACT

The WSMR Telemetry Tracking Systems consist of ten (10) automatic trackers and four
(4) manual trackers. These trackers operate in the frequency ranges of 1435 to 1540 MHz
and 2200 to 2300 MHz. Two Telemetry Acquisition Systems (TAS) with 24-foot parabolic
antennas are located at fixed sites. A 6-foot parabolic antenna system has been converted
from a mobile unit to a fixed-site system. Seven Transportable Telemetry Acquisition
Systems (TTAS) with 8-foot parabolic antennas can be located on and off the range along
with a mobile microwave relay station to support range tests.

The RF subsystems on the seven TTAS’s have been miniaturized and integrated with the
feed assembly resulting in a vast improvement in autotrack reliability.

The digital slave tracking capability of the seven TTAS’s and two TAS’s has been
improved by a joint effort between two WSMR organizations. Tracking System Interface
(TSI) hardware and software were both developed in-house at WSMR by the
Instrumentation Directorate. The National Range Operations Directorate, Data Collection
Division, Telemetry Branch interfaced and installed the TSI to the tracking systems.

The TSI utilizes two (2) Z80 microprocessors and is capable of slaving to instrumentation
RADAR data in one of two modes. The first mode is dependent on the UNIVAC 1108,
WSMR real-time computer complex, to convert the RADAR XYZ data to site oriented
azimuth and elevation data. The second mode allows the telemetry trackers to accept
RADAR XYZ data directly and perform its own coordinate conversion. An additional
feature of the TSI is the test mode for self-checks, servo tests, and system readiness tests.



INTRODUCTION

WSMR Telemetry Branch has modified the TTAS’s RF subsystem and the digital slave
tracking mode resulting in increased tracking reliability.

The first major modification involved miniaturizing the RF subsystem and integrating it
with the feed assembly into one unit. Part of this modification involved reinforcing the
antenna support spars that previously had been inadequate to prevent feed skew and
defocusing caused by the antenna pedestal responding to high dynamics. The scan driver
card was also relocated from the original RF enclosure to a controlled environment inside
the shelter. The scan driver conditions and directs the signals to develop the tracking
errors. This card was also a source of autotrack failure due to the high vibrations it was
subjected to on the side of the pedestal. The last RF modification eliminated the 3-port,
6 dB gain multicouplers. The 8-port, 0 dB gain multicouplers were reconfigured into 4-port
multicouplers with 6 dB gain. This modification eliminated the condensation problems
within the 3-port multicouplers located inside the pedestal and retained the same 6 dB
gain. The reconfigured 4-port multicouplers were relocated inside the shelter within a
temperature controlled environment.

The second major modification utilized two Z80 microprocessors to improve the digital
slave tracking mode. Known as the Tracking System Interface (TSI), this system
eliminated four units of a six unit Instrument Data Converter (IDC). The TSI retained the
IDC’s capability to receive RADAR XYZ converted data from the main WSMR
computer. In addition to this capability, the TSI can receive the RADAR XYZ data
directly and perform its own coordinate conversion. Also, the TSI has a test mode which
can be used to confirm the status of the TSI and the tracking servo system prior to
supporting a range test.

RF SUBSYSTEM MODIFICATION

Original RF Configuration

The original RF subsystem consisted of two channels with one parametric amplifier and
one solid state post amplifier per channel. An alternate solid state amplifier could be used
in lieu of the parametric amplifiers with decreased gain and a higher noise figure. If the
alternate configuration was going to be used, several cable changes were required. (See
figure 1) The subsystem needed at least two hours of warm-up time to allow the
parametric amplifiers to stabilize. Due to the mobile capability of the TTAS, the system
would be turned off daily, which created problems with the parametric amplifiers. The
turn-on turn-off operation decreased their life expectancy and increased the risk of
autotrack failure. Another area of increased risk of autotrack failure was in the feed



assembly. Excessive vibrations by the feed assembly were due to the mobile
characteristics of the TTAS plus the poor spar support that contributed to the instability.
The vibrations would break solder connections and phase shifters that would cause
intermittent contact problems resulting in autotrack failure.

New RF Configuration

WSMR’s decision to modify the TTAS’s RF subsystem was influenced by the fact that we
could no longer obtain spare parts for the parametric amplifiers. WSMR purchased the
miniaturized components and wideband amplifiers for operational use. The modifications
also included the capability to support frequencies within the 1710 to 1830 MHz range.

The new configuration eliminated the bulky RF enclosure that was mounted on the side of
the pedestal (figure 2). The parametric amplifiers were replaced by one wideband solid
state amplifier per channel. Short semirigid coaxial cables replaced the longer RF cables
within the RF enclosure. By using miniaturized components, the new configuration was
integrated as part of the feed assembly on two separate tiers and housed in a 5¼" x 10½"
unit. (See figures 3 and 4) The unit added 10 pounds to the feed/antenna assembly and was
located 8 feet from the pedestal centroid. The additional weight was appropriately
counterbalanced using lead plates. Also, the scan driver card was installed on the
equipment rack within the shelter and not subjected to temperature variations and pedestal
vibrations.

Antenna Reflector

Prior to changing the RF subsystem, a major problem involved the antenna spar support.
The combination of high tracking rates and the mobility over rough terrain would cause
excessive vibrations that would defocus or skew the antenna plane. The problem was
further complicated with the additional weight behind the feed assembly resulting from
feed reconfiguration.

The solution to this problem involved redesigning the support spars (as shown in figure 5).
This design prevented overflexing during antenna rotation without altering the sum and
difference patterns or contributing additional RF blockage. The new configuration has
been operational over two years with no component failure or antenna skewing. The vast
improvements resulted in increased autotrack reliability.



ADVANTAGES

The following advantages have been realized from the modifications:

1. Lower system noise figure (3.5 dB over entire frequency band compared to 6 dB).

2. Increased G/T (3 dB/KE compared to 1 dB/KE).

3. No warmup time required due to the RF subsystem.

4. One wideband amplifier per channel with the appropriate filtering to operate between
1430 MHz to 2300 MHz.

DISADVANTAGES

1. Only one frequency band can be selected rather than all three simultaneously. This is
a minor disadvantage since the overall system can accomodate two frequency bands.
One via Right Circular Polarization (RCP) and one via the Left Circular Polarization
(LCP) channel.

2. Two RF switches are required to select the 1430 to 1540 MHz and 1710 to 1830
MHz. 115 VAC is needed to enable the selected RF switch. The 115 VAC in the RF
enclosure has not been a problem.

DIGITAL SLAVE TRACKING

The prime tracking mode for all telemetry trackers is the autotrack mode. The first backup
is the Digital Slave Tracking mode (DST). To utilize the Digital Slave Tracking mode,
WSMR identifies all of its tracking sites by conducting a geodetic survey of the selected
location. The selected location is then assigned a site identification number (site ID).

ORIGINAL DIGITAL SLAVE TRACKING (DST)

The original DST consisted of six (6) units known as the Instrument Data Converter
(IDC). The six units were the input unit (IU), output unit (OU), tracking error generator
unit (TEGU), remote unit (RU), a basic timing unit (BTU) and a modem. The modem
received a serial data message from the WSMR real-time computer complex consisting of
site oriented angle information. The TEGU would compare the incoming data with the
tracker angle data and derive a position error which was applied to the servo system to
position the antenna. The input and output units required site identification programming in
binary format by setting pins out (for a binary “11”) and pins in (for a binary “0”). Also,



the remote unit had to be programmed in octal format to an angle from the site location to
a known reference point. Whenever AC power was removed from the IDC or tracker, the
remote unit had to be reprogrammed. This enabled the TEGU to do the correct angle data
comparison and apply the position error to the servo system.

NEW DIGITAL SLAVE TRACKING SYSTEM (DSTS)

The new DSTS, known as the Tracking System Interface (TSI) replaced four of the six
IDC units. The TSI system kept the modem and the BTU.

The TSI (see figure 6) retained the IDC’s capability to receive site oriented data generated
from the WSMR real-time computer complex. The additional capability enables the
telemetry tracker to receive instrumentation RADAR data in XYZ format directly and
perform its own coordinate conversion. This is accomplished using two Z80
microprocessors.

The TSI is all front panel operated. The site ID is dialed in using thumbwheel switches.
Once the tracker is oriented to a known reference point, the TSI is calibrated by matching
the tracker’s encoder readout with the TSI’s azimuth and elevation thumbwheels. No
additional setup is required if power is turned off and on.

The TSI can be operated in one of two modes, normal or test. In the normal mode, the TSI
will lock on the incoming serial message by matching the incoming site ID with the dialed-
in site ID. The TSI distinguishes if the incoming data is computer generated or if it is
RADAR data in XYZ format to be converted. If the incoming data is computer generated,
no coordinate conversion takes place. The master Z80 CPU handles the data decoding and
outputs the data to the azimuth and elevation drive signals. The master Z80 also performs
all the front panel operations. If the incoming data is RADAR XYZ data, then the slave
Z80 performs the coordinate conversion and interfaces with the master Z80. When the
incoming site ID matches the dialed-in site ID, the correct site ID will be illuminated
directly above the thumbwheels. If RADAR XYZ data is the incoming data then the site
ID of the RADAR will be illuminated. The TSI can now be used to control the tracker.

In the test mode, the TSI generates all the drive signals independent of any incoming data.
Up to 256 different tests can be programmed. At the present time telemetry trackers utilize
five different tests to verify the servo subsystem static and dynamic response and ascertain
the TSI’s capability to perform coordinate conversion.



The five tests are as follows:

Test No.

00 22.5E Position Test. Azimuth and elevation encoder calibration.

01 0.35E Step Input.

02 11.25E /sec2 Acceleration Input.

03, 04 XYZ conversion tests for small and large angles.

*05 0-360E azimuth rotation for antenna patterns.

*06 0-36E azimuth rotation for verifying angle readout, 0-90E elevation rotation.

* The software for these tests are currently being developed.

The TSI consists of three S100 boards in one unit. These are the input/output board, front
panel board, and the central processing unit. The master and slave Z80 assembly language
programs are stored in two EPROMS utilizing approximately 4K of memory. The
programs were developed in-house at WSMR for telemetry tracker applications. The block
diagram of the TSI is shown in figures 7 and 8.
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FIGURE 3  RF SUBSYSTEM
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FIGURE 5  TTAS ANTENNA WITH REINFORCED SPARS AND RF
SUBSYSTEM



FIGURE 7  TSI FUNCTIONAL BLOCK DIAGRAM

FIGURE 8  TSI CENTRAL PROCESSING UNIT
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ABSTRACT

The U.S. Navy has traditionally operated several missile ranges around the world.
However, as the exercises it conducts require greater areas and improved security, it has
taken the more ambitious exercises to open ocean, away from ranges.

Portable shipboard Telemetry Receiving Systems are designed based on similar methods to
those used by range system designers. However, the portable field station must be very
small (less then 600 lbs) and system designers are hard pressed to include sophisticated
hardware to offset the lower performance of light weight front ends. After the design stage,
it is always found that no further weight or volume may be allocated to test equipment. The
result has been to practice exercising the live round (missile) for the purpose of testing the
ground station.

This Test System was designed to meet a need for a portable system to test shipboard
telemetry systems used for evaluating performance of missile systems in the surface
missile fleet. The technical information presented describes the capabilities of a small test
system that is programmable to accurately simulate any missile in the current Navy
inventory. It provides test and calibration signals so that telemetry system status may be
verified, giving the field operator unprecedented confidence in the station’s condition.

The Programmable RT Test System is a product of Navy’s Engineering Initiative Program
which supports limited engineering efforts designed to enhance service to the fleet.

INTRODUCTION

Historical approaches to this problem have resulted in specialized test equipments yielding
significantly improved capability for the specific application. As the fleet takes to the open
ocean away from range services the field station is expected to provide comparable service
over the multitude of applications. It is necessary to use an existing specialized tester for at
least a few tests since missile telemeters have at least one item in common (RF link).



Further testing will usually require complete replacement of the modulation section, and
interface electronics of the tester.

In the approach used for this tester, the characteristics that restrict the unit (modulation
section) were made programmable so that the unit could be used on multi-role missions
with equal facility.

The Programmable Telemetry Test System is programmable in format primarily. The
switching power supplies and RF sections are pretty much standard components. The
modulation section consists of an FM/PAM/PCM simulator and simple control circuitry.
This section is programmable via an Intel 2716 EPROM. The design stays away from
microprocessors for the sake of simplicity and lack of lab facilities. The EPROM is the
frame format memory. Flexibility is restricted only by memory length.

The modes (FM, PAM and PCM) are controlled by a front panel select switch and diode
matrix encoders. This select switch also sets data rates as well as sets final modulation
characteristics. (See Figure 1)

Although this method is not sophisticated it was readily designed and the prototype
worked very well. The few software and wiring errors were easily diagnosed and
corrected. The simulator generates realistic looking PAM and PCM. The simulated
telemetry signal is not static but dynamic. Wave-forms such as sine-waves, ramps and bit
stimuli (or events) are retrieved from a look up table (a second Intel 2716 EPROM) and
inserted into the data stream under the format memory’s control. This method allows the
user to excite the receiving system through its final displays. The simulator is designed to
excite the channels called out in “Real Time” programs or patches and, via switch setting,
may also provide five step calibration wave-form to these channels simultaneously. This
feature makes display (oscillograph, etc) setup quite simple (See Figure 2). The resulting
software needed to support the tester is very simple and can be run on a Texas Instruments
TI 59 programmable calculator.

The total weight of the test system is just over 15 lbs and occupies less than 1 cubic foot.
The internal batteries allow the user to test or calibrate RF front ends out on weather decks
where convenient sources of power do not exist. The tester stores six telemetry formats
which may be FM, PAM or PCM, hence six very different missiles may be simulated by
simply changing a switch setting. The units EPROM and diode matrices may be replaced
in the field and an additional six missiles simulated if desired. The operation of the
simulator is performed with only two six position wafer switches. The only other control is
a steppable RF power attenuator which allows -109 to 0 dbm (±1 db) to be applied to a
receiver for calibration. A 50,000 Mhz, -20 dbm signal is available at the front panel so
that receiver descriminator adjustments may easily be performed.



The quality of the simulator and RF signals is more than adequate for field use and is
probably better than that of general purpose test equipment found in a average lab. In a
fleet exercise, several different types of missiles may be expended in the same day
requiring receiving system configuration changes. This type of tester allows configuration
changes to be confirmed without having to first reconfigure a myriad of test equipment.
The readiness of receiving stations can be determined rapidly with excellent confidence.

EARLY DESIGN APPROACHES

Previously, with very little funding available it was necessary to build a tester with mostly
commercial items, hence off the shelf missile components were packaged with a power
supply. This type of tester worked reasonably well but could not handle more than one
type of missile, in addition the use of airborne quality components proved expensive. It
became obvious if units were built, substantial cost could be saved by constructing a
programmable simulator.

Other faults existed in the off the shelf design, a substantial amount of analog circuitry was
required to support the PAM commutator. The airborne components operated on 28 volts
and there was need for several dropping regulators to provide common voltages for the
remainder of the circuitry. These regulators did a good job reducing available battery
capacity. Most of the instrument panel was dominated by a patch board which provided
voltages and waveforms to the commutator. Once programmed no further changes were
normally ever needed, hence the patchboard provided flexibility that really was not
needed.

A later approach was made using a microprocessor based simulator. The first unit was
delivered with an unusable format and the expense of redoing the software was nearly the
cost of the simulator. The resulting simulation was static and of very poor quality. The
most significant failure of this unit was that the unit was actually less desirable than its
predecessor, it provided signals of inferior quality and again could only simulate one
format.

ERASEABLE PROGRAMMABLE READ ONLY MEMORY

The Test System was designed around an Intel 2716/32 Eraseable Programmable Read
Only Memory. The frame format is stored in the memory and accessed at the missile data
rate. 2048 eight bit words may easily hold more six frame formats. This limitation is
imposed only by the control switches. The output of the format memory is applied to
decision circuitry. This circuitry decides whether the memory is providing an end of frame
or data insertion commands.



A second EPROM provides a wave-form library. It may contain up to sixteen wave forms
(binary representations). These wave forms are inserted into the output register and either
applied to a (DAC) Digital to Analog Converter for a PAM (or FM) representation or
clocked out serially for a PCM representation. This second EPROM may be replaced if
functions that are to be encoded must have special characteristics, hence even complex
formats including subcommutated or automated data distribution can be tested readily. The
problem becomes totally a software exercise in nature. Otherwise, only the format memory
(EPROM) need be programmed for a particular application. However, the simulator also
requires that a few Diode matrices be programmed. These matrices tell the simulator
where each format exists in the 2716 EPROM and what the end of frame and data
insertion codes look like. Also, the data rate (bits/sec, channels/sec) and the Code (PCM,
PAM, etc.) are set by these matrices.

This method is not efficient in terms of memory usage. Most of the memory is filled with
pseudo-random data so that the static data somewhat resembles actual data. only 16 of 256
possible codes are used for data selection. This concern is trivial since the cost of memory
is negligible. The software required to support this design consists primarily of a Decimal
and Binary to Hex conversion routines for the TI-59 Programmable Calculator (See Figure
Three). The design of the simulator is very straight forward. Infact, only one clock is
needed in the system.

DYNAMIC SIMULATOR DESIGN

The Navy’s New Initiatives Program as one of it’s criteria and fundamental goal of this
effort was to design an equipment that could simulate several missiles (any in the Navy
inventory) and hence benefit any missile program.

With this goal in mind and the fact only limited engineering time was allowed, it was
decided to use a very straight forward approach which would require only small amounts
debugging and bread boarding The entire simulator is controlled from two six position
switches and several Harris Diode Matrices. The resulting binary codes do the following:

Modulation Format Select, (S1), sets the clock frequency, word rate, address generator
start address, End of Frame Comparator, Data Insertion Comparator, output register for
parallel or serial output, and finally selects the appropriate signal for the monitor output
and RF transmitter. Calibration Mode Select (S2) controls the data insertion gate.

The clock is generated by an inexpensive I.C. Voltage Controlled Oscillator (EXAR
2206). The timing resistor (selected by S1) sets the frequency. This clock is then divided
by a presettable (set by S1) down counter to generate word rate pulse. The word rate pulse
is sent to a 12 bit presettable counter that generates the address for the 2716 EPROM. This



counter is preset (by S1) with the start address for the particular format. The counters are
set to this count by the End of Frame Comparator. The End of Frame Comparator is
enabled only when it finds the eight bit representation of the last channel in a PAM frame
or the last eight bits of a PCM synchronization pattern.

At the time the last word of the frame appears the EOF (End of Frame) Comparator goes
high, enabling the address generator to preset itself to the beginning address. The EOF
pulse also advances the address generator for the wave-form library. This address
generator only addresses the lower eight bits while the four most significant address bits
are generated by the control EPROM. The output of both the main program memory and
waveform library are routed to four-input multiplexer (or gate) This gate is controlled by
the D.I. (Data Insertion) Comparator, and the Calibrate Mode Select Switch S2. If the
main program EPROM outputs one of the sixteen codes, the D.I. comparator enables the
calibrate mode switch S2 and the four-input gate is allowed to switch from the Main
Program Memory input to the wave form library input the address count input, or A/D
input (an A/D that may be connected to an external signal).

The output of the four-input multiplexer ends up at an eight bit register that parallel loads
the data with the word rate pulse. This data is then applied to a DAC and converted to
analog. The resultant PAM signal is very clean with little ringing or distortion. If the main
program memory holds FM data it circulates continuously and generates the desired
subcarrier channels. Note the memory must hold the Inverse Fourier Transform of the
desired subcarrier frequencies. Modulating this data is accomplished by frequency
modulating the clock VCO. This method only works on Proportional Bandwidth channels.

If the output register is in serial mode the clock shifts the register serially and generates
NRZL PCM. Generating other codes is not difficult. For example BI0/L may be generated
by simply using sixteen bits of Program memory to generate eight bits of BI0/L. However
the data selector will now provide erroneous data.

At this point we have a simulator that may simulate a frame of data containing as many
dynamic channels as desired with the rest of the channels static. The dynamic channels
inherently have eight bits of resolution and the fidelity of this data is theoretically as good
as the software in the waveform library.

The last part of the simulator design was the calibration feature. The first function in the
waveform library is a 5-step stair case occupying the first 256 lines of memory. Each
function occupies a consecutive 256 line segment. The lower eight bits of address generate
the consecutive approximation of each function and the upper four bits select the function
of interest. By disabling the upper four bits (this is done by Cal Mode switch S2) only the
staircase function may exit the EPROM even though the Program Memory may call for



other functions, hence all the dynamic channels are modulated simultaneously by the
staircase function.

CONSIDERATIONS

This design was implemented in CMOS with the exception of the clock oscillator divider
which is TSTTL. Because of the latitude CMOS allows, only one clock is needed and the
data is pushed through in bucket brigade fashion. The use of the second EPROM for a
wave form library eliminated a serious analog entanglement and the design of the
calibration feature simply fell into place. A lot of anticipated bread boarding became
unnecessary and a lot of confidence in the accuracy of the calibration signals is instilled in
the user.

The use of Diode Matrices as encoders seemed wise at first, however after the associated
resistor strings are added an awful lot of circuit board real estate is lost to circuitry that
only generates static codes to set up the simulator. It became obvious that the set up codes
should also have been stored in the main program memory and simply read out to latches.
This method would have required changing only the EPROM for replacement formats. Yet
the Diode Matrix approach was simple and easy to trouble shoot so redesign was not
attempted.

CONCLUSION

The design of the “Programmable Telemetry Test System” was intended to relieve a
common problem for light field telemetry stations, the lack of suitable test capability. A
casual survey of the industries available hardware discloses its limited emphasis on field
oriented equipment. Non recurring engineering costs expended on this tester will be easily
offset by savings, in reduced procurements and reconfiguration time. The impact to Navy
test programs could be very substantial in terms of assets expended and test time required.

The “New Initiatives Program” committee held a design review and demonstration of the
Test system May 20, 1982. This unit has demonstrated its usefulness in the lab and at sea
on the USS NORTON SOUND (AVM-1) supporting the Vertical Launching System
Evaluation and the USS BROOKE (FFG-1) supporting Readiex 2-82.
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FIGURE 2.  OSCILLOGRAM OF SIMULATOR OUTPUT
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ABSTRACT

This paper describes the signal routing and power combining function of the C-band uplink
frequency signals in the Galaxy TT&C earth station.

INTRODUCTION

The Galaxy system is the commercial satellite communications system of Hughes
Communications Inc. The TT&C earth station is part of this system. Some of the design
considerations of the TT&C earth station were the power handling, status and control,
mission requirements, simplicity, and cost. The overall system is described, followed by
the details of the power combining capability and the trade-offs required for that part of the
system.

The Galaxy satellite is a powerful version of the HS 376 communications satellite. Each
satellite has the capability of retransmitting twenty-four 36 MHz frequency reuse channels
at C-band. The two command and ranging frequencies are located at the two ends of the
uplink band and in orthogonal polarizations. The telemetry/ranging frequencies are located
at the high end of the downlink band.

Galaxy 1 will be launched on a Delta 3920 rocket in June 1983. It will be dedicated to the
distribution of cable television programming, and will relay video signals in the continental
United States, Alaska, and Hawaii. Galaxy 2, scheduled for launch in September 1983,
will relay video, voice, data, and facsimile communications in the continental United
States. An application to the FCC for permission to launch Galaxy 3 is pending.

The Galaxy fact sheet (1) states that “Galaxy has a diameter of 216 cm (85 inches) and is
only 277 cm (109 inches) high stowed in the launch vehicle. In orbit, the aft solar panel



deploys, doubling the power output, and the antenna reflector erects for a combined height
of 683 cm (269 inches), or the equivalent of a two-story building. The solar array produces
990 watts of dc power beginning of life; two nickel cadmium batteries furnish power
during solar eclipse. With a full load of 136 kg (300 pounds) of stationkeeping fuel,
Galaxy weighs 519 kg (1,141 pounds) at beginning of life.”

The OCC for the Galaxy system will be located at Hughes Communications Inc.
headquarters in El Segundo, California; two remote telemetry and command earth stations
are planned, one in Spring Creek, NY and the other in Fillmore, California. Figure 1
depicts the overall Galaxy system. Shown in solid lines are the two Galaxy satellites in
orbit, Galaxy 1 at 135 degrees west longitude and Galaxy 2 at 74 degrees west longitude.
Spring Creek is the primary T&C station. This is because the uplink beacon required for
proper positioning of the spacecraft antenna must originate from the east coast due to
spacecraft design. Two ten-meter antennas are located in Spring Creek for steady-state on-
orbit operations and are the primary antennas for the uplink beacons, uplink commands,
the ranging function, receipt of spacecraft telemetry and some communication uplinks.

Two ten-meter backup antennas are shown at Fillmore, one of them being like those in
Spring Creek and the other being a full motion TT&C antenna. The pedestal upon which
this antenna is mounted contains uplink and downlink translation equipment, the ATS and
the 3.3 kW klystrons. The Galaxy 3 satellite and the three additional limited motion
antennas at Spring Creek and Fillmore are shown in dashed lines which indicates the
capability for expansion to meet future requirements. The solid lines interconnecting the
remote sites with the OCC depict the leased lines used in steady-state on-orbit operations.
Dashed lines show the extra lines employed for launch operations for voice
communications on the intercom network and for backup of the primary data lines. The
solid lines are conditioned telephone lines over which synchronous data at 9600 BPS are
passed full duplex between the OCC and remote sites. Dial backup substitution for any
failed leased line is part of the system.

The two earth stations are characterized by their antenna types primarily. The four
presently planned antennas are identical in size (10 meters). One, at the Fillmore earth
station, is capable of tracking launch, insertion and drift orbits and is referred to as the full
motion antenna. The other three antennas (2 in New York, 1 in California) are referred to
as limited motion antennas and are capable of tracking a geostationary satellite. The
equipment strings are hereafter referred to as the limited motion and full motion systems.
The details of the RF uplink portion of the full motion system are delineated here. The
characteristics of the full motion system are summarized in Table 1. The full motion
system is intended firstly to be a tracking station during the launch phase of the Galaxy
satellites, secondly to perform on-orbit tests of the satellite, and thirdly as a backup T&C
site to any of the limited motion systems. In addition, the Fillmore station was designed to 



FIGURE 1.  GALAXY OVERVIEW



support different satellite launches. The system is capable of tracking satellites in any
linear polarization with the 3700 to 4200 MHz band, and transmitting in any linear
polarization between 5725 and 6425 MHz. Furthermore, HPA’s have the capability of
phase combining the command uplink to increase the power by theoretically 3 dB. The
block diagram of the full motion RF subsystem is shown in Figure 2.

Several points in Figure 2 are labeled ATS and TV Test input. The command and ranging
equipment in the antenna pedestal is complemented by several racks of ATS and TV Test
equipment for testing the satellite. This equipment will be used to perform acceptance tests
on the satellite during drift orbit (approximately 60 days following launch and prior to
operation). The 6 kW power combining capability is excluded from the test modes since
analysis has shown the uplink EIRP to be adequate for nominal on-orbit operation. The
power combining option is intended primarily as a back-up mode to be used during
transfer orbit in the event of abnormal circumstances. Testing will be performed on the
spacecraft’s communication and T&C systems.

The entire Galaxy ground segment concept intended the remote sites to be unmanned. It is
not expected that the full motion system will ever be operated unmanned, but the
capability, through the status and control system, is there.

FULL MOTION UPLINK SWITCHBANK 1

The full motion uplink switchbank 1 (see Figure 2) is the input interface for all RF signals
to be routed through the klystron amplifiers. Those signal inputs include command
(primary or redundant), ATS, TV test patterns and HPA tests. The command input is for
spacecraft commanding or ranging, the ATS and TV test inputs are for transponder testing,
and the HPA test input is for testing the offline HPA. There are three outputs from the
switchbank that are connected to the RF inputs of HPA 1 , HPA 2, and HPA R. The inputs
that are not routed to one of the HPA’s are terminated into 50 ohm type-N loads which are
accessible for offline monitoring purposes.

The routing of the command input is through a primary/redundant select switch. The online
signal is then split by a 3 dB power divider and one of the paths is routed through a
variable phase shifter. These two signal paths are routed to switches that interface with the
ATS and TV test inputs and then to the HPA input select switches. The command input
can be routed to any HPA for normal commanding or to any combination of two HPAs for
power combining (See Figure 2.) The HPA test input is always routed through the offline
HPA. The ATS and TV test inputs can be terminated or can be routed to any HPA with a
command input routed to another HPA. Alternatively, both ATS and TV test inputs can be
routed to any two HPA’s with the command inputs terminated.



FIGURE 2.  RF SUBSYSTEM BLOCK DIAGRAM FOR FULL MOTION ANTENNA



The purpose of the phase shifter is to adjust the relative phase of two command signals for
power combining. The phase shifter is designed to give a minimum of 360 degrees of
phase adjustment at 6 GHz. The phase shifting is accomplished by changing the length of
coax internal to the phase shifter. Accuracy and repeatability are maintained by means of a
graduated micrometer tuning screw. Status and control of the switchbank interfaces with
the status and control unit which is controlled by the status and control computer. Status is
displayed and control is achieved via a touch-sensitive CRT. The control of the switches
are through latching relays, status for position 1 or position 2 come from a form-C contact
closure. The full motion uplink switchbank 1 is a 7 inch (17.8 cm) high standard rack
mounted unit.

3.3 KILOWATT KLYSTRON AMPLIFIERS

The link characteristics required a minimum EIRP of 86.5 dBW to provide adequate
margin during launch and transfer orbit. The gain of the antenna at center frequency is
52.9 dBi. This gain and intermediate losses required that a high power amplifier of output
greater than 3 kW be used. It was felt that the power combining option should be
implemented in the event of an abnormal launch or for other emergency contingencies. The
HPA’s would be used for transponder testing during drift orbit as well as for the uplink
command and ranging signals. Some of the driving functions were power output, frequency
capability, cost and delivery time.

There were several vendors whose products met these HPA requirements, the final
determining factor was cost. The status and control interface of the HPA was designed for
the vendor’s own remote status and control panel. We obtained options that were available
and interfaced directly with as many controls and statuses as we could, the remaining were
conditioned external to the HPA so that they can interface with our status and control unit.

The klystrons have the ability to be tuned to twelve preselected C-band channels. There
are twelve communication channels and one command frequency on each polarization. The
command frequencies can be accessed via two communication channels. These two
channels are common to all three HPA’s, the remaining twenty-two communication
channels are distributed as follows:



HPA Command and
Communication Channels

Communication Channels

1 1V,  12H 2V, 3V, 4V,   5V, 6V, 7V, 8V, 9V, 10V, 11V

R 1V,   12H 2V, 6V, 7V, 11V, 12V, 1H, 2H, 5H, 6H, 11H

2 1V,   12H 2H, 3H, 4H,   5H, 6H, 7H, 8H, 9H, 10H, 11H

H - Horizontal Polarization
V - Vertical Polarization

The 1V channel is used for communication in the vertical polarization and commanding in
the horizontal polarization. The 12H channel is used for communication in the horizontal
polarization and commanding in the vertical polarization.

FULL MOTION UPLINK SWITCHBANK 2

The full motion uplink switchbank 2 (see Figure 2) is the output interface for the klystron
amplifiers. The inputs into the switchbank from HPA 1, HPA 2, and HPA R are WR 137
rectangular waveguide. There are two transmission outputs from this switchbank, one for
the horizontal polarization and the other for the vertical polarization. These outputs are
connected to the azimuth rotary joint of the full motion antenna. The output of the offline
HPA is dissipated into a 4 kW load. A crossguide couple prior to the 4 kW load is the
HPA test output. This output is connected to test equipment in the ATS for analysis of the
offline HPA’s output signal. There is one other output, it too comes from a crossguide
coupler that is prior to a 4 kW load and after a colinear arm of a matched hybrid Tee. This
output is for monitoring power due to the adjustment of the phase of one of the inputs to
the matched hybrid Tee with the phase shifter in uplink switchbank 1, while power
combining. This output is called the power combining null output, because maximum
power combining is achieved when this output is at a minimum. The switchbank is
designed such that the output of any HPA can be routed to either polarization; or any two
HPA’s can be routed to both polarizations; or any two HPA’s can be combined together
and routed to either polarization. During initial configuration or while phase adjusting for
power combining, the output of all three HPA’s can be dissipated into high power loads.
Waveguide terminations can be connected to either or both of the polarizations of the
antenna feed when not in use. The output of the matched hybrid Tee is dissipated into an 
8 kW load during the adjustment of the phase for power combining. This 8 kW load is
comprised of two air cooled 4 kW loads and another matched hybrid Tee which splits the
power into the two loads.



While choosing a device for power combining, several other methods were considered.
One was a variable power combiner, which was discarded because the isolation of the
through ports was insufficient for our requiements. A slot hybrid was considered but we
opted for a matched hybrid Tee because its physical characteristics lent itself more readily
to be incorporated into the switchbank’s mechanical layout. The configuration of the
matched hybrid Tee is of standard design but special materials were used in its
construction to handle the 6 kW of RF power traversing its center. Any of the three HPA’s
can be input into the E-arm of the matched hybrid Tee, but only HPA 2 or HPA R can be
input into the H-arm. The phase adjustment occurs in the signal that goes through HPA 2
or HPA R.

The status and control of uplink switchbank 2 is like that of uplink switchbank 1, except
there is an additional control going to the HPA’s. This control inhibits the RF signal in all
three HPA’s while switching occurs in uplink switchbank 2. This is to prevent RF power
from being reflected into the klystrons. The full motion uplink switchbank 2 is a 16 inch
(40.64 cm) high by 69.75 inch (177.2 cm) wide open back unit that is mounted above
HPA’s as shown in Figure 3.

SUMMARY

The full motion uplink switchbank 1 routes the command and ranging, TV test, ATS, and
HPA test signals to the klystrons with phase shifting capability in one of the command and
ranging paths. The klystrons amplify these signals. The full motion uplink switchbank 2
routes these signals to the horizontal and vertical polarization input ports of the TT&C
antenna, either directly or through a matched hybrid Tee. Through the use of the phase
shifter and the matched hybrid Tee, the output power of any two klystrons can be
combined. The TT&C earth station will be configured for switching immediately into the
power combined mode during any critical phase of satellite commanding. This switching
can be accomplished by the status and control system via the touch-sensitive CRT, without
interrupting the uplink commanding computer. The TV test uplink is a test pattern used for
cursory testing of transponder operation. The ATS uplink is for the testing of specific
parameters of the satellite’s communication system.
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GLOSSARY

ATS Automated Test System
C-band 4000 to 8000 MHz
EIRP Effective Isotropic Radiated Power
HPA High Power Amplifier
HS-376 Hughes satellite with telescoping solar panel and folding antenna

with 24 frequency re-use channels at C or K band.
Matched Hybrid Tee Also known as Magic Tee
OCC Operational Control Center, El Segundo, California
T&C Telemetry and Command
TT&C Telemetry, Tracking and Command
WR 137 Rectangular waveguide with inner dimensions of 1.372 inches

(3.484 cm) and 0.622 inches (1.580 cm) and frequency range of
5.85 to 8.20 GHz.

TABLE 1
FULL MOTION TT&C EARTH STATION CHARACTERISTICS

Frequency:

Transmit:
Receive:

System G/T:

System EIRP:

Combined:
Non-combined:

Antenna:

Size:
Velocity (AZ & EL):
Travel:

5925 to 6425 MHz
3700 to 4200 MHz

30.1 + 20 log (f/4) dB/EK

89.0 dBW
86.5 dBW

10 meters
1.0 degree/sec 
±165E AZ
+5E to + 90E EL



FIGURE 3.  UPLINK SWITCHBANK 2 ON 3 HPA CABINETS



SPECTRAL SHAPE PREDICTOR FOR PCM/FM TRANSMISSIONS

Roger W. Brown
Engineer/Scientist

McDonnell Douglas Astronautics Company
Huntington Beach, California

ABSTRACT

This paper will demonstrate a computer application program to predict the spectral shape
and IRIG-RF bandwidth required for a PCM/FM telemetry system.

A filtered PCM bit stream is constructed from a Fourier series and used to FM-modulate
the RF carrier. The Fourier transform of the FM-wave is calculated numerically, and
voltage amplitude levels are plotted on a Tektronix graphic display. Several PCM bit
patterns are used and a composite display is formed to approximate an actual PCM/FM
spectrum. A comparison of predicted and actual spectra will be presented.

INTRODUCTION

All types of RF transmissions at Government-operated test ranges must adhere to IRIG
(Inter-Range Instrumentation Guideline) requirements. Bandwidth requests made to the
test range should be as accurate as possible. Overstating the requirements may cause
longer delays in order to clear the larger-than-needed bandwidth. On the other hand, if the
requested bandwidth is exceeded there is the possibility that the test may be constrained or
cancelled by the range.

The program used in this paper follows a digital modulating waveform (PCM) through the
RF modulation (FM) to predict the RF signal spectra. Since a PCM source will generate
varying bit patterns, several bit patterns are used and the results averaged to produce a
composite PCM/FM RF spectrum.

METHOD

The following steps are performed in predicting a PCM/FM signal spectrum:

1. The maximum PCM bit rate will be used to define a 1010 PCM bit pattern. A Fourier
series is used to define a periodic modulating waveform:



With pulse width = J and pulse period = T.

Each harmonic is filtered as the waveform is calculated, thereby producing a filtered
time-domain waveform.

A Gaussian premodulation filer is used with filter gain

where f1  = fundamental frequency

fg = cutoff frequency (3 dB down)

n = harmonic number of f (f = nf1)

2. The filtered time waveform is used to FM modulate the RF carrier:

where e0(t) = FM modulated signal

fc = Carrier frequency

)f = Carrier deviation

g(t) = Filtered PCM signal

1. The Fourier integral is calculated at integer multiples of the PCM modulating
frequency, giving sideband amplitudes around the RF carrier.

The Fourier integral is:



Sideband amplitudes are

2. The line spectrum is plotted for the resultant FM modulated carrier.

3. Alternate PCM bit patterns are selected, and steps 1 through 4 are performed.
Frequencies within a 3-KHz band are averaged, and a composite spectrum is plotted.
The IRIG bandwidth requirement is calculated for the composite.

IRIG states the bandwidth at (55.0 + 10*log10 Pt) dB below the unmodulated carrier
must be within amount requested (where Pt = transmitted power).

Eight different PCM patterns are used:

J = PCM bit duration (sec)

T = Pattern period (sec)

a. 10101010 - square wave - J/T = 1/2, f1 = 1/2J

b. 11001100 - J/T = 1/2, f1 = 1/4J

c. 111000111000 - J/T = 1/2, f1 = 1/6J

d. 111100001111 - J/T = 1/2, f1 = 1/8J

e. 1111100000 - J/T = 1/2, f1 = 1/10J

f. 111111000000 - J/T = 1/2, f1 = 1/12J

g. 111111001111 - J/T = 6/8, f1 = 1/8J

h. 100000001000 - J/T = 1/8, f1 = 1/8J

With case a of highest frequency, and case f of lowest frequency.

TEST CASE

A recent vehicle telemetry system used a bipolar PCM unit at 670.255 kbps FM
modulating the RF carrier of 2.2315 GHz with 234-KHz deviation/volt. A Gaussian



premodulation filter with cutoff (3 dB down) at 670.255 KHz was used. The average
transmitted power was 2 watts.

Figure 1 shows the first PCM bit pattern used (1010) and its result. Figure 2 shows the
composite spectrum after all the bit patterns described earlier are used. Figure 3 was taken
from a spectrum analyzer display during a field measurement of the RF bandwidth.

Figure 1.  Spectral Prediction for Maximum Bit Rate

The telemetry system was configured such that the modulation could not be turned off
during bandwidth testing, and therefore the relation between the modulated and
unmodulated carrier could not be experimentally performed. By approximating the filtered
PCM patterns with a sine wave and averaging the corresponding J0 Bessel function terms,
the modulated carrier is found to be .10 dB down from the unmodulated carrier. The
predicted value of -12.19 dB is found in Table I corresponding to the carrier frequency of
2.2315 GHz.



Figure 2.  Spectral Prediction for PCM Composite

Figure 3.  Spectrum Analyzer Display



Table I.  PCM Composite Values (Page 1 of 2)
Composite of PCM patterns
Carrier frequency = 0.2231500E+10 Carrier deviation = 0.2340000E+06
Filter cutoff frequency = 0.6702550E+06
Transmitted power (watts) = 2.00
PCM bit rate = 670255 bits/second
Display composed of average of amplitudes



Table I.  PCM Composite Values (Page 2 of 2)

Using the value of the modulated carrier to be -10 dB from the unmodulated carrier, the
bandwidth from Figure 3 is found to be approximately 3 MHz. This compares favorably to
the predicted value of 3.012 MHz.

In comparing the predicted versus actual spectral shapes, a couple of points should be
mentioned:

1. The sample time of the spectrum analyzer was 1.5 sec, allowing a large number of
modulated PCM pulses to build the display; the predicted spectrum used the eight
cases mentioned earlier and applied equal weight to each case to determine the
average.

2. The effects of the spectrum analyzer, including averaging, sampling methods, and
display characteristics were not considered.

CONCLUSION

A tool for the prediction of PCM/FM IRIG RF-bandwidth and RF spectral shape has been
demonstrated to be closely matched to the actual RF spectrum. Although this paper has
limited itself to PCM/FM, the program method and coding are applicable to many forms of
communications types. A copy of the FORTRAN source code can be obtained through the
author.



AUTOMATED DATA SYSTEM
FOR HELICOPTER STRUCTURAL FATIGUE TESTING
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ABSTRACT

Helicopter structural fatigue testing requires the monitoring and precise control of physical
input loads along with the collection and analysis of large quantities of static and dynamic
data.

This paper describes an automated, on-line system specifically designed to structurally test
a full size helicopter airframe.

Microprocessor controlled shakers apply dynamic loads to the test article and simulate a
typical flight profile, e.g., take-off, climb, cruise, descent, hover and landing.

A minicomputer based automated data system acquires up to 128 measurement channels
consisting of outputs from accelerometers and strain gages with an overall data system
throughput rate of 50,000 samples per second.

The test engineer can select various operational and data processing formats from
computer stored menus.

Data tables in engineering units plus graphical displays of time histories or spectral
information are also available. The system can be run in a variable data burst mode or in a
continuous monitor mode.

INTRODUCTION

Helicopter structural fatigue testing requires the collection and analysis of large quantities
of dynamic data. Past tests have been conducted by tape recording the data and performing
the detailed processing and analysis off-line. The limitations to such a post processing
approach include increased test time and the possibility of changes in the structural



response of the test article occurring before the test engineer can evaluate the data. The
automated data system was developed to reduce the time and cost of major structural
system testing, improve the accuracy and precision of test data, provide on-line access to
data in engineering units and be strongly interactive while retaining simplified operational
procedures.

The goal of helicopter structural fatigue testing is to attempt to initiate cracks in the
structure and monitor their propagation. Refer to Figure 1. The test airframe is
instrumented identically to its flight counterpart and microprocessor controlled shakers
apply dynamic loads to the test article. Before beginning the actual fatigue test, the shaker
inputs are adjusted until the airframe has a similar response to the flight test aircraft. This
response is verified by comparing ground test data to corresponding flight test data. This
tuning process is performed for each flight condition or regime. The resulting shaker
settings are programmed into the controller which sequentially steps through a typical
simulated mission, e.g., take-off, climb, cruise, descent, hover and land. The amplitude
levels of the applied loads are cumulatively higher than comparable flight loads in order to
accelerate crack initiation time. One hour of test time is equal to some greater number of
flight hours. Each flight condition is assigned a regime number which is communicated to
the automated data system by the controller. In addition, the data system receives a signal
indicating when the loads have been brought up to final level and are stable; the “DATA
VALID” signal. The controller receives a shut down command from the data system if
conditions warrant. The control loads are then gradually reduced to zero over a
programmed period of time to avoid possible structural damage due to an abrupt system
halt.

During the fatigue testing the minicomputer based data system acquires the test data and
produces required statistics. The test engineer selects the data processing and display type
he requires from a computer stored menu. Among the types of displays available are tables
of statistical data in engineering units and graphical displays of time or spectral data. A
monitor mode is also available in which current results are continuously compared to
previously stored stress/load values. If predetermined limits are exceeded, a shutdown
command is sent to the controller.

SYSTEM DESCRIPTION

The automated data system has a total data throughput rate of 50,000 samples per second.
Refer to Figure 2. It is presently configured to monitor 128 data channels with an
information bandwidth of 100 HZ per channel. All channels are sampled simultaneously
preserving cross channel phase integrity which is an essential requirement for dynamic
processing. The actual sample rate is selectable under computer control via an internal
clock or by means of an external scan signal. Analog outputs from all channels are wired



to a system patch panel. Inputs to various recording, display and test equipment are also
wired to the system patch panel allowing examination of critical channels and providing a
level of backup to the automatic processing. Operator communication is handled through a
printing terminal or a vector type graphics display video terminal with a hard copy unit.

The front end signal conditioning and control electronics was supplied by NEFF
Instrument Corporation (System 620). Some system modifications were made to acquire
data at a carefully controlled rate with samples uniformly spaced, a requirement for
performing fast fourier transforms on the time data. The signal conditioning is equipped
with relays which the computer operates to select the appropriate calibration mode.
“R-Cal” connects a shunt resistor (unique resistance value per channel) across one arm of
the Wheatstone bridge offsetting the bridge to a known value. The output of each bridge is
connected to a D.C. amplifier and a two pole active filter. The individual channel gains and
filter cutoffs may be changed by selection of the appropriate plug-in modules. Signals are
multiplexed at the high level then passed to a programmable gain amplifier and a 12 bit
analog to digital converter.

The minicomputer used in the system is a Digital Equipment Corporation PDP11/34A with
256 thousand bytes of memory and two RL02 10 megabyte disk drives. RSX-11M was
chosen for the operating system due to its performance and driver support despite its
somewhat high overhead. The software system was configured to minimize overhead as
much as possible. All application programs were written in DEC’s FORTRAN IV PLUS.

The front end signal conditioning is connected to a local control assembly which in turn is
connected to the DEC computer via a direct memory access interface (DMA). The control
assembly contains a four thousand word Random Access Memory (RAM) which is used to
store the list of channels to be scanned. The computer writes the scan list out to this RAM
using a special software driver. The command to scan from RAM supplies one group of
channel samples which is one frame of data to the computer. Early in the software
development cycle it became aparent that the minicomputer operating system could not
cycle a driver call fast enough to satisfy the system frame rate requirements. It was
necessary to by-pass the driver and write an assembly language routine to directly access
the DMA interface to achieve the required frame rate (410 frames per second). As stated,
it is imperative that all frames be uniformly spaced. A special interface was designed to
control the front end to computer communications sequence. The scan rate is provided by
a crystal clock and divider. The computer selects the scan rate before taking data by
setting the divide factor. The sequence of events necessary to take a group of frames is:

1. The computer writes the scan list to RAM in the front end.

2. The computer selects the frame rate.



3. The computer issues the command to SCAN from RAM.

4. The SCAN command request remains pending until the SCAN rate goes high at
which time the SCAN begins.

5. The computer completes its end of SCAN overhead and issues another command to
SCAN from RAM, which remains pending until the next rate transitions high.

The process continues until the required number of SCANS (or frames) have been
completed.

Once data is taken into memory it must be written out to disk. Two methods are used
depending on the required frame rate. When the frame rate is less than 200 frames per
second; the data is written to disk during acquisition. This is accomplished by utilizing two
4K buffers, one is loaded while the other is written out to disk after which the buffers are
switched - the technique is known as “double buffering”. When the frame rate is more than
200 frames per second, the double buffering operation can not be used without losing
frames because the initiation of the write to disk command takes approximately 4.75
milliseconds. At higher frame rates, the computer memory is packed with data after which
this data is written out to disk.

Performing a fast fourier transform on 1024 time samples requires 5120 complex
multiplies and additions. Considering that this operation may be required up to 128 times
(once per channel), significant computer processing time could be saved if the FFT’s were
performed externally to the computer. A Hewlett-Packard Model 3582A digital spectrum
analyzer was chosen to perform the operations. This analyzer was selected becasue access
to its time buffer is possible through a built-in IEEE 488 type digital interface. Linking the
analyzer to the minicomputer was accomplished by installing a commercially available
instrument bus controller and software driver.

For the desired frequency range of 0 to 100 HZ, the required rate is 410 samples per
second. Since any channel transferred to the analyzer must be sampled at this rate, the
frame rate is set to this value. The spectral data matrix (containing amplitude and phase
information) is read back into the computer from the analyzer after the FFT process is
completed. The techniques of communicating with the analyzer were developed on a
Hewlett-Packard desktop calculator in HPL language then later implemented in
FORTRAN for use in the minicomputer.

A standard channel is included in the data system to provide a stable reference for a total
system check of dynamic processing performance. The standard channel is a complex
wave form of known frequency content, programmed on a read only memory (ROM),



passed through a digital to analog converter, filtered to eliminate quantization noise and
then injected into the transducer input of channel 128. The standard channel is optionally
included in a data burst and processed along with the other data channels. The computer,
recognizing “STANDARD” in the data stream, will compare the processing results to the
known values stored and alert the operator to a possible system problem if any
discrepancies exceeding a programmed tolerance are discovered. The standard parameter
provides high data quality confidence and lends credibility to any unusual test data which
may show up in real problem situations.

The software is designed to be highly operator interactive. The operator’s major concern is
the data itself, not the particulars of its acquisition and handling. The operator is often a
Test Engineer assigned to a particular structural test. A primary system objective was
simplicity of operation. All operator interface is through a task called “ICP” for Interburst
Command Processor. Refer to Figure 3. ICP is a monitor routine which generates a prompt
character (>) expecting the operator to key in one of a number of commands. “HELP” is
one such command which results in the listing of all possible commands and how to enter
them. Among the complement of commands are: SETUP, AUTOCAL, CALIBRATE,
BURST, PSTAT, FFT, SAVE AND MONITOR.

When a command is keyed in, the task of that name is run by ICP and returns to ICP on
termination. All tasks are called by ICP and return to ICP.

SETUP prompts the operator to enter all the information required by the system to perform
all processing tasks. SETUP would be run prior to the start of testing. Examples of the
information entered are calibration equivalent values, engineering units labels (e.g. , psi,
lbs, G, etc.), frame rates at which bursts are to be taken, titles for bursts, and scan lists of
channels to be taken for various regimes or test conditions.

AUTOCAL (automatic calibrate) causes three bursts of data to be taken. The first of the
three is designated as “X-CAL” which is the ambient condition on all channels (transducer
mode). The second burst is the “R-CAL” mode during which shunt calibration resistors are
relay switched across one arm of each Wheatstone bridge type transducer, or in the case of
a voltage input channel, a reference voltage is substituted for the transducer. The third
burst is the “Z-CAL” or zero calibrate mode during which all transducers are electrically
disconnected from the system and individual channel inputs are shorted allowing their
inherent electrical offsets to be determined. After each burst is taken, the data is written
out to disk and tagged appropriately. These three bursts can also be taken individually for
set-up or checkout purposes.

CALIBRATE takes the information entered during SETUP and combines it with the data
acquired during the three calibration bursts and calculates the coefficients for each



channel’s engineering units conversion and stores them on disk. CALIBRATE also
generates a table which includes all the specific processing information available for all
channels. Examples include, plus and minus measurement range in engineering units and
the calibration levels in percent of full scale and in engineering units. Error messages are
provided on individual channels and are intended to alert the operator to instrumentation
problems prior to testing. Among the possible error messages are over full scale either
positive or negative, standard deviation exceeds a specified tolerance, and the R-CAL
deflection exceeds a specified tolerance. Any one or all of these messages can appear for
any channel.

BURST is used to take a data burst on command. After keying in BURST, the system will
ask for a regime number, i.e. , the test condition which will have associated with it a list of
channels to be scanned (PASS list entered during SETUP). After acquiring data, BURST
will write the data to disk then exit to ICP.

The operator will use PSTAT or parameter statistics to view the data in tabular form. Refer
to Figure 4. PSTAT will read and decode the raw data stored on disk, calculate statistics
using SETUP information, then display the data to the operator. PSTAT will operate on
either the most recently taken burst (the default choice), or any of the other data bursts up
to the last time CALIBRATE was run and data conversion coefficients calculated. Among
the statistics are average value, maximum value, minimum value, standard deviation, the
peak spectral elements (frequency, amplitude and phase), and the peak vibratory stress
value. The ability to instantly examine past data allows the test engineer to compare results
as the testing progresses. PSTAT will print statistics on all channels in a burst (the default
choice) or on any particular channel by entering the mnemonic of the desired channel.
There is never a need for the operator/test engineer to know the location in the data system
of any channel (once entered in SETUP); he need only refer to the mnemonic for the
measurement of interest.

FFT allows the operator access to the time data and will perform a fast fourier transform
on any channel. Access to the stored data is similar to the PSAT access procedure. FFT
will access the most recent burst (the default choice) or any other data burst succeeding the
last CALIBRATE run. The task is normally run on a vector graphics terminal (e.g.
Tektronics 4006). The plotted data is automatically scaled. The operator has the ability to
rescale the data as required. Like all tasks; FFT returns to ICP on its completion. FFT
completes when the operator types EXIT, otherwise the task restarts, prompting the next
parameter requiring analysis.

The SAVE command is executed when a characteristic test condition is acquired and is to
be used as a reference in the monitor mode. After data has been evaluated the operator 



types SAVE and the resulting statistics in engineering units are stored on disk in a SAVE
file.

The MONITOR command initiates the automatic monitoring mode of operation. The
operator must have performed a SAVE on all possible test conditions (regimes). This will
provide the reference for all future data comparison. The system waits for the “DATA
VALID” signal from the shaker controller then reads the particular regime number. After
taking a burst of data and calculating statistics, comparisons are made against the SAVE
file for the same regime. Each channel is assigned an individual fractional weight value. If
any measurement exceeds predetermined variation tolerances (entered in SETUP), its
corresponding weight value is added to a running total. If the total weight sum value
exceeds 1.0, the shaker controller is sent a signal to reduce loading and shut down the test.
Out of tolerance parameters are listed individually. If the total weight was insufficient to
command shut down, the test continues and the MONITOR restarts with the total weight
value reset to zero for the next condition. In the event of a transducer failure, the suspect
channel will continuously list out of tolerance. Crack formation and propagation in the
structure has been readily identified and monitored by a succession of out of tolerance
parameters.

CONCLUSION

An automated data acquisition and control system was successfully developed to satisfy
the specific requirements of full scale helicopter airframe structural fatigue testing. The
system was initially employed to test the airframe of the Navy’s SH-60B SEAHAWK
helicopter. Test personnel estimated the total program test time to be half of what it would
have been without the level of automation provided by the shaker controller and the data
system. The SEAHAWK test engineers were fully competent in system operation with as
little as four hours of orientation.

The development of the system consisted of choosing commercially available equipment
with appropriate capabilities, interfacing that equipment, writing computer code, and
designing some custom hardware to meet specialized requirements. As straightforward as
the task at first appeared, there were a surprising number of operating subtleties and
special considerations associated with the system design. One should not underestimate
the significant effort required to interface so called “standard equipment” and write
computer code to access and interface that equipment. However, having made that point,
the final operating system proved to be such a significant improvement over previous
techniques that its present and future potential value is without question.
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ABSTRACT

This paper presents a method for synchronous conversion of infra -red image data to a
Pulse-Code Modulation (PCM) bit stream for recording on instrumentation tape recorders.
The PCM data recording method provides an improvement over analog FM recording in
signal to noise ratio, horizontal resolution, and speed of data formatting. The methodology
was applied to the design of a PCM encoder for an AGA model 680 Thermovision camera.
The extension of the design to other devices is discussed. Considerations for the display of
real-time and reduced speed data display on conventional television monitors are
presented.

INTRODUCTION

A technique for conversion of infra-red image data to digital Pulse-Code Modulation
(PCM) serial data is presented. In the past, infra-red camera data has been recorded on
either video tape recorders or analog instrumentation tape recorders via multiple channels.
There are limitations associated with each of these methods of recording. Video tape
recording is only suitable for qualitative data analysis through visual inspection. The
accuracy of this analysis is limited by the signal to noise ratio of video recording
equipment, 35 to 40 db.

“The U.S. Government assumes no responsibility
for the information presented.”



Instrumentation tape recorders with multiple channels have been used for quantitiative data
analysis such as; calculations of field-of-view, area, centroid, total flux, and temporal
averaging. These recorders have signal to noise ratios, of 50 db for limited bandwidth FM.
However, separate recorder channels have been utilized to record the vertical trigger pulse
and the horizontal trigger pulse, with multiple channels used to record the video output at
separate gain levels. By overlapping the sensitivity on several recorder channels the
dynamic range of the camera is adequately covered. The horizontal resolution of the
analysed data is limited to approximately 100 pixels by the 80 KHz response of the
instrumentation recorder.

Quantitative analyses of large volumes of image data require pre-editing of the raw data
followed by computer processing. Pre-editing is done to limit the volume of data which
will subsequently be processed. Analog tape recorders have long start and stop times,
therefore irrelevant images are recorded both before and after the data frames of interest.
The multiple channels used to record the video output of the camera have varying image to
noise ratios, with some channels being saturated and some with the image lost in the noise
of the tape recorder. Selection of the channel to process and the time interval of interest
can best be accomplished by pre-editing of the raw data through visual inspection on a
display.

Formatting of the data for the computer places constraints upon the usability of this analog
recording technique. The real-time data rate of cameras, while limited by instrumentation
recorders to 160 Kilo-samples per second, is still too fast for sustained formatting by
computers. To accomodate the slower computer rate the speed of the recorders has been
reduced by a factor of four. Careful calibration and speed control of the recorders is
required because the data is still in analog form and the computer is unable to differentiate
between tape speed errors and changes in data parameters.

Real-time digital recording of the camera data would reduce the formatting problems.
PCM is a form of digital recording which allows packing densities in excess of 30 kilobits
per inch on instrumentation tape recorders with bit error rates of less than one per million.
Given a tape speed of 120 inches per second, digital data can be recorded at rates greater
than four megabits per second. The attributes of PCM recording suggest an alternate more
efficient method of recording infra-red image data for quantitative data analysis.

DESIGN DEVELOPMENT

The integrity of the data obtained by the PCM method should be equal to or better than
that obtained by multiple channel analog recording if this method is to provide a viable
alternative. Therefore, previously established analog data parameters were used as the
criteria for evaluation of the PCM design.



The specific circuits used in the PCM encoder are determined by the camera
specifications, consideration of tape recorder limitations and adherence to IRIG (Inter-
Range Instrumentation Group) P C M recommendations. The maximum bit densities of
instrumentation tape recorders is approximately 30,000 bits per inch which translates to
2MHz at tape speeds of 120 inches per second. This frequency establishes the upper limit
of the sample rate and sample resolution of the PCM encoder. These two variables are also
a function of the pixel rate and dynamic range of the camera used to acquire the data.

The design of the PCM encoder described in this paper was based upon the AGA 680
Thermovision camera. This camera provides three output signals. Two signals are trigger
pulses to indicate the start of both the vertical and horizontal scan periods. The remaining
output is a video signal which indicates the instantaneous value of the radiation falling on
the detector. The vertical field rate is 16 hertz. the horizontal line rate is 1600 hertz. The
optical instantaneous field-of-view defines the horizontal resolution to be greater than 200
pixels per line. The dynamic range of the video signal is approximately 10,000 to 1
(80 db).

The PCM data frame length is equal to one horizontal scan. This characteristic allows
synchronization of a set number of PCM data samples with the horizontal trigger of the
camera, creating a spatially-stable horizontal sample rate. The sample rate of 128 pixels
per horizontal scan of the camera was chosen through iterative calculations. These
calculations were compared to the equivalent data parameters of the analog recording
method as well as the tape recorder limits. The sample rate of 204.8 kilo-samples per
second was calculated as the product of the number of samples per line, 128, multiplied by
the horizontal scan rate of 1600 lines per second. The maximum frequency is generated if
alternate pixels are black and white resulting in a PCM data bandwidth of 102.4 KHz. This
PCM bandwidth has 25% more spatial resolution than the 80 KHz analog method.

For accurate data analysis, the sample resolution should closely approximate the dynamic
range of the camera. The maximum sample resolution is limited by the maximum
frequency response of the tape recorder and the previously chosen sample rate.
Resolutions of 12 to 14 bits satisfy the above requirements, however, 12 bits was chosen
because of the availability of analog to digital converters that operate at the chosen sample
rate. This resolution provides a signal to noise ratio of 4096 to 1 (72 db). The comparable
analog method limits the signal to noise ratio of the processed channel to 50 db. The bit
rate of 2.547 megabits per second is the product of the sample rate and the resolution. By
utilizing non-return to zero level encoding the highest frequency the tape recorder must
record will be 1.228 MHz.

Industry available PCM bit sychronizer and frame sychronizer equipment provide the
interface to the computer used for data formatting and the display hardware used for pre-



editing. The computer interface should be a parallel device capable of handling twelve bit
words, to provide maximum speed data formatting.

The PCM image data was converted to EIA RS-170 NTSC television format to maintain
compatibility with computer displays. This conversion allows pre-editing to be done on a
computer monitor rather than specialized X, Y, Z oscilloscopes. This choice allows for the
use of low cost readily available equipment which can be used for the insertion of time
codes and other alpha numeric data, split screen presentations, multiple point distribution
and hard copies of displayed information. The equipment used to convert the PCM data to
television format was configured to allow for real-time or reduced speed data transfer.

GENERAL CIRCUIT DESCRIPTION

PCM Encoder

The system timing is generated by two phase-lock loop circuits. The first is locked to the
128-th multiple of the camera horizontal sync pulse. The output of this circuit is the word-
clock of the encoder. The word-clock controls the sample rate of the analog-to-digital
converter. It also is the input to the second phase-lock loop circiut which locks to the 12-th
multiple of each word. This circuit generates the bit-clock of the PCM serial data stream.

An index counter is incremented by the camera horizontal trigger and reset by the camera
vertical trigger. Two levels of digital multiplexing connect the data to the parallel to serial
shift register.

The first level of multiplexing time shares the PCM frame sync pattern generator with the
horizontal line index counter.

Video data from the camera is passed through a two-pole low pass filter to provide some
anti-alaising protection and then a track and hold amplifier. The analog to digital (A/D)
converter digitizes the video at the pixel rate determined by the word-clock generator. The
digital output is passed through the forbidden code detector and on to the second level of
multiplexing.

The forbidden code circuit tests each A/D sample for the condition of all “1’s” or all “0’s”
and if either condition exists then the least significant bit of the sample is inverted. By
doing this, a level transition will occur at least once every PCM word easing bit
synchronizer lock-up problems and eliminating the low frequency component from the
PCM data stream.



The second level of multiplexing time shares the sync pattern and line index with the pixel
data output from the forbidden code generator. This results in three of the 128 A/D
samples being discarded for every horizontal line and the 24 bit frame sync pattern and
horizontal line index count inserted in their place.

The parallel to serial shift register is loaded at the word-clock rate and shifted out at the
bit-clock rate producing a non-return to zero level (NRZL) bit stream for recording on
instrumentation tape.

The result is a PCM frame consisting of 1536 bits. The frame is organized into a 24 bit
sync word followed by a 12 bit horizontal line index count and 125 data words each
12 bits long.

The field of infra-red image data can be reconstructed from the PCM data by stacking the
horizontal pixel information in columns of an array and adding a row to the array for each
horizontal line index count until the count returns to zero.

Television Scan-Converter

The outputs of the frame synchronizer provide the inputs to the scan-converter. The frame
sync pulse will coincide with the occurance of the PCM frame sync pattern. The word
sync pulse will occur as a data word ready strobe to indicate when the 12 data lines
contain a pixel of data.

These lines are input to the scan-converter. The frame sync pulse resets the horizontal
address counter. The horizontal address counter increments one count for every word
sync. The horizontal count is decoded to identify the vertical index word. The index word
is loaded as the vertical address counter. The address counters are used to control the write
location of a random access memory orgainzed in a square array 128 x 128 x 8 bits deep.
Only the eight most significant bits are displayed as this gives 256 grey levels, more than
the eye can resolve on a television monitor.

Another set of horizontal and vertical address counters are controlled by an NTSC TV
sync generator. These counters control the read address of the memory. The read/write
control logic eliminate the possiblity of simultaneous demand for the same memory cell.

The digital pixel information is stored and read from its spatially corresponding memory
location. If at any time the flow of input data is halted, the memory will retain the last field
of image data until power is removed. The memory data is read into a latching digital to
analog converter where a voltage is generated representing the intensity of the infra-red 



energy falling on the detector of the camera. The RS 170 composite sync information is
added and cable drivers are provided for distribution or processing of this video signal.

CONCLUSIONS

The methodology outlined in the design development can readily be adapted to other
cameras. Sample rate and sample resolution are the two parameters that must be
manipulated to most fully utilize the tape recorder capabilities and closely match the
specifications of the particular camera.

For the AGA-680 Thermovision camera, the PCM recording method improves the
accuracy of the data analysis by increasing the spatial resolution, increasing the signal to
noise ratio, and reducing the time required for computer formatting.

The scan-conversion to television format reduces the costs associated with display and
editing of the camera data by providing compatibility with existing data processing
hardware.
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ABSTRACT

A microprocessor-based differential scanning calorimeter is being designed for eventual
use in planetary soil water analysis. The uniqueness of this effort is in the use of the
microprocessor as an integral section of the system control loops, instead of as merely an
auxilary processor of output data.

The use of differential scanning calorimetry is advantageous in determining water content
of soil samples. The basic idea is to use two matched ovens, one with a soil sample
included. The average temperature of the ovens is forced to track a desired programmed
temperature (normally a slow ramp) with one control loop, while a second control loop
forces the oven temperatures to be equal, even during a transition. The power necessary to
keep the temperatures equal is monitored, containing information as to the transition
energy, and thus the water content at programmed water transition temperatures.

This approach uses the microprocessor to close both of the loops, taking oven sensor
temperatures as an input, and providing power duty cycles as outputs. In actuality, two
microprocessors are used - a slave to accumulate and process sensor information, and a
master to generate the loop control, output data control, and temperature program control.

The PSWA performance is compared to a state-of-the-art commercial instrument using
analog loop control. The major advantage of the microprocessor loop control utilized in the
PSWA is the capability of remote operation, including remote alignment and adjustment.
Further advantages include accommodation of oven changes with software reprogramming,
a flexible single oven capability, correction for system nonlinearities using software, and
auto gain and auto zero control for the sensor circuitry. The analog loop control approach
has somewhat better sensitivity, resolution, and noise performance.

The current phase of the development of the PSWA is a feasibility study and circuit
design, performed for the Planetary Geology Program Office, NASA Headquarters. The



next developmental phases would include breadboarding, software design, testing, and
evaluation.

In conclusion, this instrument is a significant advance in the state-of-the-art for automatic
water measurements, and will be of great value in further planetary exploration.

INTRODUCTION

Knowledge of water resources is of extreme importance in the exploration of our solar
system. This derives from the pervasive roles played biologically, chemically, and
physically by water and its derivatives.

An experiment was proposed to use a combination of scanning calorimetry and effluent
gas analysis, DSC-EGA, to determine the forms of occurance of water in Martion surface
materials (Molecular-Analysis Team, 1969). Considerable information was expected
concerning the mineralogical makeup of the surface material. The correlation of evolved
gas composition and thermal anamolies allows recognition of ice, liquid water, mineral
hydrates, and absorbed films providing an estimate of relative abundanceof each phase.
The experiment is direct, with straight forward data. The instrumentation has minimal
moving parts, is easily miniaturized, and is reliable, thus being readily suitable for space
hardware.

The amount of water evolved is correlated to the temperature of evolution and the thermal
energy required for liberation to determine the form of occurance. Differential scanning
calorimetry has been used to determine the forms and relative amounts of ice, liquid, and
absorbed water for terrestrial samples under simulated Martian conditions, demonstrating
the feasibility of the approach in laboratory demonstrations. The characteristic ratio of
enthalpies of fusion and vaporization of water is used to calibrate and interpret the ratios of
observed endotherms. The decomposition of mineral hydrates is also revealed by the
thermal record. Effluent gas analysis sensors provide positive identification of water vapor
and CO2.

The Planetary Soil Water Analyzer (PSWA) is designed as the differential scanning
calorimeter portion of the experiment and fully utilizes the modern advances and
breakthroughs of the technique.

PSWA OPERATION

The basic principle behind the PSWA is that the energy absorbed or released during
sample heating is compensated by adding or subtracting an equivalent amount of electrical
energy to a heater in the sample holder. The sample holder temperature is compared to the



temperature of a reference which is identical in every way to the sample holder - except
without the sample. The difference in heater power necessary to keep the sample holder
temperature identical to the reference holder temperature provides an electrical signal
which, when integrated over time, is equivalent to the change in sample energy. In
practice, a signal from a temperature sensor in the sample holder is compared to a signal
from a temperature sensor in the reference holder and the sample holder temperature is
forced to equal the reference holder temperature. By maintaining a record of the
differential power required, a record of sample behavior is obtained in terms of either
watts or cal/sec, at that temperature. This approach would be only of marginal advantage
unless the sample and reference holder temperatures can be programmed to temperatures
of interest. To accomplish this, a separate power control loop is provided that forces the
sum of the temperatures to follow a desired temperature program. The normal desired
temperature program is a ramp, allowing the temperature range of interest to be swept at a
constant, controlled rate.

The result of this temperature sweep, if it includes a sample transition temperature, is a
change in differential power corresponding to the sample energy, sample size, sample
thermal resistance, programmed ramp rate, sample material and other parameters. It also
includes differential power necessary to compensate for oven and sensor path mismatches.

Thus, two basic loops are involved - an “average” loop where the holder temperatures are
forced to equal a programmed temperature, and a “differential” loop in which the two
holder temperatures are forced to be equal. These loops are multiplexed to avoid
interaction. The output of interest is the differential power required to maintain the holder
temperatures equal (despite the sample thermal behavior) as a function of time.

Average Loop

A simple model of the average loop is shown in Figure 1. The model is broken into
sections of the master microprocessor, slave microprocessor, analog and digital hardware,
and ovens. The loop error signal

is converted to a duty cycle which controls the amount of time the power supply voltage
VA is impressed across the heaters. The heater powers generated are transformed to
temperatures within the ovens. These temperatures are monitored by sensors; the sensor
ouput voltages are amplified, converted to digital numbers, and processed to give



closing the loop. If the sum of sensor temperatures does not equal the programmed
temperature, the heater switches’ duty cycle is adjusted accordingly.

The slave microprocessor processes the A/D sensor temperature information for both the
sample and reference temperatures and provides the result to the master microprocessor. In
addition, the slave microprocessor controls the gain and offset correction for each sensor
path by updates to gain and offset D/A converters. The master microprocessor generates
the error signal from the two linearized and averaged sensor temperatures and the
programmed control temperature, amplifies and linearizes this signal (for oven and heater
resistor nonlinearities), and converts the result to a duty cycle to control both average loop
switches S2 and S4.

Differential Loop

A simplified model for the differential loop is shown in Figure 2. It utilizes the idential
sensor path information as the average loop, up to the digital summing node. The primary
difference between loops is that the input signal for the differential loop is sample power,
and for the average loop is the programmed temperature. Other differences are the error
signal configuration

and the switch control/duty-cycle-convert.

The difference between sensor signals generates an error signal which corrects a duty
cycle (and its inverse) that drives the sample (and reference) heater via the differential loop
power Supply VD and switches S1 and S3. If the holder temperatures are not equal, the
sensor voltages will differ, and an error signal will result that will increase the duty cycle
of the low-temperature holder and decrease the duty cycle of the high-temperature holder
until the error is driven to zero. The error signal needed to accomplish this, when corrected
for supply voltage and switch resistance, is a representation of the actual differential power
needed. However, this differential power includes the effects from system mismatches as
well as sample power. A calibration run is performed without a sample and the data is
subtracted from a sample run to minimize these errors.

System Diagram

The block diagram for the PSWA system is shown in Figure 3. The heater switch control
information comes from the master microprocessor as binary numbers which are converted
to appropriate enable times by the switch timing control. When the average loop is
enabled, both S2 and S4 are turned on for the necessary time, impressing the average loop



power supply across each heater. When the differential loop is enabled, the differential
loop power supply is impressed across each heater, depending on whether S1 or S3 is
turned on.

The slave microprocessor manipulates the D/A and A/D converters for data acquisition
and control. The master microprocessor is utilized for loop control, temperature program
control, and output data manipulation. The output data of temperature, time, differential
power, and differential energy is available as BCD 4-digit displays, X-Y recorder inputs,
and an RS232 interface (to control I/O devices, such as a printer). Input commands to the
microprocessor come through an 8 bit keypad and interface. Available for user control is
output format and control, input program control (including heat, cool, ramp, and hold
cycles, start temperature, stop temperature, and multiple program sequencing), and loop
parameter controls (providing tremendous flexibility to compensate for component and
oven changes with just a change in software). Calibration capability is built in by including
known quantities of reference materials in the reference oven. Finally, a single oven
capability is offered, available by a single input command.

The single oven operation is performed by disabling switches S1, S2, and S3 of Figure 3.
Only the sample oven is used, in conjunction with the average loop power supply and S4.
The sample heater voltage and current are monitored and digitized for the slave
microprocessor during a temperature program to obtain the power required to both track
the program temperature and compensate for the sample power encountered. The
temperature program is run with and without a sample in the oven, and the results
subtracted to yield differential power. The control loop will look similiar to Figure 1,
except without the reference heater, oven, and sensor paths. The primary disadvantages of
this approach are a greater sensitivity to both ambient temperature changes and initial oven
and electrical values, plus inherently larger peak power from the average power supply to
be discretized. Performance degradation is unavoidable.

COMMERCIAL INSTRUMENT COMPARISON

The PSWA is a fully microprocessor-based (loop control, temperature program control,
and output data control) differential scanning calorimeter system. State-of-the-art
differential scanning calorimeters are microprocessor-based for temperature program
control and output data control, but are analog-based for loop control. Comparison of
performance for the two approaches is shown in Table I.

Microprocessor loop control for the PSWA was choosen to facilitate remote systems
adjustment, vital for a space mission, as effects from component drifts (aging, temperature)
must be compensated from ground control. The approach also provides great flexibility in
changing loop control parameters via software, including oven design changes. The analog



approach requires periodic “hands-on” adjustment to meet system performance
specifications, and has little flexibility to accommodate oven design changes or remote
operation.

The PSWA can operate entirely in a single oven mode, although with severe performance
degradation. The advantage is lower peak power requirements and a lighter instrument. In
addition, the capability exists to work in either mode with only a single remote software
command.

The PSWA design was choosen to minimize linearity errors. In addition, the
microprocessor loop control enables software correction for remaining sensor, heater, and
oven linearity characteristics. The analog approach examined compensates only for sensor
non-linearities, so has slightly worse linearity specifications.

The accuracy of the PSWA approach is similiar to the analog approach despite the
inherent problems encountered in remote adjustment. This is due primarily to the inherent
accuracy in digital control along with the correction capability of the software. Sensor path
errors are minimized with auto gain and auto zero control and truncation errors are
minimized by using double precision (32 bits) for calculations and sampling and averaging
techniques to provide A/D resolution of roughly 20 bits.

The analog approach has advantages in resolution, sensitivity, and noise performance over
the PSWA design. Higher resolution and sensitivity is inherent in the use of analog
summing nodes for the control loops, as digitizing errors aren’t present. The lower noise is
due to the increased filtering available; auto gain and auto zero circuits for the PSWA
design are used to permit remote adjustment, but preclude the use of lower frequency
filters to improve noise performance.

CONCLUSION:

In conclusion, the PSWA is a significant advance in the state of the art for automated
water measurements suitable for space craft instrumentation.

The advantages of the microprocessor based control approach over the analog-based
control approach include:

• Remote adjustment capability
• Flexable single oven capability
• Linearity correction
• Sensor auto gain and auto zero
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FIGURE 1.  AVERAGE TEMP LOOP DIAGRAM



FIGURE 2.  DIFFERENTIAL LOOP DIAGRAM.



FIGURE 3.  PSWA SYSTEM BLOCK DIAGRAM.



MX MISSILE IN-FLIGHT VIBRATION DATA PROCESSING

George Baker
Martin Costello
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The quantity of measurements and broad frequency spectrum of interest for dynamic
measurements required to support the development phase of the MX Missile, in
conjunction with a limited downlink telemetry bandwidth, necessitated a unique vibration
measurement system. This was accomplished by on-board vibration data processing
comprising a sensor system (transducer/ low noise cable/charge amplifier) and a multi-
channel digital Vibration Data Processor (VDP). The processor is a 1/3 octave frequency
band analyzer, employing digital filter circuitry covering 22 bands over a frequency range
from 14 Hz to 2245 Hz, providing an output that represents the energy(G2) per band/time
interval. A Master Data Control Unit (MU) controls the VDP operation via a full duplex
data bus.

This paper will describe the sensor system, with its designed in-post installation
test/verification features and the capabilities and design features of the VDP. Processor
characteristics such as the self-test operation whereby all 1/3 octave analysis bands are
verified, the ability to meet a 60 dB dynamic range, the indivudual instructions code
capability along with other features will be presented. The most important facet of this on-
board processing allows a downlink data bandwidth conservation ranging up to 184:1
which is compatible with the digital telemetering system.

ITC '82
This CD-ROM duplicates the published proceedings in that only an abstract of this paper was published.



GALILEO JUPITER PROBE ATMOSPHERE STRUCTURE
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More will be learned about planet Jupiter in the 45-minute
Jupiter Probe mission than has been learned in nearly 500 years.

INTRODUCTION

During the latter half of the 1980’s the National Aeronautics and Space Administration (of
the U.S.A.) will launch a spacecraft called Galileo, to the planet Jupiter. The spacecraft
will be composed of two parts, an orbiter and a probe. Approximately four years later,
having travelled nearly one and a half billion miles, the spacecraft will encounter the
planet. The orbiter will circle the planet for more than two years while the probe is
expected to encounter such hostile environments of pressure and temperature that it will be
destructed near the planet’s surface about one hour after atmospheric entry.

The probe, carrying six scientific instruments on board, will enter the atmosphere of
Jupiter at over 47,000 meters per second (mps) and will begin sampling the atmosphere to
determine the planet’s physical properties. Data gathered by the probe will be transmitted,
in real time, to the orbiter for later transmission to Earth.

The Galileo mission will begin with a 1985 launch aboard the United States’ Space
Shuttle. The spacecraft will make an initial 2-year orbit around the Sun and will come very
near Earth before heading toward Jupiter. The purpose of orbiting the Sun and returning
“near Earth” is to obtain a gravitational push or assist from Earth, giving the spacecraft the
needed energy to reach the planet Jupiter. The spacecraft will cruise another two and a half
years to Jupiter and will arrive at the planet in late 1989.

Approximately 150 days before Jupiter encounter the probe will be released from the
orbiter and will continue toward the planet on its own. From this point onward the probe
cannot be affected by the orbiter. The probe is pre-programmed with instructions stored in
its computer memories. Soon after entry the probe will jettison its protective shield and
will complete its descent on a parachute.



Six different science instruments will gather detailed data about the atmosphere of Jupiter.
The six instruments are an Atmospheric Structure Instrument, a Nephelometer, a Net Flux
Radiometer, a Helium Abundance Detector, a Lightning and Radio Emission Detector, and
a Neutral Mass Spectrometer.

This paper will treat some of the most interesting aspects of only one of these instruments,
the Atmosphere Structure Instrument (ASI) for which the author was the project engineer
responsible for the design, fabrication, testing, and subsequent integration.

The scientific objective for the Atmosphere Structure Instrument is to define the profiles of
the Jovian atmospheric static and dynamic state properties over a wide altitude range. The
Acceleration measurement system provides data on probe deceleration and velocity from
early entry through descent. Associated pressure and temperature data will help to define
density, atmospheric turbulence and the radial distance of the probe from the center of
Jupiter.

The accelerometers are of the pendulous mass-displacement type which operate in an oil
fluid medium. Each accelerometer is accompanied with a set of hybrid electronics which
converts pendulum mass-displacement into volts per g. Four ranges are possible for each
axial accelerometer and three ranges for the lateral accelerometers (see Table 1.). These
ranges are command controlled from the ASI electronics. The outputs in any range are of
five volt amplitude (with zero volts equal to zero g) and the range commands for them are
ganged together. Axial accelerometers are bipolar ±2.5 volts in range three only and range
commands are independent. Ranging up occurs automatically when the g-amplitudes
exceed 93.75% of full scale for all accelerometers.

The accelerometer sensing and data manipulation techniques are by far the most interesting
of the three data measurements. The majority of this paper will deal with these data;
however, a general overview of the entire instrument will be provided first.

MICROPROCESSOR-BASED SYSTEM

The system electronics design is shown in Figure 1. The design is centered around a
microprocessor system which consists of an 1802 central processing unit (CPU), 8192
words of read-only memory (ROM) and 256 words of read-write, random-access memory
(RAM). The ROM contains the programs necessary to operate the instrument while the
RAM is used to provide temporary storage for data awaiting readout to the probe and for
intermediate data values during data accumulation and manipulation.

Control signals from the probe which comprise the operating mode commands and other
essential signals will be used to control instrument operation by a series of system



interrupts. A change in state of a control signal generates an interrupt to the
microprocessor. The microprocessor responds by suspending the sequence in process,
interrogating the interrupt-related logic to determine the interrupt source, and executing an
appropriate response.

Interrupts are of two types, command and data; in the case of an operating mode command
interrupt, the microprocessor will branch to the commanded mode, will re-initialize and
proceed. For the data interrupts the microprocessor will complete the interrupt response
action and then will return to continue processing from where it was at the time of the
interrupt. Through the use of these interrupts the instrument operating mode is controlled
and the data output is synchronized with the probe data frame. The way the logic is
implemented, using latches, assures that no control commands are missed even if all lines
were to change state simultaneously.

Data sampling from the instrument sensors is slaved to the probe clock, which generates a
data sampling interrupt approximately every 7.8 milliseconds (128 times per second).
Power-on and power-off commands interface directly with the instrument power supply
and are executed by circuitry in the power supply that “listens” for these commands
whenever power is applied to the power line. The power supply receives one voltage
(28V ± 3 volts) and converts the voltage to six different, well-regulated voltages which
operate the electronics. Several precision calibration voltages are also produced and will
be discussed in more depth later.

When the instrument is first commanded on the microprocessor goes through an
initialization sequence and into the Descent mode and operates in the Descent mode until
other operating mode command interrupts are received from the probe.

The design incorporates two 12-bit analog-to-digital (A/D) converters of the dual-slope
integrating type. Analog voltage outputs from the sensors are conditioned to provide
unipolar inputs compatible with the A/D converters and are multiplexed to the A/D
converters under control of a sequence programmed into the microprocessor. All of the
accelerometer data processing, including the integration of acceleration to obtain velocity
change information ()V), is performed digitally within the microprocessor.

Only the accelerometers are sampled during the Entry mode and the temperature and
pressure measurements are made between acceleration samples during Descent.

Accelerometer )V data are obtained by digital rather than analog integration of the
acceleration measurements. Temperature and pressure data result directly from the
sampling of the sensor outputs through multiplexers into the A/D converters.



Data output to the probe, for interleaving with other instrument data and subsequent
transmission by radio to the orbiter, is a serial, digital data stream. This data output scheme
was adopted because the data rate to the probe is relatively slow and because the
implementation requires less electronics. Sensor sampling is controlled by microprocessor
software.

Failure-sensing checks are made of the accelerometer and prime temperature sensor data
and of the pressure sensor data. Failure-sensing is accomplished within the microprocessor
software.

A severe constraint on the instrument design is forced because of the Jupiter radiation
environment and the long time between design, launch and Jupiter entry. Our design
approach has been to use the best and most stable components available to provide
reference voltages for calibration and conversion and to minimize the number of design
elements which influence accuracy. Ratiometric measurements, rather than comparisons
between absolute measurements, are made using stable resistive components. This concept
is implemented by usinc the same source for the A/D converter voltage reference as well
as for the current source veneration for the temperature sensors and for derivation of
calibration voltages for the pressure transducers.

The mechanical packaging and design are shown in Figure 2. This technique maximizes
the use of the smallest electronic packages available and utilizes six-layer printed circuit
boards for component mounting and interconnect. The housing is machined from two
pieces of aluminum and utilizes a metal c-ring seal to provide protection for the electronics
piece parts from the Jupiter pressure environment.

The design shown in Figure 2 includes seven printed circuit boards, one of which is in the
power supply housing at the base of the instrument.

The accelerometers and temperature sensors are mounted in two separate housings apart
from the ASI and outputs are interfaced through the use of cables and electrical
connectors. The pressure transducers are mounted on three adjacent faces of the 12-sided
ASI housing and also interconnect via cable and electrical connector.

The instrument weighs 5.6 pounds and nominally consumes about 4.8 watts of power. This
includes the power consumption in the power supply itself which has approximately a 70%
conversion efficiency. Operating power is supplied to all the sensors from the ASI.

Four accelerometers cover the range zero-g to 409.6g axial and ±12.5 milli-g to ±12.8g
lateral. Three pressure sensors cover the ranges 0 to .5 bar, 0 to 8 bar, and 0 to 28 bar, 



respectively. Two platinum temperature sensors measure atmospheric temperature from 0E
to 500E Kelvin (see Table 1.).

Three modes of operation are possible--Entry, Descent and Calibrate. The entry
measurement regime is that regime of altitude up to 1500 kilometers (km) above the 1 bar
pressure level. The descent regime is that regime beginning at nominally 0.1 bar pressure
level.

ACCELEROMETER DATA SAMPLING

All of the accelerometer data is processed in digital form by the microprocessor.
Processing includes digital integration to derive change-in-velocity ()V) data. Each
accelerometer is sampled 32 times per second and is digitized to a 12-bit word. This
sampling scheme is used in all instrument-operational modes.

These digital integration and data processing techniques result in an accumulated )V error
during entry which are an order of magnitude smaller than we could achieve with an
analog integration technique.

Onboard data processing for the )V integration is simplified if we assume a linear change
of acceleration between successive accelerometer samples. The velocity change is
therefore directly proportional to the sum of the individual acceleration samples.

Figure 3 shows the results of a parametric study of accelerometer sampling rates and A/D
converter word lengths for deceleration profiles for three model atmospheres. These
profiles were derived from the nominal atmospheric model described in the JPL Document
660-21, August 1976, and for atmospheres approximating the “Orton” nominal and
“Orton” cool, heavy atmospheres. Each deceleration profile represents a probe velocity
change of approximately 47,000 meters per second (mps).

The parametric study covered sample rates of 1 to 256 samples per second (sps) and A/D
converter word lengths of 8 to 16 bits. The sample rates investigated are all an integral
power of two per second, which results in the summed acceleration being converted to
velocity change by an appropriate shifting of the binary summed acceleration word.

The worst-case error envelope between digital integration and exact integration is less than
one )V pulse (17.5 meters per second) for most combinations of word length and sample
rates. Digitization to 12 bits provides a )V error of less than one meter per second (mps)
for sample rates greater than 16 sps. The analysis covered the region of maximum rate of
change of acceleration where we would expect a maximum error due to the digital 



integration approach. The errors during other phases of entry and descent are expected to
be smaller.

The selection of a 32-sps sampling rate derives from consideration of turbulence
measurement and probe motions. Turbulence in the Jupiter atmosphere is unknown and we
have been somewhat arbitrary in selecting the sample rate. For most of the descent phase,
the probe descent velocity is #150 mps and hence our acceleration sampling provides data
at <5-meter altitude increments. This provides turbulence effects information having a
scale of approximately 10 meters. Reference to Figure 3 indicates that the worst-case error
we can expect at any point in the deceleration profile, resulting from our digital integration
approach, is about 0.7 mps.

PRESERVATION OF PRECISION ACROSS RANGE AND MODE CHANGES

A system error analysis showed that the maximum error in conventional analog integration
is related to the uncertainty in the fractional )V value at range and mode changes. This
error can accumulate to approximately 20 mps. Our digital approach eliminates this error
and results in a more accurate velocity change measurement.

The velocity change is determined by summing each individual acceleration measurement.
When a velocity change ()V) is output to the probe, the fractional portion of the summed
data which is not written into the data stream) is retained and carried over to the next
summing interval. The carryover of a fractional )V pulse is necessary to maintain the
precision of the total probe velocity change measurement.

When the accelerometer range is changed at the end of a )V measurement sequence the
fractional )V carryover is rescaled so it correctly represents the value of the carry in the
new range units. This preserves precision in integrated velocity change across a range
change in a way that cannot be accomplished with a conventional analog integration.
Precision is also maintained across the change from Entry mode to Descent mode.

During the Entry mode only accelerometer data is processed. A )V (Z-accelerometer)
output is made to the probe data handling system each second. This output is obtained by
summing 64 12-bit Z-accelerometer words which are accumulated into one 17-bit word.
When the summing is complete, the most significant eight bits are written to the data
output registers and the remaining nine bits are retained as a carryover to the next
summation.

The processing of )V (X- and Y-accelerometers) is similar except that 512 samples are
accumulated and summed into an 18-bit word. The most significant eight bits are written to 



the output every four seconds and the remaining 10-bit word is carried over to the next
summation.

At the completion of each )V (Z-accelerometer) output, the appropriate Z-axis
accelerometer output is checked to see if a range change is needed. If required, the range
change command is sent to the accelerometer and the Z-accelerometer will have about 20
milliseconds for the ranging transient to settle before the next sample is taken. The )VZ
carryover is rescaled to the new gain, thereby maintaining the precision of measurement
across the range change. This cannot be done with an analog integration technique in
which an error approaching one )V pulse can occur at each range switch.

FAILURE DETECTING

In addition to the data processing a routine is carried out to detect a failure in a Z-axis
sensor output. For this process a second summing operation is performed on every Z-axis
accelerometer measurement. Each sum is stored which retains the most recent five sums
for each sensor, corrected to the same gain setting. As each ½-second sum is completed,
the two Z-axis sums are compared. If there is no significant difference between them, both
Z-sensor outputs are judged to be healthy. If the two output sums differ significantly, a
logic path is exercised to determine which sensor is most likely to have failed and which
sensor should be considered prime. A sensor is considered to have failed if the last output
is either zero or full-scale or an examination of the most recent five outputs retained in
memory shows the sensor output to be constant or noisy--noisy being defined as more than
one change in sign of slope between the five samples.

A software subroutine in the microprocessor samples each pressure output and decides
which sensor output to insert into the data stream. The intention is to output data from the
most sensitive sensor which is not overrange and which has not failed. Failure detection
operates only on P1 and P2 (P1 is the most sensitive). If the output of P changes less than
48 counts over 16 minor frames (0.375 millibars/second), P failure is assumed. If either P1

or P2 output is overrange it is assumed to have failed.

Sensors P1 and P2 are also blanked out of the data output if either one has timed out. P1

times out after five major frame boundaries (320 seconds) and P2 times out after 27 major
frame boundaries (1728) seconds. Either sensor may be reinstated provided it has not
timed out or is not overrange when it is sampled again.

The two temperature sensor outputs alternate in the data output stream. If either sensor
fails, the output from the good sensor is substituted for the failed sensor. Failure of a
temperature sensor is assumed if the sensor sample is greater than or equal to 118% of full
scale (5V).



A failed temperature sensor may be reinstated if its output returns to a value less than
118% of full scale for one sample period.

DESCENT MODE DATA PROCESSING

Processing data in the Descent mode is more complex than in Entry since temperature and
pressure measurements are now included.

When the Descent mode command is received all the completed and in-process data from
the Entry mode will be preserved and incorporated in the Descent mode data stream.

Processing of the )VZ data is similar to that for Entry except that each measurement
interval sums 1024 acceleration samples into a 21-bit word. The most significant 12 bits
are read off every 16 seconds and the remaining nine bits are retained as carryover. The
Z-axis failure-sensing technique, discussed in the Entry mode, is continued during the
Descent mode.

Temperature and pressure measurements are made at the appropriate sample times under
control of the internal software routine. Each measurement results in a 12-bit word and one
output every two seconds. The temperature reference voltage will be measured in place of
every fourth T2 measurement unless the T1 sensor shows open circuit by providing an
overrange output from the A/D converter. If an open circuit is sensed for the T1 sensor, we
will transmit all T2 data and insert the reference measurement into a T1 data slot. Reference
data is obtained by measuring the voltage produced by the precision current sources,
which excite the science temperature sensors, when switched to a precision resistor.
Calibration data are output once every 64 seconds for each temperature sensor and for
each pressure sensor that are determined to be healthy.

CALIBRATION DATA PROCESSING

The instrument calibration sequences are essential elements in determining the absolute
accuracy of the data that will be returned from Jupiter. Two factors affect the accuracy of
the calibration--the absolute accuracy of the calibration reference and the calibration
sequence itself.

Two calibration sequences are required. One is performed periodically while the probe is
attached to the orbiter spacecraft and one is performed just before the probe enters the
Jupiter atmosphere. The former will provide long-term instrument drift information and
will not have severe data or power limitations. The pre-entry calibration will have a severe
limit on data (since the data is stored on the probe) and consequently presents the greatest
sequence design problem. The pre-entry calibration sequence is by far the most important.



This sequence has to be at least as accurate as the experiment measurement accuracy and
will ideally provide null shift and scale factor shift data for each sensor and sensor range.

The temperature and pressure offsets, the electronics reference data (temperature), and the
initial pressure data (zero pressure) will be collected under microprocessor control. Many
samplings of each measurement are summed to increase the precision of the calibration.

When the instrument completes the calibration sequence the program pointer will branch
to the Entry mode sequence.

ELECTRONICS PIECE PARTS

For the most part, a series of radiation hardened CMOS logic was used to implement the
design.

The heart of the system is an RCA CDP1802D chip. The 1802 is an 8-bit microprocessor
with direct memory addressing capability of 65,536 bytes (one 8-bit word is one byte).
The architecture is based on a register array comprising 16 16-bit registers and a single
8-bit accumulator. The 1802 operations are specified by sequences of instruction codes
stored in the program memory. The 1802 includes all of the circuits necessary for fetching,
interpreting and executing instructions and provides all the necessary control and timing
signals for input/output operations. Bytes are transferred between memory, I/O devices,
and the 1802 by a common, bidirectional 8-bit data bus. The microprocessor outputs the
address on the memory address bus for the location with which communication is required,
either the memory read or memory write signal is activated and the addressed location
either provides or accepts data.

The system is designed so mode command and timing signals from the probe generate a
signal on the INTERRUPT line. The interrupt causes the 1802 to suspend its program
sequence at the end of the current instruction cycle and execute a predetermined sequence
of operations designed to respond to the interrupt condition. The microprocessor
interrogates registers to determine which probe signal initiated the interrupt and takes the
appropriate action. After servicing the interrupt, the 1802 resumes execution of the
interrupted program. When an interrupt is recognized, or an execution of the appropriate
instruction, the internal 1802 interrupt-enable flip-flop is disabled and the 1802 recognizes
no further interrupts until the flip-flop is reenabled under software control.



ENGINEERING MEASUREMENTS

Each pressure sensor has a built-in temperature monitor element imbedded in the
electronics. Accelerometers and the ASI each have a temperature monitor element as well.
These eight temperature measurements are sampled as 8-bit words which provide
temperature data accurate to 0.5E Centigrade. The electronics of the pressure transducers,
the accelerometers and the ASI are designed to operate within specified accuracy limits
between -20EC and +50EC. The temperature of these instruments is of interest in order to
determine if the acquired data can be expected to be accurate to within specifications.

At the time of this writing (June 1982) one flight instrument has been built and thoroughly
tested to environmental limits exceeding expected environments of launch vibration,
temperature in transit and mission and pressure of mission. The instrument passed all of
these tests and is being integrated into a model of the probe along with all the other
instruments which will accompany the ASI. One more flight instrument is nearing
completion of assembly and will complete its testing program by September 1982.
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SENSOR DESIGNATOR MEASUREMENT RANGE

Primary Axial Accelerometer
(Probe Z axis sensitive)

Z1 Range 1 = 0 to 0.0125g
Range 2 = 0 to 0.4 g
Range 3 = ± 6.4 g
Range 4 = 0 to 409.6 g

Secondary Axial Accelerometer
(Probe Z axis sensitive)

Z2 Range 1 = 0 to 0.0125g
Range 2 = 0 to 0.4 g
Range 3 = ± 6.4 g
Range 4 = 0 to 409.6 g

Lateral Accelerometer
(Probe X axis sensitive)

X Range 1 = ± 0.0125 g
Range 2 = ± 0.8 g
Range 3 = ± 12.8 g

Lateral Accelerometer
(Probe Y axis sensitive)

Y Range 1 = ± 0.0125 g
Range 2 = ± 0.8 g
Range 3 = ± 12.8 g

Pressure (Low Range) P1 0 to 0.5 bars

Pressure (Middle Range) P2 0 to 4 bars

Pressure (High Range) P3 0 to 28 bars

Temperature (Fast Response) T1 0 to 500EK

Temperature (Protected) T2 0 to 500EK

TABLE I





Figure 3

Results of parametric study used to determine
optimum sampling rate and word length



DMSP BLOCK 5D-2 SPACECRAFT
Telemetry Real-Time Analysis and Display System

(TRADS)

David L. Allen
The Aerospace Corporation

El Segundo, CA

This paper describes the Telemetry Real-Time Analysis and Display System (TRADS) and
related systems used in processing Defense Meteorological Satellite Program (DMSP)
Block 5D-2 spacecraft telemetry data.

The DMSP 5D-2 spacecraft provides the Air Weather Service with global meteorological
data to support worldwide military operations and Department of Defense with tactical
support through direct transmission of local area weather data. The advanced spaceborne
meteorological sensing technology within the DMSP 5D-2 system provides both visual and
infrared weather data consisting of cloud cover, temperature profile and humidity profile
information.

The DMSP 5D-2 spacecraft telemetry subsystem accepts various types of data (analog,
discrete, and digital) available from a variety of sources in the spacecraft, and processes
these into a continuous data stream for direct transmission to the ground or on-board
storage for later transmission. This data is analyzed and evaluated on the ground to
determine the spacecraft state of health and the operational configuration.

The TRADS is an element of the Western Test Range Extended Aerospace Ground
Equipment System located at the Payload Test Facility at Vandenberg Air Force Base.
TRADS is used during performance of pre-launch testing, launch operations, and orbital
operations of the DMSP 5D-2 spacecraft to provide for capture, display, analysis and
archiving of spacecraft telemetry data. In real-time, TRADS will produce graphical and
tabular data on multiple CRT’s, multiple listings on line printers, graphical presentation of
data on strip charts, and solutions to background calculations performed using telemetry
data inputs. During spacecraft testing operations, the system will operate in conjunction
with, and be complementary to the spacecraft test system. In post-test, the system will be
utilized to generate analysis products from a data base file produced from the telemetry
data gathered over multi-hour test and operations.
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ABSTRACT

In the early months of 1977, the United States Army Aviation Engineering Flight Activity
began a study into the requirement for purchasing a replacement for the aging telemetry
system that had been installed at that activity in 1969. Colonel Dennis Boyle, then acting
commander of the activity, oversaw the selection of a five man committee whose job it
was to find a suitable replacement system that fell within specific management guidelines.
Any replacement system would take advantage of state of the art capabilities, but stop
short of depending on broad based technology developments not yet proven. Aircraft flight
test data would have to be processed virtually independent of source, so as to
accommodate the needs of the Amy, airframe manufactures, and other government
agencies. The last major management guideline proved to be critical to the development of
the system, involving the makeup of the five man committee and the primary objective for
the system. Definition of the new system should result from a user oriented committee,
whose charter would be the develop a tool for use by the activity, that would result in
activity cost savings, manpower reductions, and reduction of test cycle time.

This primary objective is one that almost any system designer lists as a high priority goal,
but generally only to justify the system purchase. Throughout the creation of the system
that resulted from this study, however, this objective remained paramount. Formulation of
the group was built around the user aero engineer, with only one electronic engineer and
one mathematician compared to two aero engineers and one equipment operator. Early
studies centered on defining activity products required of the system. Past habits and



personal desires of the activity user community were separated from true functional
requirements, again with the emphasis on meeting activity goals and objectives with the
least expenditure of resources and time. Other possible user needs were solicited during
personal visits to other facilities by the committee members. Operational techniques were
also observed for possible application in the new system design. Following these visits, a
strawman specification began to surface with the emphasis heavily on functionality. To
accompany this specification, a user scenerio was developed in an effort to insure that a
clear understanding of the operational intent for the system was enjoyed by all individuals
that would involve themselves with the system development. A broad scope of system
vendors were interviewed over and over again in an effort to fill out the specification with
realistic hardware and software requirements that supported the system functionality
definition. The final version of the specification represented a well defined telemetry
system with achievable performance requirements and operationally consistent with the
goals and objectives of the United States Army Aviation Engineering Flight Activity.

The purpose of this walk down memory lane is to emphasize a common sense aspect of
developing a system that is often lacking to the necessary degree in both customer and
vendor approaches; functionality for the purpose of making an organization with specific
goals and objectives more efficient and therefore more productive. It should be realized
that this implies a good system design and represents an integration of organizational
functions into a well channeled flow of information, while making each individual job
easier and obtaining the paramount objective of increasing the overall organizational
productivity. Simply developing a system architecture around linking existing equipment or
present individual job functions steers the effort away from the mainstream concept of
overall productivity increase. Vendors of not only telemetry systems, but office automation
systems and numerous other computer aided systems face this same problem to an ever
increasing extent and will be forced into sifting through customer organizations for the true
value of systems they choose to provide. In the final marketing analysis, it will be the
customer’s happiness with items such ease of use and productivity gains that result in
increased market penetration not successful adherence to individual technical
specifications such as latency in disk access.

The challenge to a system vendor faced with the type of goals just discussed is not only
how to meet the needs of this customer, but how to develop an approach with broad
industry appeal. He must create an architecture that represents a marriage of the customer
requirements and his corporate marketing strategy for other potential customers. At one
time, vendors were successful at marketing telemetry equipment by providing more data
handling in their box than the next guy. Altough size reduction is always advantageous in
general, most educated user communities expect that a new system can provide nearly any
capability they choose to specify. It is the methodology of providing these capabilities to
the user that gets far too little attention, not only by the vendor supplying the system, but



the user himself as he develops a specification. For instance, users often end up as human
peripherals, providing linkage between machine processes simply for lack of thinking
through the operational character of their designs to ensure that ease of use and productive
increases are achieved. Human interface with a well designed system should be a
requirement for functionality, not a result of a design shortcoming.

In past efforts to provide individual customer satisfaction, vendors have developed highly
specialized systems. Often these systems have required not only highly individualized, one
of a kind, hardware and software, but also customization of any host computer operating
system. The resulting systems may have provided these individual customers with easy to
use systems, having the potential for substantial productivity increases, but the likelihood
of those systems having broad market appeal was slight. Today’s advances in electronics
and computer science have provided the system designer with the tools to meet the
objectives of both the individual customer and the corporate marketing elements. Sangamo
Weston has provided to the Army the Real Time Data Acquisition and Processing System
(RDAPS) under the specification developed by the Army as outlined previously. This
design is a state of the art telemetry system emboding not only the attributes necessary to
satisfy the Army requirements for which it was developed, but it also provides a base-line
system architecture that can be molded to embrace the needs of a large customer
community.

The focal point of the design is an enormously capable telemetry front end designed to
synchronize with and pre-process incoming information. Pre-processing consists of those
functions such as limit checking, slope checking, data compression, data tagging, and
engineering unit conversion that are generally common to all customers. This compliment
of front end equipment is extremely flexible and allows the user to expand his capability
through future additions of plug-in cards and micro-code changes. These items are vendor
supported augmentations and result in a front-end that not only can be configured to a
particular customer’s needs, but provides a basis for a building block style of increasing
functional capability in data preprocessing. While the front-end capabilities center around
data pre-processing, a major key to this successful architecture is the formulation of data
outputs by the front-end for input to the host computer (DEC VAX 11/780), to an array
processor (CSPI MAP 200), and to a 300 megabyte disk for time history purposes. By
using the front-end to handle these data formatting and routing functions, the host
computer of the system has available at any instant in time the necessary information
required to conduct specialized operations for the specific needs of the customer.
Satisfaction of these needs is accomplished without modifying the VAX 11/780 operating
system. Other RDAPS peripheral equipment, such as graphic terminals, printer/plotter, and
programmable function keyboard directly communicate with the VAX 11/780 and are
augmented with software to tailor their actions around the functional system requirements.
In short, the functionality of the system is channeleon in nature and can be molded to fit a



particular customer’s functional requirements through changes in software and peripheral
hardware. Specifically, the 715 Engineering Unit Converter provides output data to variety
of processes simultaneously and in specialized formats for each. By doing so, data is
provided to each process in a manner consistent with the most effective and efficient
operation of that process.

OPERATING SYSTEM

The RDAPS system was a VAX 11/780 with VMS (Virtual Memory System). VAX/VMS
is a multiuser, multi-process operating system. Main memory is shared between processes
and is allocated and deallocated as necessary. The system supports native mode
(FORTRAN and assembly language) and compatibility mode (assembly language and
BASIC). A design goal of the system was to provide easy quick access to the data in a
manner that did not include any changes to the operating system therefore allowing
upgrades to future releases of VMS. This was done by tailoring the inputs to the VAX into
a form that resulted in a minimum of system overhead in delivering the data to the user.
This was done using the EMR 715 to route and format the data to the destinations; CVT in
VAX memory, CSPI MAP 200 Array Processor, and 300 megabyte disk. The software is
primarily written in FORTRAN, with isolated programs written in MACRO when required
to get to specialized VAX features or when using existing off the shelf software.

SOFTWARE

The software has two primary modes of operation, off-line and on-line. See Figure 1.

The off-line mode allows the Telemetry Operator and Flight Test engineer to prepare the
system for a test. Both the operator and engineer interact with the system via full menus
and appropriate prompts. The off-line mode can be divided into two areas, setup and
utilities.

The Telemetry Operator can interface to the system to manipulate the following:

• Master Measurement List File
• Telemetry Front End Files

S Multiplexer Encoder
S Subframe Synchronizers
S Simulator
S Programmable Word Selector
S Pre-Processor
S Bit Synchronizer
S Time Code Equipment



S CBW and PBW Calibrators
S Switch Matrix
S Receiver

• Calibration File
• Telemetry Operator Display Options
• Archive Files to Digital Tape
• Use Another Aircraft and Test as Baseline.

The Flight Test Engineer can interface to the system to use the following functions:
• Master Constants File
• Master Derived Parameters File
• Test Options
• Header Display Options
• Strip Chart Options
• Vibration Analysis Options
• Tab Data Options
• Sequential Plot Options
• Cross Plot Options
• Limit and Slope Check Options
• Derived Parameter Options
• Analysis Menus
• Calibration File Review
• Use Another Aircraft and Test as Baseline.

The on-line mode is used for data reduction of telemetry date in the following modes:
(a) Simulation
(b) Data Collection
(c) Analog tape
(d) Playback

The Simulation mode provides a means to test the system. This mode allows known data
values to be input to the processing system, hence predictable results can be obtained. The
PCM simulator, which is contained in the Model 710, will automatically be connected
directly to the bit synchronizer without passing through the switching subsystem. All other
functions on the system operate identically allowing the operators to feel that they are not
in simulation.

The Data Collection mode is used to receive data via the RF telemetry link. The output of
the telemetry receiver is coupled through the ITI switching subsystem to the FM and PCM
subsystem. The time code generator data is derived from the timing signal in the test
aircraft which has been encoded in the PCM telemetry data stream. The embedded time in



the PCM stream is received at the computer, reformatted and output to the timing system
upon computer command thus synchronizing the airborne and ground times. The digital
outputs from the FM, PCM, and the time subsystems are input to the Model 715 for
processing.

The Analog Tape mode is used to process telemetry data which has been previously
recorded on board the test aircraft. The reproduced outputs of the analog tape recorder are
routed through the ITI switching subsystem to the PCM, FM, and time subsystems. The
timing subsystem is operated in the translator mode to read the time code signal which was
previously recorded on a single track of the tape recorder. The digital outputs of the FM,
PCM and timing subsystem are routed to the 715 for further processing.

The above three modes operate identically except for data routing in the telemetry front
end. Figure 2 shows the software flow when operating in one of these three modes.

The playback mode of operation does not require the use of the Model 715, or any of the
other telemetry front end subsystems. All the data which is processed in the playback
mode is obtained from the Time History File which was previusly stored on a 300 mb disk.
All operations are virtually identical to the other on-line modes of operation, therefore,
reducing operator training.

All modes appear essentially the same to the operators except where specifically specified.
To avoid confusion, the software will be described as operating in the Data Collection
Mode.

After the Telemetry Operator brings the system into the online-data collection mode data
can be viewed at one of three locations:

• Telemetry Operator Station (TOS)
• Flight Test Engineer Operator Station (FTOS)
• Strip Charts (Printer/Plotter provides strip charts in playback mode).

The TOS may display on its Megatek a page of parameters from a list containing all
parameters on the system. The operator may page forward, page backward, ask for a page
update, get continuous data updates, or exit the system when the test is complete. The
TOS screen also contains a status line which is updated once a second with the following
information:

• On-line Mode
• Aircraft and Test Ids
• Telemetry Lock/Sync Status



• Test Maneuver Number
• Current Value Table Status
• Disk Write Status
• Embedded Time
• Timecode Time
• Derived Parameter Status
• Setup status.

The FTOS Megatek contains the same status line as the TOS when online is reached;
Online Mode, Timecode Time, etc. In addition, the Flight Test Engineer can select the
following functions via a Function Keyboard.

• Current Value Table
• Header
• Strip Charts
• Limit/Slope Checking
• Write EU Data to Disk
• Tabular Data Display
• Cross Plot Display
• Sequential Plot
• Vibration Analysis
• Vibration Tabular Data
• Vibration Plots
• Time Synchronization
• Revise Setup
• Analysis Menu.

Data coming into the CVT consists of one of three types:

• DEC Floating Point (Data converted to Engineering Units by the 715)
• Integer (converted to twos complement by the 715)
• Discrete (passed unconverted by the 715).

Software in the VAX can now operate on the data without any preprocessing to convert
from BCD, sign magnitude, etc.

CURRENT VALUE TABLE (CVT)

The FTOS operator can push the CVT function key causing the system to start to ingest
data into the CVT in the VAX memory. The CVT is a global common area that allows
access to data by many programs simultaneously. The 715 tag is used as an offset into the



buffer and the data sample is placed in its pre-determined slot in VAX mamory. Each
sample is available instantaneously in the VAX memory since a buffer is not built. In
addition, no interrupts are required because the latest samples are always available in
memory, hence the name current value table. Once the CVT is started, any function that
requires data from the 715 can be selected using the function keyboard. When the CVT is
started, the calculation of the Derived Parameters begins automatically. The calculated
parameters are deposited into the CVT allowing access to Derived Parameters to be
identical to parameters provided by the TFE, measured parameters.

HEADER

By pushing the Header function key the FTOS operator tells the software to display up to
12 parameters at the top of the Megatek screen. Each of the 12 items displayed will
include: current value updated once a second, parameter name, and the parameter’s units
of engineering. Parameters can be displayed whether they are EU, discrete, or raw.

STRIP CHARTS

The strip chart software gathers data from the CVT on a clocked basis, 1 to 100 times a
second. The software can pickup EU converted parameters received from the 715 or
Derived Parameters calculated in the VAX. In real time these are not sent to the strip
charts via a Programmable Word Selector. In playback the software outputs to the systems
printer/plotter. In both modes discretes can be outputted. With TFE strip charts the
discretes go to an edge track and with the printer/plotter they go to a channel and are
scaled to show a significant difference between zero and one. In real time the system is
capable of putting raw FM data, raw PCM data, and measured EU data from the VAX,
and Derived Parameters from the VAX simultaneously to the strip charts. Figure 3
contains examples of printer/plotter strip charts.

LIMIT/SLOPE CHECKING

A function key also enables the limit/slope function. This consists of three separate checks:
upper limit, lower limit, and slope. The measured parameters are limit checked by the 715
while derived parameters are checked by software in the VAX. Each parameter is checked
for a limit violation if one is detected the maximum value out of limits (minimum value for
lower limit checking) is determined. In addition in upper and lower checking, the elspsed
time out of limits is calculated. These values are stored in the CVT where they are easily
acessible for display on the FTOS Megatek. A separate key is provided to reset the
maximum values collected and to reset the elapsed time. Space is reserved on the screen
for a limited number of violations, after which the plot portion of the screen will be over
written.



WRITE EU DATA TO DISK

A function key is provided to initiate gathering and storing of data on disk. In addition, this
indicates the start of a “maneuver”. A maneuver is a period of time when the vehicle being
tested goes thru a predetermined flight action. During this period special processing may
take place in addition to putting data to disk.

• First and last frame of data in the maneuver is collected for selected parameters.

• The number of samples, sum and sum of the parameter squared are gathered
allowing the average and standard deviation to be calculated as soon as a maneuver
competes.

• The frame of data when an event occurs may also be collected.

The EU Data start may also be triggered by a predetermined event rather than by pushing a
function key.

TABULAR DATA DISPLAY

Within seconds of collecting the EU data for a maneuver, the FTOS user may push the
function key to bring up the TAB Data Display on the FTOS Megatek. This is a tabular
display containing the following information for parameters selected.

• Parameter Name
• Parameter Units
• Maximum Value
• Minimum Value
• Average Value
• Standard Deviation (in non-playback this is not available for Derived Parameters)
• First Frame Value
• Last Frame Value
• Event Frame Value

Twenty-one parameters can be displayed on the screen simultantously and the ability to
page forward or backward is provided. See Figure 4 for an example of a Tabular Data
Display.



CROSS PLOT DISPLAY

By pushing the cross plot function key the FTOS operator can view up to eight pages of
plots.  These plots are plots of the averages of one parameter against the averages of
another parameter. Each of these plots can be one of eight different formats. The different
formats can show from one to six different plots involving from two to eight parameters.
Each time the function key is pressed, the next page appears on the screen. Separate
function keys enable curve fitting (first thru fifth order), extrapolation, and resealing. The
plots may contain measured parameters from the TFE as well as derived parameters.
Figure 5 is an example of a Cross Plot Display.

SEQUENTIAL PLOTS

The sequential plots may be brought up on the FTOS Megatek screen by pushing a
function key. This display plots from one to six parameters against time. The display is
updated once a second with the latest data. This results in a continuously moving display
with the newest data appearing on one side and the oldest scrolling off the other side. The
plot may contain measured and derived parameters intermixed on the screen. The X axis
which contains time can be set from 12 seconds to 600 seconds. Figure 6 is an example of
a Sequential Plot.

VIBRATION ANALYSIS

Once data has started going to disk, a maneuver has started, the operator may select to
start vibration analysis. EU data is routed from the 715 to the CSPI which does the FFT
processing. In the RDAPS system the results of the FFT are summed in the CSPI. At the
end of the vibration analysis period, the average power for each parameter is returned to
the VAX and stored on disk. During setup of the system the FTOS operator can select to
have the vibration analysis start and stop automatically with acquiring data for the disk. In
this case the FTOS operator does not need to use the function key and it is not made
available for use. See Figure 7 for an example of Vibration Tabular Display.

VIBRATION TABULAR DATA

After acquiring vibration data the FTOS engineer may review the data in tabular form by
pressing the appropriate function key. A menu will appear containing the parameters that
were processes by the CSPI. After selecting a parameter, the display will show two
columns of data. The first contains amplitude and the second contains frequency. The
operator can page forward or backward thru all the data available for that parameter or
may examine another parameter. Figures 8 and 9 are examples of the two kinds of
vibration plots.



VIBRATION PLOTS

In addition to the tabular display of vibration data, the FTOS engineer may select vibration
plots by pressing a key on the function keyboard. The plots consist of two types, a
frequency plot for each parameter and harmonic plots for each parameter. The frequency
plot is a plot of the frequency (X axis) and amplitude data (Y axis) as shown in the tabular
display. Pushing the function key again brings up the corresponding harmonic plot which.
plots selected harmonics of the fundamental frequency against the average of a preselected
parameter. Each time the function key is pressed, a new plot is presented until the
parameter is exhausted and then the sequence starts over with the frequency plot for the
next parameter.

TIME SYNCHRONIZATION

Whenever the FTOS engineer desires he may synchronize the ground time code equipment
by pressing the time sync function key. The software will read PCM time from the CVT,
reformat the time, and sent it to the time code equipment.

REVISE SETUP

A number of setup parameters can be dynamically changed during real time. The FTOS
engineer by pressing the revise setup function key can bring up a menu allowing changes
to the following functions:

• Override a Master Constant
• Override a Measured Parameter
• Override a Strip Chart Scaling
• Delete a Strip Chart Channel
• Delete a Slope Check Parameter
• Delete an Upper Limit Check Parameter
• Delete a Lower Limit Check Parameter.

These changes are not made permanent and will be lost when the current real time run is
exited.

ANALYSIS MENU

The FTOS engineer may press the analysis menu function key when he is not in a
maneuver. Pressing this key brings up a menu of user programs, defined during setup. The
engineer selects the programs he wishes to run and they are submitted as batch jobs to
VMS and executed.



PERFORMANCE SUMMARY

The keys to meeting the performance goals in the system are the 715 Pre-Processor and
the 760 Buffered Datsa Channel generated CVT (Current Value Table). These two items
allowed the software to process the data without a lot of routing, sorting, or converting.
The following three sample cases demonstrate the systems performance.

Sample Case 1

Input 88,000 samples/second
EU Convert 44,000 samples/second
Disk Storage 132,000 words/second (16 bits)
Limit/Slope Check 27,100 per second
Derived Parameter Calculations 5,000 per second

Standard Deviation Gathering      5000 samples/second
(min, max, N, sum, sum of squares)
Vibration Analysis 24,000 samples/second
Strip Charts 2,200 samples/second

Sample Case 2

Input 45,200 samples/second
EU Convert 45,000 samples/second
Disk Storage 135,000 words/second (16 bit words)
Limit/Slope Check 42,500 per second
Derived Parameter Calculations    4,000 per second
Standard Deviation Gathering          600 samples/second
(min, max, N, sum, sum of squares)
Vibration Analysis 40,000 samples/second
Strip Charts 2,000 samples/second

Sample Case 3

Input 45,600 samples/second
EU Convert 37,100 samples/second
Disk Storage 111,300 words/second (16 bit words)
Limit Slope Checks 25,300 per second
Derived Parameter Calculations    2,500 per second
Standard Deviation Calbulations  8000 samples/second
(min, max, N, sum, sum of squares)



Vibration Analysis 20,000 samples/second
Strip Charts 1,900 samples/second

Within twenty seconds of the end of a flight maneuver, with data still coming into the
VAX (limit/slope checking still active and device parameters still active) the operator can
view the following:

• Plot of amplitude vs frequency (output from FFT)
• Harmonic plot of vibration data (output from FFT)
• Cross plots of average data
• Tabular FFT data (amplitude and frequency)
• Tabular min, max, average, and standard deviation data.

In summary, the RDAPS system is a state of the art telemetry system which provides the
optimum processing of telemetry information available, on a mini or super-mini computer.
The systems users can obtain outputs of processed data between flight maneuvers,
providing much greater control over flight testing and therefore resulting in a more more
efficient and timely flight test program. Since this system is transportable, the requirement
to send data to a central computer system and wait for the results to be sent back is hereby
eliminated, resulting in shorter flight test programs.



FIGURE 1.  RDAPS MODES



FIGURE 2.  RDAPS SOFTWARE FLOW



FIGURE 3.  STRIP CHART



FIGURE 4. TABULAR DATA DISPLAY



FIGURE 5.  CROSSPLOT



FIGURE 6 . SEQUENTIAL PLOTS



FIGURE 7.  VIBRATION TAB DISPLAY



FIGURE 8.  FREQUENCY/AMPLITUDE PLOT



FIGURE 9.  HARMONIC PLOT
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ABSTRACT

Telemetered data generated by missile systems has become increasingly complex with the
inclusion of asynchronous data streams, variable word lengths, and discrete encoding. The
display of this data for analysis purposes requires sophisticated equipment, usually
designed with a programmable architecture. This paper describes software support that
was developed for a stored program PCM decommutator. The software includes a cross
assembler and supports downline loading of the decommutator from a host computer.

INTRODUCTION

A stored program PCM decommutator accepts input telemetry data and obtains frame
subframe, and sub-subframe synchronization by utilizing internally stored instructions. The
decommutator assigns Identification Tags (ID TAGs) to any or all syllables in each frame,
optionally performs arithmetic logic operations, and selectively outputs data to a remote
computer or Digital to Analog Converters (DACs). To use the decommutator to process
data generated by a specific telemeter, machine language instructions must be generated.

Programming for the decommutator is done at the machine language level in hexadecimal
format. As decommutator programs increase in length and become more complicated, a
mnemonic language becomes increasingly desirable to assist a programmer in writing
programs.(1)

The Fleet Analysis Center has developed a cross assembler for the Aydin Monitor Systems
Model 1126B stored program PCM decommutator, together with a program which
downline loads machine language instructions to the decommutator from a host computer.



THE CROSS ASSEMBLER

An assembler allows a mnemonic based language to be used when programming at the
machine level. The cross assembler developed by the Fleet Analysis Center was written in
FORTRAN IV to run on a PDP-11 minicomputer. It will automatically assign memory
locations, compute branch offsets, assure that data fields are within a specified range, and
generate machine language instructions for the decommutator.

The cross assembler makes two passes through the source decommutator program. The
main purpose of pass 1 is to build a local symbol table and perform a rudimentary syntax
check of each source statement. During pass 2, the cross assembler simultaneously writes
the machine language code it generated to an output file and creates an assembly listing.
Errors found during the assembly process are flagged with an error description that is
included in the listing.

The decommutator source program is composed of a sequence of source coding lines.
Each line contains a single assembly language statement. The assembly language statement
may consist of as many as four fields. These fields are identified by their order of
appearance within the assembly language statement. The format of the assembly language
statement is:

Label: Op-code Operands ; comments

The label and comment fields are optional. The op-code and operand fields are
interdependent; when both fields are present in a source statement, each field is evaluated
by the cross assembler in the context of the other. Each of the four fields, if present, uses
the tab character as a delimiter.

A label is a means of symbolically referring to physical memory location within a program.
When a label is used in a decommutator program, both the label and the value of the
current location counter are entered into the symbol table. The current location counter is a
means by which the cross assembler assigns memory addresses to the source program
statements as they are encountered during the assembly process. Memory addresses
assigned by the cross assembler are absolute and represent the actual physical address
used by the decommutator.

Two operating modes exist within the cross assembler. The first is used to assemble
decommutation instructions (Decom mode), the second to assemble computation module
instructions (Comp mode). The cross assembler defaults initially to Decom mode, and the
ENA directive is used to change modes to Comp mode. Two modes are required because 



address calculation is performed differently for decommutation and computation module
instructions.

Programs for the decommutator are written in assembly language for all missile telemetry
formats. As display requirements for a particular telemetry format change, the source code
is modified and processed by the cross assembler to generate a new machine language
program.

The instructions used by the cross assembler are listed in Table I.

TABLE I.  Instructions Used By The Cross Assembler

I.  DECOM INSTRUCTIONS

OP Code Operands Description

DST C, P, L/M, LENGTH, IDTAG Distribution
JMP DISPLACEMENT Jump
SF1 I, S, DISPLACEMENT Jump to subframe #1
SF2 I, S, DISPLACEMENT Jump to subframe #2
SF3 I, S, DISPLACEMENT Jump to subframe #3
SF4 I, S, DISPLACEMENT Jump to subframe #4
SFS I, S, DISPLACEMENT Jump to subframe #5
RET Jump return

II.  COMP INSTRUCTIONS

OP Code Operands Description

SCL C, CND, +/-, SCALE, OFFSET Y=M(X±B) scaling
OFS C, CND, +/-, OFFSET Y=X±B offset
SUM C, CND Running Summation
OB1 C, LOC, MASK Code conversion
OB2 C, LOC, MASK Code conversion
OBS C, LOC, MASK Code conversion
AND C, VALVE Logical AND
OR1 C, MASK Logical OR
XOR C, MASK Logical exclusive OR
NAN C, MASK Logical NAND
NOR C, MASK Logical NOR
NXO C, MASK Logical Not EX OR



MAC C, VALVE, MASK Mask and compare
COM C, VALVE Compare
DLC C, CND, F/D, EOF, FMT/LOC Decom list change
DEP C, ASRC, AREG, ADST, BSRC, BREG, BDST Discrete event
DBO C, CND, DTRANS, REG, DREG, BSRC, BDST Discrete proc
BRN C, CND, ADDRESS Conditional branch
NOP No output

III.  ASSEMBLER DIRECTIVES

OP Code Operands Description

ENA DECOM/COMP Enable Decom/Comp mode
LST ADDRESS Change location counter address

MODEL 1126B DECOMMUTATOR ARCHITECTURE

The Model 1126B PCM decommutator(2) is controlled by machine language instructions
stored in an internal Random Access Memory (RAM). Two groups of instructions exist:
Decommutation Instructions and Computation Instructions. The first group of instructions
is used for the decommutation of incoming data and the second is used to manipulate the
data in the computation module.

Decommutation Instructions are stored in an 8K x 24 bit RAM memory. This will be
referred to as the Decom memory. Instructions in the Decom memory are grouped in a
sequential list, called a main frame distribution list, in which each instruction defines a
word in the PCM telemetry format. The first instruction in the sequential list corresponds
to the first word in the telemetry format, the second instruction to the second word, and so
on. The list continues until the last word in the format is defined; by convention, the last
word is the Frame Sync Word. A word in the telemetry format which is not
subcommutated is programmed with a distribution instruction. The distribution instruction
defines the Least Significant Bit (LSB)/Most Significant Bit (MSB) alignment and the
number of bits in the word, assigns a unique Identification Tag (ID TAG) to the word, and
determines whether the word should be ignored, passed to the computer output port, or
passed to the computation module. A word in the telemetry format which is
subcommutated is programed with a Jump to Subframe instruction. The Jump to Subframe
instruction gives the address of a sequential list in the Decom memory which contains
additional instructions required to decommutate the subframe. The sequential list, called a
subframe distribution list, usually contains distribution instructions. Supercommutation is
handled by using multiple distribution instructions which assign the same ID TAG to each
supercommutated word.



Computation module instructions are stored in an 4K x 24 bit RAM memory. This will be
referred to as the Comp memory. Computation module instructions are used to manipulate
the incomming data by shifting, logic operations, code conversion, etc.

PROGRAMMING EXAMPLE

Figure 1 shows, in diagram form, the SM-2 FTR missile telemeter format. Each block
represents a word in the telemetry format which is identified by a function number located
inside. The function number is assigned arbitrarily to represent telemetered missile
functions like vertical acceleration, tail position, etc. The widths of the blocks in Figure 1
indicate the lengths of the words; a narrow block indicates an 8-bit word, and a wide block
indicates a 12-bit word.

The beginning of the main frame distribution list required to decommutate the FTR missile
telemetry format is shown in Table II for the first 24 words utilizing cross assembler
instructions.

The first word in the FTR telemetry format is an Identification (ID) counter. The counter
increments from 0 to 5 by 1 every 108 words and is used as an index to define the location
of subcommutated words. The first word is programmed with a SFI (jump to subframe #1)
instruction because it contains subcommutated data. The SF1 instruction defines word 1 as
having the ID synchronization counter (S present) and defines the mnemonic S001 which
represents the address of the subframe distribution list.

The second word is programmed with a DST (distribution) instruction which defines the
word as being LSB first, 8 bits in length, and assigns the value associated to the mnemonic
F01 as the ID tag. The cross assembler will scan its symbol table and insert the numeric
value associated to the mnemonic F01.

Words 3 through 13 are programmed in a manner identical to that used in programming
word 2 except that different mnemonics are used to define the ID TAG field of the
distribution instruction.

The distribution instruction used to decommutate word 14 is identical to that used for word
2. This is beacuse function number 1 is supercommutated and appears in words 2, 14,
26,...,etc. Supercommutated data is processed by the decommutator by haveing the same
ID TAG defined for all words which contain identical information.



TABLE II.  Beginning Of Main Frame Distribution List

Mem DECOM OP
Adr Instr Label Code Operands Comments

0200 9 8 0062 SF1 ,S,S001 ;Word 1 ID Count Subframe
0201 5 7 018C DST C,,L,8,F01 ;Word 2 Function 1
0202 5 7 018F DST C,,L,8,F02 ;Word 3 Function 2
0203 5 7 0192 DST C,,L,8,B ;Word 4 Function B
0204 5 7 0193 DST C,,L,8,F03 ;Word 5 Function 3
0205 5 7 0194 DST C,,L,8,F04 ;Word 6 Function 4
0206 5 7 0195 DST C,,L,8,F05 ;Word 7 Function 5
0207 5 7 0196 DST C,,L,8,F06 ;Word 8 Function 6
0208 5 7 0197 DST C,,L,8,F07 ;Word 9 Function 7
0209 5 7 0198 DST C,,L,8,F08 ;Word 10 Function 8
020A 5 7 0199 DST C,,L,8,F09 ;Word 11 Function 9
020B 5 7 019A DST C,,L,8,F10 ;Word 12 Function 10
020C 5 7 019B DST C,,L,8,F11 ;Word 13 Function 11
020D 5 7 018C DST C,,L,8,F01 ;Word 14 Function 1
020E 5 7 018F DST C,,L,8,F02 ;Word 15 Function 2
020F 9 4 0063 SF1 I,,S016 ;Word16 Subcom WD16
0210 9 4 0069 SF1 I,,S018 ;Word18 Subcom WD18
0211 9 4 006F SF1 I,,S019 ;Word19 Subcom WD19
0212 9 4 0075 SF1 I,,S021 ;Word21 Subcom WD21
0213 9 4 007B SF1 I,,S022 ;Word22 Subcom WD22
0214 9 4 0081 SF1 I,,S024 ;Word24 Subcom WD24

Word 16 is programmed with a SF1 instruction much like word 1. However, word 16
contains information which must be indexed by word 1 before it has meaning. When the
ID counter in word 1 has a value of zero, then word 16 contains function G1. If word 1
contains a one, then word 16 contains function G23. The SF1 instruction that describes
word 16 defines an Indexed branch (I present) to the subframe distribution list defined by
the mnemonic S016. The 1126B decommutator will take the address defined by the
mnemonic S16 and add to it the value of the current ID counter defined by word 1, and
fetch the correct distribution instruction from the subframe distribution list. The subframe
distribution list for word 16 is programmed as shown in Table III.



TABLE III.  Subframe Distribution List For Word 16

Mem DECOM OP
Adr Instr Label Code Operands Comments

0263 5 B 019C S016: DST C,,L,12,G001 ;G001 ID count 0
0264 5 B 019D DST C,,L,12,G023 ;G023 ID count 1
0265 5 B 019E DST C,,L,12,G045 ;G045 ID count 2
0266 5 B 019F DST C,,L,12,G067 ;G067 ID count 3
0267 5 B 01A0 DST C,,L,12,G089 ;G089 ID count 4
0268 5 B 01A1 DST C,,L,12,G111 ;G111 ID count 5

After all main frame and subframe distribution instructions required to describe a telemetry
format have been defined, the cross assembler is placed in comp mode by the ENA
directive. The mnemonics that defined the ID TAG field of the distribution instructions
used in the main frame and subframe distribution lists above appear as labels for
computation module instructions. This is illustrated by the cross assembler instructions in
Table IV.

The LST directive is used to change the cross assembler location counter. The functions
F01 and F02 are converted from 2’s complement to offset binary and output to Digital to
Analog Converters (DACs) 1 and 2, respectively. The remaining functions are defined but
use a No Output (NOP) instruction to inhibit DAC output.

Defining the mnemonics for all distribution instructions in the computation module section
of the source code allows the cross assembler to automatically generate ID TAG values.
All mnemonics are defined, whether or not the function will be output to DAC’s or
requires the processing capabilities of the computation module.

During the assembly of the source code, the cross assembler saves all mnemonics and the
numeric values assigned to them in a symbol table. Table V is the symbol table for all the
above decommutator instructions.

After a decommutator program has been assembled, a listing of the source code and a
downline load file are generated. The format of the listing is identical to that of the
programming examples shown above. The downline load file contains the physical
memory address and the decommutator machine language instruction in hexadecimal. The
downline load file for the main frame distribution list programming example would appear
as shown in Table VI.



TABLE IV.  Computation Mode Cross Assembler Instructions

Mein DECOM OP
Adr Instr Label Code Operands Comments

2000 ENA COMP ;Enable Comp Mode
218C LST 0218CH ;Start at 0218CH
218C 7 A 0080 F01: XOR C,080H ;Sign
2180 3 9 8C01 SHF C,,L,8,D,A,1 ;Output DAC 1
218E B 0 0700 NOP ;Return
218F 7 A 0080 F02: XOR C,080H ;Sign
2190 3 9 8C02 SHF C,,L,8,D,A,2 ;Output DAC 2
2191 B 0 0700 NOP ;Return
2192 B 0 0700 B: NOP ;Return
2193 B 0 0700 F03: NOP ;Return
2194 B 0 0700 F04: NOP ;Return
2195 B 0 0700 F05: NOP ;Return
2196 B 0 0700 F06: NOP ;Return
2197 B 0 0700 F07: NOP ;Return
2198 B 0 0700 F08: NOP ;Return
2199 B 0 0700 F09: NOP ;Return
219A B 0 0700 F10: NOP ;Return
219B B 0 0700 F11: NOP ;Return
219C B 0 0700 G001: NOP ;Return
2190 B 0 0700 G023: NOP ;Return
219E B 0 0700 G045: NOP ;Return
219F B 0 0700 G067: NOP ;Return
21A0 B 0 0700 G089: NOP ;Return
21A1 B 0 0700 G111: NOP ;Return

A program was written which reads the contents of the downline load file and transfers the
instructions to the decommutator via a contractor supplied computer interface. The
program performs a load followed by a verify for all instructions contained in the downline
load file. Verify errors cause the memory address, expected and found value to be output
on the user terminal.



TABLE V.  Symbol Table

Mne-
monic

Decimal
Value

Hexa-
decimal
Value

Mne-
monic

Decimal
Value

Hexa-
decimal
Value

Mne-
monic

Decimal
Value

Hexa-
decimal
Value

B
F01
F02
F03
F04
F05

00402
00396
00399
00403
00404
00405

0192
018C
018F
0193
0194
0195

F06
F07
F08
F09
F10
F11

00406
00407
00408
00409
00410
00411

0196
0197
0198
0199
019A
019B

G001
G023
G045
G067
G089
G111
S016

00412
00413
00414
00415

00417
00099

019C
019D
019E
019F
01A0
01A1
0063

TABLE VI.  Downline Load File For Main Frame Distribution

Mem DECOM Mem DECOM
Adr Instr Adr Instr

0200 9 8 0062 020B 5 7 019A
0201 5 7 018C 020C 5 7 019B
0202 5 7 018F 020D 5 7 018C
0203 5 7 0192 020E 5 7 018F
0204 5 7 0193 020F 9 4 0063
0205 5 7 0194 0210 9 4 0069
0206 5 7 0195 0211 9 4 006F
0207 5 7 0196 0212 9 4 0075
0208 5 7 0197 0213 9 4 007B
0209 5 7 0198 0214 9 4 0081
020A 5 7 0199
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THE EFFICIENT USE OF A VAX COMPUTER
IN THE REAL-TIME TELEMETRY ENVIRONMENT

Robert B. Robbins
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ABSTRACT

The use of a Digital Equipment Corporation VAX computer under the VMS operating
system, in a real-time telemetry environment, brings with it many advantages. These
advantages pertain to its ability to handle real-time telemetry processing in an efficient and
relatively straight forward manner.

The author will use the TELSET, TELDAX and TELFOR telemetry software systems as
the basis for demonstrating the techniques which have allowed the real-time telemetry user
to take advantage of a 32-bit, virtual addressing, architecture.

INTRODUCTION

Many real-time telemetry computer users believe in the need for 32-bit processing of
telemetry data once it has entered the central processor. We at Sangamo-Weston agree
with this belief and have successfully designed a real-time telemetry data acquisition
system which efficiently uses the VAX computer under the VMS operating system.

SYSTEM SOFTWARE

The software written for this system achieves three goals. TELSET, which sets up the
telemetry front-end hardware units, is written in VAX-11 MACRO. TELDAX the real-
time data acquisition executive and TELFOR the telemetry data acquisition formatted
storage process are written in interactive VAX-11 FORTRAN and are menu driven.

The design of the real-time portions of TELDAX addresses certain efficient uses of the
VAX for parallel processing. These areas include the use of global common areas and
global event flag clusters; the VMS group of system service routines for creation,
activation and deletion of detached processes; and effective real-time communications



using mailboxes, flags and the $QIO system service. A basic knowledge of VMS’s
approach to interrupt priority level processing, use of system privileges, and kernel mode
processing is necessary for efficient use of the VAX operating system in a real-time
environment. The aim of this paper is to give the reader a basis for further research in the
area of real-time telemetry parallel processing.

SYSTEM HARDWARE

The hardware configurations for the TELDAX series of software are flexible and
expandible. The 700 series of Sangamo-Weston programmable telemetry front-end units
include PCM frame/subframe synchronizers, PAM synchronizers, FM multiplex encoders,
programmable word selectors, bit synchronizers, time code generators and translators, tape
search units and the very powerful multiplex preprocessors with user programmable
microcoded algorithms. In addition, programmable interfaces connect the telemetry front-
end units to the versatile DEC Unibus. These interfaces include the buffered data channel
and priority interrupt module.

The telemetry front-end can provide up to sixteen input data streams per Unibus with an
aggregate input rate of 4,500,000 bits per second to the CPU. Each data stream flows
through the Sangamo-Weston Model 760 Buffered Data Channel. These buffered data
channels allow the user to pass blocks of data, up to 32K words long, with quadruple
buffering, in a cyclic fashion.

A major advance in the preprocessing of telemetry data is the Sangamo-Weston Model
715 Multiplex Processor. This unique hardware preprocessor is microprogrammable and
can perform most of the repetitive real-time processes which are required in high-speed
data analysis. The 715 merges data from up to six asynchronous sources at burst rates of
up to 2,000,000 words per second and can distribute the processed data to the computer
and/or other devices via three separate output parts. It processes both floating point and
integers and can convert telemetry data to engineering units at a ratio of 100,000 to
300,000 words per second. In addition to EU conversion and data compression a wide
range of additional data processing functions are available. The 715 is directly interfaced
to the above-mentioned Model 760 Buffered Data Channel and is under the direct software
control of the TELDAX system when a part of the system configuration.

Our experience with data acquisition systems on the VAX indicates that the controlling
factor for top throughput rates is not the rate in which data is input into the system over the
Unibus, or software time spent in processing and formatting of data for output to a storage
device, but the rate at which the storage device can accept the data. Too often, disk
rotation and disk head movement limitations are overlooked when throughput is being 



estimated prior to the start of a project. This must be considered as a major timing factor in
the real-time telemetry world.

INTERRUPT PRIORITY LEVELS

The Interrupt Priority Level (IPL) method by which VMS allows processes to be run is a
two-fold method. There is a 32 level set of hardware interrupt priorities and a 32 level set
of software priorities. The entire 32 level set of software priorities reside in hardware
interrupt priority level 0. This means that any hardware interrupt takes precedence over all
software interrupts. The 32 software priority levels are separated into two groups also;
regular processing - levels 0 through 15; and real-time processing - levels 16 through 31.
The null process is found at software level 0 and the swapper is found at software level 16.

All real-time processing is done above software priority 16. If this rule is not followed, the
user takes the chance of being out-swapped by a non-real-time process. In addition, real-
time processes should remain as close to the swapper as possible so that swapping is
accomplished immediately when necessary. It is important to remember that the ultimate
goal of the designer of real-time telemetry processes is to remain in “current-state” at all
times. This means taking all measures necessary to remain in the grasp of the CPU. There
are ten ways to be removed from the current state (CPU execution) by the VAX/VMS
scheduler and swapper. By removing these ten possibilities in the coding of real-time
processes a process will not be out-swapped.

KERNEL MODE PROCESSING

The use of VMS system service routines allows the real-time user to efficiently process
data by running in kernel mode instead of user mode during time-critical periods.

Running a real-time telemetry process demands time-efficiency for success. This means
kernel mode processing. Anything less is inefficient. For this reason, when a process is
running in real-time, Record Management System (RMS) calls should not be used, as
RMS runs in executive mode. There are VMS system service routine replacements for
RMS calls which run in kernel mode. For instance, $QIO can be used to replace TYPE,
WRITE, READ, PRINT, ACCEPT and others. $ALLOC, $ASSIGN, $DALLOC and
$DASSGN can be used to replace OPEN and CLOSE.



THE PROCESS LIFE CYCLE

There are three phases in the process life cycle:

• process creation
• process activation
• process deletion

Real-time processing is most efficient when process creation and process activation are
treated as unique entities. This can be accomplished by creating all processes required for
real-time operations prior to real-time start-up and cueing process activation by use of
interrupt driven event flags. In this way the time taken to handle the creation of a process,
up to five seconds per process, depending on the type of process creation being done, is
not done at the time that real-time telemetry data acquisition should be going on.

CREATING A REAL-TIME PROCESS

Process creation on the VAX is handled most efficiently by use of the $CREPRC system
service routine. $CREPRC will dynamically create either a sub-process or a detached
process, at run time, depending on the routine setup. The choice of creating a sub-process
or a detached process is heavily dependent on the requirements of the application. Sub-
processes share the quota set of the main or creating process and are deleted when the
creating process exits, guaranteeing that the sub-process will not remain in limbo, in the
system, after the realtime program run ceases to exist. A detached process is an entity into
itself, with its own set of quotas, own priority level and own UIC. A detached process,
once it is created, runs under its own process control, and relies on its own program logic
or externally fed information (e.g. common event flags, interrupts, mailboxes) to exit.
TELDAX creates detached processes, allowing the user to leave the main-line program
and do other tasks, with the ability to reenter the main-line program at a later time, if
necessary. By using detached processes, the telemetry data acquisition streams (processes)
are not effected by the exit from and reentrance into TELDAX.

THE CREATED PROCESS

Once the process is created, there are several activities which are a part of initializing the
real-time process, prior to process activation. The basic activities of input and output file
channel assignments and initialization of variables are ever present in application programs
and this does not change for created processes. There are several important steps that must
be accomplished to guarantee the presence of current state for each real-time process
created.



In TELDAX, we communicate some dynamic information, prior to real-time processing,
from the main-line process to all detached processes, via a mailbox. Therefore, we use the
$CREMBX create mailbox system service routine.

The $CREMBX system service assigns a mailbox channel if a channel has not been
previously assigned. The mailbox name is placed in quotes and differentiates this mailbox
from others used in the system. TELDAX uses a separate mailbox to communicate with a
detached process containing the system error logger. All mailboxes communicate over the
same mailbox channel. Therefore, a separate channel variable need not be declared for
each mailbox used.

Common event flags serve as a quick and efficient way to signal event status to a process,
with little or no overhead. In order to use common event flags for process activation
cueing, interrupt cueing, process deletion cueing, etc., association with a common event
flag cluster is necessary. The $ASCEFC system service routine associates with one of four
32-flag clusters available within VMS. Only three of the clusters should be used. Use of
cluster 0 is often self-destructive due to common use of these flags by individual routines
so I recommend against the use of this cluster. Cluster 32 contains event flags from flag 32
through flag 63, cluster 64 contains flag 64 through flag 95 and cluster 96 contains flag 96
through flag 127. TELDAX uses cluster 64.

The three most important activities in real-time processing preparation, after parallel
process creation, are-disabling the swapping of the process working set, locking working
buffers in memory, and locking the working buffers to the end of the working set. These
three actions guarantee that data and program logic will never be out-swapped and that the
only context switching that occurs will be when output data is written to a storage device.

Disabling of process working-set swapping is done using the $SETSWM system service
routine. The only parameter used is a bit set parameter. One indicates no swap, and zero
indicates swap.

Cyclic multiple buffering of data being input to a real-time telemetry system is a foregone
conclusion. Any type of processing and output of data to storage takes time and data input
to a system is usually continuous data not burst data. Cyclic multiple buffering, as handled
by the Sangamo-Weston Model 760 Buffered Data Channel, gives the user up to four
buffer cycles of time to accomplish this processing and storage before the data is cyclically
over-written. In order for cyclic multiple buffering to be effective the buffers must be
locked in memory, or the time gained by multiple buffering will be more than lost by in-
swapping of buffer areas.



Expansion of the working set region to allow for multiple buffer memory space is done by
using the $EXPREG system service routine. By using the $LCKPAG system service the
buffer region which has been added is locked in memory, and use of the $LKWSET
system routine locks the entire working set in memory. These three system service routines
guarantee no swapping of any necessary data or program logic.

The process is now ready to be activated, unless special hardware related initialization
needs to be handled prior to real-time data acquisition.

EVENT FLAG COMMUNICATION

Process activation and deletion can be efficiently handled through the use of common
event flags or local event flags. The more time-efficient choice is that of local event flags,
but, for TELDAX needs, the limitations outweigh the slight gain in efficiency. TELDAX
uses a separate event flag for the signalling of process start and process halt of each
process being run in parallel. There are cases when more than one process is to be started
at the same time. By using the same start event flag number for all processes being started
simultaneously TELDAX is able to guarantee that this specification is met.

There are a number of ways that a user can initiate event flag usage. The system service
routines $SETEF and $CLREF will set and clear specific event flags. The usage of
$SETEF and $CLREF is the software method of flag toggling. Flags can also be set by
associating the flag with a hardware interrupt device. The association of event flags to
hardware interrupt devices is far more efficient than software toggling, when handled
correctly, by sending the interrupt directly to the event flag with a $QIO service call.
TELDAX uses the following procedure to implement this method. A channel is assigned to
each hardware interrupt line used on the hardware interrupt device using the $ASSGN
system service. For TELDAX purposes, the Sangamo-Weston Model 2765 Priority
Interrupt Module works efficiently as it contains eight interrupt lines and is built to sit on a
DEC Unibus (as does the Model 760 Buffered Data Channel). The asynchronous $QIO
system service routine then connects the desired event flag with the hardware channel
number using a set hardware code to set attention for when the interrupt is raised. In this
way there is no separate software logic needed to set the event flag.

Once the event flags have been set up, the process waits for activation, deletion or other
flag action, by invoking the $WAITER system service which waits for the raising of the
event flag specified. When the event flag is raised, the operation indicated begins. In the
case or the process activation this signals the beginning of real-time data acquisition or
processing.



DATA COMMUNICATION

Kernel mode processing, as discussed in an earlier area of this paper, is the preferred mode
of operation in real-time processing. Thus the use of RMS calls are not recommended, as
they run in executive mode. For this reason all reading of input data and writing of output
data to storage should be done using the $QIO system service routine. The availability of a
built-in Asynchronous System Trap (AST) call directly from the VMS $QIO routine is a
great advantage to the real-time user. Often, processing of data is done on a per record, per
frame or per block basis. By reading data into the process in the size that is to be
processed and stored, the completed $QIO routine can automatically cue an AST routine
which is your processing and storage executive. This is very efficient for it allows for
parallel processing and storage while cyclic buffering of input data is occurring. It should
be noted that this is only efficient if the data is processed at a rate less than or equal to the
rate of data input. If not, sooner or later the user will miss a block-end interrupt and will
begin to lose buffers of data due to buffer overwriting.

GLOBAL COMMON AREAS

There is usually a need in data acquisition and number manipulation and monitoring
systems for a data base of parameters which must be accessible to all processing streams.
In TELDAX this is the case, and a global common area was chosen as the method for
storing this data. By using a global common area, the parameter data base is linked to all
processes and the main program. This allows for communication of data and local flags to
all processes. A global common area is an installed region in memory which is accessible
to all programs linked to the common area and all routines which refer to it using the
proper COMMON statement in FORTRAN or .GLOBL statement in MACRO. For ease
of routine reference, the global common area in TELDAX is in the form of a FORTRAN
INCLUDE file.

This INCLUDE file is installed as the global common area and is also a part of every
routine referring to a piece of data in the common area. A global common area is built as a
block data program.

This block data program is compiled and linked and the executable code is INSTALLed in
the system. All programs using this global common area must then be linked to this
“.EXE” file using an OPT reference in the LINK program.

When deciding on whether or not to use a global common area, the advantages must be
weighed against the disadvantages. The greatest disadvantage is that the data stored in the
global common area is dynamic and at the will of both the users of the system and the
system itself. Any program linked to the global common area can change that data by



writing over the current data with new data. Using mapped sections is one solution to this
part of the problem. The data stored in the global common area is deleted every time the
system is rebooted. This means that every time the VAX goes down the global common
area is deleted and must be reinstalled with the data being recreated from scratch. Indirect
command files called by the SYSTARTUP or LOGIN files will handle reinstallation, but
data recovery must be handled on an application basis. The advantages to global common
areas include the ability to communicate information on a global basis, dynamic updating
of information stored in the common area, space efficiency and ease of installation. Each
user must weight the advantages and disadvantages as they apply to the individual
application being considered, before deciding for or against the global common area
concept.

MAILBOX COMMUNICATION

Use of the mailbox utility of VMS was mentioned briefly in the discussion of the created
process. The usage discussed in that area concerned pre-real-time activity. Mailboxing, in
general, is not time efficient and involves a good deal of overhead. It is not highly
recommended in real-time processing, but there are times when it is worthwhile. In
TELDAX, we use a separate process which does nothing but handle the logging of errors
occurring during real-time processing. The error logger double buffers the errors to
guarantee that no loss of error data will occur while a buffer of error data is being written
to the disk. The error information is passed, via the mailbox, by each process running, and
it is possible for more than one process to be reporting an error at the same time if data
rates are too high. This possibility of simultaneous reporting of errors, rules out the use of
a global common area, as the loss of error data is possible. For this reason, error logging
data is communicated via the error logging mailbox.

PROCESS DELETION

Deletion of created processes is handled internally to VMS in most cases. When a process
is no longer active, a number of activities must take place. All open channels, files and
connections must be closed.

This is done by using system services such as $DASSGN to reverse all $ASSGN’s,
$DALLOC to reverse all $ALLOC’s, and $CANCEL to reverse all $QIO connections.
The $SETSWM process swap mode routine is again called to enable swapping. All locked
buffers and expanded regions are deleted using the $DELTVA delete virtual address
system service. Finally, after any miscellaneous cleanup is completed, the process must
exit. In most cases the FORTRAN END statement will accomplish this task. What actually
occurs, and is used when a MACRO process is to exit, is the system invoking of the
$EXIT and $DELPRC delete process system service microcode. This action ends the life



of the created process. If the deletion phase of the process life cycle is time critical to the
rest of the system the user should beware. The $CANCEL and $DELPRC service routines
can be slow enough to notice. The recommended solution is hibernation to guarantee that
the process is deleted when the system expects it to be deleted.

SUMMARY

This paper has outlined an efficient and acceptable real-time telemetry processing
environment and the ability to operate efficiently within the telemetry environment. The
life cycle and communications methods discussed in this paper are used successfully in
many applications on the VAX both with and without pre-processors.

In summary, this paper represents a philosophy of real-time telemetry processing which is
more general than the VAX environment. It is a philosophy of time and space efficiency. It
is the use of this philosophy on the VAX, with the resources which VMS offers and the
real-time hardware offered by the industry, that make the marriage compatible and long-
lasting.

This marriage has made TELDAX an efficient telemetry data acquisition, processing and
storage system. It is user friendly and user expandable. Most importantly TELDAX is a
reliable software system running on a reliable, efficient computer with a reliable and
efficient set of telemetry front-end hardware.
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ABSTRACT

A Fault Isolation and Monitoring System (FIMS) for analysis of the quality of data streams
transmitted between TDRSS and NASA’s Network Control Center has been completed
and installed (Version 1) in the NASA White Sands Ground Terminal.

Due to the demands on the system’s central computer, it was decided that as much of the
operator interaction as possible should be handled by the intelligent terminal serving as the
operations control console. This paper describes the methods and protocol used to
implement the operator support software required to configure the monitoring system and
to display and report the results of the analysis.

INTRODUCTION

The function of the Fault Isolation and Monitoring System (FIMS) is to provide qualitative
and quantitative assessments of the communications between the Tracking and Data Relay
Satellite System Ground Segment (TDRSS-GS) at White Sands, New Mexico and the
Network Control Center (NCC) at the National Aeronautics and Space Administration/
Goddard Space Flight Center (NASA/GSFC) in Greenbelt, Maryland. Monitoring is
performed as specified by the NCC to insure channel integrity and as an aid in determining
the sources of failures or malfunctioning equipment.

All data to be analyzed enters the FIMS through the Distribution and Switching System
(DSS) via a “TEE” connection in the main data path between the TDRSS-GS and the



NCC. The DSS has a local command and display console for monitoring and rerouting the
data “tapped” from the main data path. For FIMS monitoring, selected channels are routed
to the Frame Analyzer (FA) System. Each of the thirty-two microprocessor based frame
analyzers can accept a data/clock pair of telemetry or command data and measure many
characteristics of the synchronization word. The characteristics to be measured and the
channels to be monitored are selected by the NCC through scheduling messages sent to the
FIMS. For more information on the FIMS hardware and interfaces see References 1 and 2.

The FIMS- operator receives the scheduling messages and configures the frame analyzers
at the FIMS console, a Chromatics CG 1999 intelligent terminal (CGT) . The frame
analyzers send summary information to the FIMS computer, a Sperry-Univac V77-600
(V77), which accumulates statistics based on this information. The V77 forms status report
block messages and transmits them automatically to the NCC via the DSS. From the CGT
console, the operator has the capability to:

- monitor dynamically accumulating or summary FA statistics maintained by the V77;

- create and store (on V77 mass storage) up to fifty FA configurations, assignable
individually or in groups of thirty-two or fewer clustered under a single name;

- recall and modify stored configurations and groups;

- receive, display, and print text messages received from the NCC;

- create, modify, store, and transmit text messages;

- selectively enable/disable automatic sending of FA reports;

- selectively enable/disable automatic printing of text messages.

Due to the real-time demands on the V77 to accept asynchronous input from the FA’s and
the NCC, it became apparent that as much of the operator interaction as possible should be
handled by the CGT.

DESIGN PHILOSOPHY

The options available to the operator for the control of the FIMS are divided into a number
of groupings of related control and monitor functions. Each such grouping, called a
service, is presented as a series of one or more pages, or screen images, which associate
displayed data with related control functions.



The screen image is divided into fields as shown in Figure 1. The MAIN FIELD is used for
data display and menu presentation. Prompts and brief instructions for use of the current
page are presented in the PROMPT area, and the service-page title is presented in the
TITLE field. Greenwich Mean Time, updated at nominal one-second intervals, is
presented in the upper right corner. Just below the GMT is a region reserved for alerting
the operator to situations requiring his attention. The LIMITED TEXT I/O area is used for
display of interactive error and confirmation messages, and for the echoing of
alphanumeric text input by the operator.

The small boxes along the bottom of the screen serve as labels for the eight function keys
on the top row of the terminal’s keyboard. The labels are changed with each change of
service-page to reflect the function implemented by pressing the associated key. It is the
pressing of these function keys, after entry of appropriate information, which initiates a
request for action by the host computer (see Figure 2).

FUNCTIONAL REQUIREMENTS OF THE V77-CGT INTERFACE

The services provided by the current version of the FIMS are: SELSER, or the select-
service service which runs automatically upon system start-up and presents to the operator
a menu of available services; FANSER, or frame analysis service, which provides the
capability to setup and monitor the results of the frame analyzers and report those results
to the NCC automatically; and COMSER, or communications service, which allows the
creation of free text messages and their transmission to NCC, as well as the receipt
display, logging and automatic acknowledgment of scheduling and free text messages from
NCC.

The support of these services entails three distinct functional requirements of the V77-
CGT interface. First, to minimize the operator’s start-up procedures, the operator Services
EXecutive (OSEX) program in the V77 must be capable of downloading the operator
support programs in the terminal, collectively called the Terminal Intelligence EXecutive
program (TIEX). The downloading method is also used for service changes, when, in
response to an operator request, a different program is loaded into the terminal memory.
Second, the OSEX program must be able to display the data it has accumulated and the
control information given to it for storage. Most of the data may be posted to the screen as
part of the presentation of the page image upon service-page change. Some items,
however, require a dynamic interaction between the V77 and the CGT concurrent with
ongoing operator support. These items are GMT updates, alert message posting, and, for
one page of FANSER (Figure 3), a five-second update of active frame analyzer data.
Finally, the V77-CGT interface is required to handle the transmission of operator input:
data stream monitoring requests, menu selection, and editing of stored message drafts and
frame analyzer setup files.



THE INTERFACE

The TIEX programs are written in BASIC and execute under the CGT’s BASIC operating
subsystem. BASIC has the ability to call on any functions available under the so-called
CRT operating system, including all graphics capabilities, cursor control commands, and
logical device reassignment. The disk operating system is also accessible from BASIC, a
feature used to facilitate the remote loading of TIEX programs without operator
intervention.

Host communication with the terminal is via four serial input/output (SIO) ports. They are
RS232 standard interfaces, and the status registers and data registers are directly
accessible to TIEX through the intrinsic BASIC function INP. Other I/O devices available
are the keyboard and the screen. To access these physical devices, ten logical input and
ten logical output devices are independently assignable to the physical devices, up to two
input and output physical devices per logical device. Host emulation of keyboard input
can, therefore, be accomplished by assigning both the actual keyboard and an SIO as
physical devices to the logical device from which the keyboard handling system expects
input. Some caution is required in the use of this method, as input is taken on a character-
by-character basis, allowing two input streams to be merged if they are sent
simultaneously. The association of a logical with a physical device is implemented by a
four-byte command given to the CRT operating system.

On the V77 side of the interface, standard FORTRAN writes are used for most output. A
special routine, CCMIO, was developed to allow a FORTRAN program much greater
control of the I/O process, including the choice of wait or no wait reads and writes, the
queuing and dequeuing of read and write requests, and the ability to check the status of
pending I/O. Using CCMIO, a double-buffered read queuing method was implemented,
assuring that operator requests for service support would not be ignored by OSEX
regardless of loading levels on the V77.

The service support requests are initiated by the operator by his entering required data, if
any, and pressing a function key, or, in some cases, a carriage return. TIEX recognizes
which function key was pressed, verifies that any required support data has been
previously entered, and transmits the request (or posts an error message prompting for any
lacking input). The request format consists of a minimum of four bytes, all ASCII
characters. The first two bytes identify to OSEX the function key struck. Since all service-
page changes are supported by both OSEX and TIEX, OSEX is always able to discern
what interpretation the identified function key is to be given, despite the page-to-page
variation in meaning of any given keystroke. The next two bytes tell OSEX how many
bytes of required support data will follow, ranging from zero to ninety-nine. The required
support data may contain the results of editing a screen full of text for message drafts or



frame analyzer setups, the name of a stored draft or setup, the number of a received
message for display, a frame analyzer number, etc.

Two different methods are employed for dynamically updating screen data, depending on
the volume of data to be displayed. For a large volume of data, TIEX tells OSEX when it
is prepared to receive the data and then turns itself off. OSEX then takes over the
keyboard and “types” the data into the CGT, restarting TIEX on completion. This method
clearly involves locking out the operator. For small amounts of data, characters are sent
one at a time to the TIEX program, and posted to the screen when an end-of-list character
is received.

THE IMPLEMENTATION

The FIMS is started from the V77 system console with a single keystroke. The CGT must
be powered up, with the SIO ports setup for the proper baud rate, etc., and the logical-to-
physical device assignments established by accessing a stored command file. The OSEX
initialization routine emulates the CGT keyboard as described above, sending to BASIC
the command to load the TIEX SELSER program from the CGT floppy disk drive. After a
five-second pause to allow completion of the loading, OSEX issues the RUN command.
similarly, when the operator requests that a new service be loaded, TIEX suspends itself,
allowing BASIC to return to command level, and OSEX loads the requested service and
restarts TIEX.

Interrupt processing is used to catch and interpret operator keystrokes. BASIC allows one
physical device to be enabled for interrupts. With keyboard interrupts enabled, the
pressing of a key causes program control to be vectored to an Interrupt Service Routine
(ISR). The first step taken by the ISR is to determine which service-page is currently
active. Next, the keystroke is identified and interpreted as required for the page. Keys
which have no significance for the current page result in error messages posted to the text
I/O region. The response to a valid keystroke may be as simple as echoing the struck key
to the current cursor position; it may involve a sequence of steps to test and adjust screen
cursor position pointers, buffer pointers, and buffer contents; or it may require the transfer
to OSEX of requests for support accompanied by appropriate data gathered from previous
keystrokes.

When a key is recognized by the ISR as requiring a page change, the main field is cleared,
OSEX is informed of the request, and a subroutine is executed. For each page of the
service there is a subroutine containing the graphics and text characters which constitute
the portions of the page unique to it. After these strings of symbols are displayed,
preparations are made for handing control of the keyboard to OSEX. The physical
keyboard is disabled to prevent the operator from merging keystrokes with those which



will be sent by OSEX. The screen is then disabled, so that system messages will not
disturb the page image. Finally, TIEX sends OSEX a signal that it is ready to relinquish
control, and executes a STOP statement. Upon receipt of the signal, called a main field
request, OSEX sends to the CGT codes which cause the terminal to leave the BASIC
subsystem and enter the CRT operating system. Thus, the subsequent characters will be
displayed in the dumb terminal mode, rather than interpreted as commands. After posting
all the required main field data, OSEX reactivates the BASIC system and restarts the
suspended TIEX program. TIEX then enables the keyboard and the screen and posts the
prompt to the operator for the new page, informing him that the keyboard is under his
control again.

While waiting to receive operator keystrokes, TIEX polls continually for characters on a
separate SIO port. The characters are sent by the Auto Analysis MAnagement (AAMA)
program in the V77, and are used to update the GMT, the frame analyzer dynamic reports,
or the operator alert message. TIEX reads the status register for the SIO port and tests
whether the character-ready flag is set. If it is, the character at the port is read and tested
for validity as one of the three distinct flag characters. In case the character is not one of
the flags, a character is sent to AAMA telling it to abort whatever update is in progress. If
the flag is recognized as requesting an update of GMT or an alert, TIEX sets cursor
positioning variables for posting the GMT or alert, clears an update buffer and a character
counter, and sends an ok-to-send character. Then the status register is tested until another
character is received. As long as the character count maximum is not exceeded and an end-
of-list or abort character is not received, each character is loaded into the update buffer
and an ok-to-send character is sent in response. When an end-of-list character is
recognized or the character count maximum is reached, the update is posted to the screen.

If AAMA detects that too much time ( >100 msec) has elapsed between sending a
character and receiving the ok-to-send acknowledgment, it sends TIEX an abort character
and stops the sending process. TIEX abandons the character gathering procedure and
returns to the flag searching loop. The purpose of the abort procedure is twofold. First, it
prevents GMT from being posted if the delay between characters is excessive, so that old
times will not appear. The more significant purpose lies in the assumption that an
excessive delay implies a foul-up in the handshaking procedure. AAMA is able, with this
method, to go back and try again with a flag character, and TIEX, wherever it is in its
process, is informed that it should give up and wait for a new request flag.

The update polling procedure must allow keyboard interrupts at any point in its execution.
operator keystrokes take priority over updates, and they cause control to be vectored to the
ISR. Most keystrokes entail echoing the struck character to the screen or otherwise
moving the cursor as part of the response. To ensure that the correct screen position is
maintained, careful tracking of the cursor is required. If a keyboard interrupt is received



while the update software has the cursor in the GMT or alert fields, it must first be
returned to its operational position for the keystroke response, then placed back at the
update position for the completion of update posting, and finally replaced at the new main
field operational position. To accomplish the cursor tracking, the cursor position is stored
before servicing a keystroke interrupt and again just before returning from the ISR. By
testing the location before the keystroke, TIEX can determine whether an update was in
progress, and if so, return to the section of code which will complete the process. If no
update writing was in progress, the ISR returns control to the point at which a new update
flag is awaited.

For frame analyzer dynamic report updates a method like the page change main field
request is used. Rather than gathering the characters one at a time, TIEX prepares as
described above for a page change and hands control to OSEX. This locks out the operator
for a brief period, but is not disturbing in practice.

CONCLUSIONS

The flexibility gained in the design and implementation of a complex software system
through the use of intelligent terminals is well worth the substantial efforts required to
establish communications protocol within the system. Especially significant is the removal
from the host computer of the human interface, with its demands for asynchronous, input-
driven programming.
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PERFORMANCE OPTIMIZATION OF PCM/SCO TELEMETRY
SYSTEMS

Harold O. Jeske
Sandia National Laboratories, Albuquerque, NM 87185

ABSTRACT

These hybrid TM system design procedures indicate how PCM channel performance
comparable with that obtainable from an optimally designed PCM/FM transmission system
may be obtained even though numerous subcarrier channels are included in the system.
Optimal design goals are those that permit satisfactory telemetry system operation with a
minimum of transmitted power. By careful control of the transmitter modulation levels and
the use of predetection filtering during playback, a lowering of the PCM channel’s
threshold, equivalent to at least quadrupling the transmitter power over conventional
practices, is obtained. This report briefly discusses the design objectives of FM/FM and
PCM/FM systems followed by a more detailed discussion of hybrid systems using FM
subcarriers above the PCM signal on the baseband. A simplified, but comprehensive,
discussion of FM sidebands is presented in the appendices to aid in understanding the
limits and restrictions in this hybrid TM system design procedure.

SUMMARY

Normally FM/FM systems employ pre-emphasis to equalize or adjust the SNR of the
various subcarrier channels at the receiver output. In addition it is usually desirable to
modulate the transmitter such that the subcarrier channels have a good or usable input
SNR when the RF system reaches threshold or begins to become unusable. Optimum
parameters for PCM/FM systems are a peak-to-peak deviation of approximately 0.7 times
the NRZ bit rate and a transmission system bandwidth essentially equal to the bit rate.
These conditions provide usable transmission with the least transmitter power. Hybrid
systems designed by these procedures permit meeting the desired design requirements for
both FM/FM and PCM/FM systems.

The RF spectrum produced by the simultaneous modulation of an FM transmitter by
several subcarriers produces a rather complex set of sidebands. They include not only
sidebands equal to the modulation frequencies from the carrier (and multiples of the
modulation frequency) but also sum and difference frequencies of the modulation
frequencies from the carrier. The energy in these sidebands is effectively taken from the



unmodulated carrier power. Under the subcarrier modulation conditions in hybrid TM
systems, the transmitter carrier is reduced less than 2 dB (37 %), relative to the
unmodulated carrier. This remaining carrier power is effectively the power available for
the PCM channel. The addition of PCM to the subcarrier modulation spectrum effectively
causes the entire RF spectrum to be offset above or below its original position by one-half
the PCM peak-to-peak deviation.

By proper selection of system parameters, it is possible to remove the primary RF
sidebands produced by the subcarriers and the relatively wideband transmission system
noise from the vicinity of the desired PCM spectrum. This is accomplished during the
playback of predetection tapes.

Subcarrier data is recovered by conventional tape playback methods. PCM data may be
recovered in the same manner, under good received signal conditions or by the use of
additional predetection filtering. The PCM channel’s threshold may be enhanced by the
ratio of the receiver bandwidth to the PCM predetection filter bandwidth.

INTRODUCTION

Multiple channel data transmission by RF telemetry (TM) employs either time division or
frequency division multiplexing. Time division multiplexing, employing pulse code
modulation (PCM), provides high accuracy data transmission over a wide range of signal
strength conditions. Frequency division multiplexing, using FM subcarrier oscillators
(SCOs), is normally employed for the transmission of event and broadband data because of
its continuous data characteristics and greater transmission efficiency. For these and other
reasons, many TM systems employ a hybrid scheme of PCM and SCOs to satisfy a wide
variety of data requirements. These hybrid modulation systems provide excellent
performance where conditions permit sufficient received signal strength for the receivers to
operate above threshold. PCM/SCO systems may be configured in several ways. The
preferred way, under adverse RF propagation conditions, is to modulate the lower end of
the transmission systems’ baseband with the PCM spectrum and place the required
subcarriers in the upper portion of the baseband. This report describes the necessary
modulation and other conditions of PCM/SCO hybrid systems, whereby the threshold of
the PCM channel is typically lowered at least 6 dB relative to normal operating conditions.
This lowering of the PCM threshold is equivalent to an increase in the transmitter power
by a factor of 4 for the same PCM system performance.

This report not only discusses the optimization of hybrid systems but also includes, in the
appendices, a simplified but rather comprehensive discussion of the modulation sideband
structure of the systems under consideration.



BACKGROUND

Although no standard operating procedures are known to exist for FM/FM or PCM/FM,
certain guides have been developed from both theoretical and laboratory studies which are
in good agreement. In the optimal design of hybrid TM systems, it is desirable to apply
these guides, or good operating procedures, to the system design. Since the ultimate limit
of system performance is determined by the FM transmission system employed, a
summary of the salient characteristics of FM systems is presented as well as those of
FM/FM and PCM/FM systems.

FM System Characteristics

The threshold of an FM channel or system, as used in this report, is defined as the point or
region above which the output signal-to-noise ratio (SNR) of the receiver or subcarrier
channel is directly proportional to the input SNR of the demodulator or discriminator.
Above threshold, the noise on the demodulated output signal is symmetrical and the noise
density is proportional to frequency in the baseband out to the cut-off frequency of the
system as opposed to a uniform or white noise characteristic. This noise shape is
characteristic of FM system noise and is frequently referred to as triangular noise that
produces a parabolic power spectral density to the baseband cut-off frequency. Slightly
below threshold the receiver output noise is nonsymmetrical with noise spikes generally
occurring toward the center of the channel. This noise characteristic is frequently referred
to as unsymmetrical or pop noise.

The threshold in FM systems occurs in the SNR region of 9 to 14 dB in the IF amplifier or
discriminator channel selector, depending on the application or the severity of the pops
permissible. In multiplex systems each channel, that is, the RF, the PCM, and the SCO
channel, has a given threshold which is dependent on its individual SNR conditions. Noise
power in a given channel is normally directly proportional to its predetection bandwidth. It
is therefore frequently desirable to decrease a channel’s bandwidth to a practical minimum
value, consistent with the requirements for satisfactory data transmission, in order to
improve the performance under adverse transmission conditions. This decrease in width
makes possible the PCM threshold improvement using the techniques described in this
report.

Optimally Designed PCM Systems

Optimum system parameters for PCM transmission, by which satisfactory performance
with a minimum power on FM RF links (PCM/FM) is obtained, requires a modulation
level producing a peak-to-peak RF deviation of approximately 0.7 times the NRZ bit rate
and the use of a final predetection bandwidth equal to or slightly greater than the bit rate.



These are the approximate conditions that this hybrid system design attempts to meet. By
the use of predetection recording and the use of additional bandpass filters prior to
demodulation, PCM performance of the hybrid system can be made to approach that of a
pure PCM/FM system. Real time or nonrecorded performance improvements can also be
made with proper receiver station modifications.

Bandwidth, Noise, Modulation Levels, and Threshold Relationships

In any transmission system a certain amount of noise is added to the desired signal. The
major source of noise in FM telemetry systems is normally due to thermal noise and results
in a uniform noise power density near the frequencies of interest prior to the demodulation
or detection process. The noise power which is added to the signal is therefore a function
of the bandwidth of the noise permitted to pass through the channel. Receiver system
bandwidths are generally selected to be a compromise between sensitivity (using minimum
permissible bandwidths) and low distortion (using relatively wide receiver bandwidths and
increased modulation). Fortunately, PCM systems permit a moderate amount of noise and
distortion to be added to the signal without data quality degradation, because of the ability
to reconstruct the original bit train in the decommutation process.

Normally, FM transmission systems are considered desirable because of their noise and
distortion improvement characteristics when using frequency deviations and bandwidths
that are large compared to the modulation frequency. While these improvements are
obtained in wideband systems for received signal conditions above threshold, their
thresholds are higher than narrowband systems. This results effectively in a requirement
for a greater transmitter power to obtain the same threshold for a given RF propagation
condition. The effect of decreasing receiver bandwidth in an FM system in order to lower
the threshold is to increase distortion. For complex modulation signals, such as multiple
subcarriers, this produces numerous cross products of the various modulation frequencies.
These cross products are classified as intermodulation noise on the receiver’s demodulated
output. The amount of this noise is very difficult to predict in a practical case. Fortunately
predetection (pre-D) recording can be made relatively wideband and the ultimate system
bandwidth may be selected on playback.

In the technique to enhance the PCM threshold, actual receiver bandwidths must be
adequate to pass the highest subcarrier frequencies plus the PCM deviation. However, for
the recovery of the PCM under adverse propagation conditions the pre-D bandwidth is
reduced to a minimum for the PCM channel prior to demodulation, resulting in the removal
of the principal subcarrier components and much of the thermal noise present. In general,
however, secondary subcarrier sideband components are present in the PCM portion of the
spectrum due to the frequency modulation process as discussed in Appendix A. These
components can be kept to tolerable levels by control of the transmitter modulation levels



by the SCO channels. The PCM channel, in effect, is sandwiched between the first
sidebands produced by the subcarriers with some ambient pseudonoise always present in
the PCM channel when the difference frequency between any of the subcarriers is less
than one-half the PCM bit rate.

The use of premodulation filtering of the PCM signal is not considered beneficial in
improving the threshold of the PCM channel. If premodulation filtering is employed, it
should be done with moderation such that the major portion of the overall filtering may be
done in the pre-D filtering process.

Pre-Emphasis and Thresholding of Subcarrier and RF Channels

Because of the triangular noise characteristic of FM transmission systems, pre-emphasis is
normally employed in frequency division multiplexing telemetry systems. The goal of pre-
emphasis is usually to provide equal signal-to-noise conditions for each of the subcarrier
channels. For constant bandwidth channels, this is accomplished when the transmitter
deviation by the particular channel is made proportional to the center frequency of the
channel. When channels of mixed bandwidths are employed, the wideband channels are
required to deviate the transmitter by a greater amount to account for the increased noise in
their respective bandpass filters.

Thresholding occurs in the region where the noise peaks equal the peak level of the signal
on a particular channel’s bandpass filter output. Since noise has random characteristics,
threshold is actually a region as opposed to a given point. Thresholding is not a direct
function of the modulation index, the deviation ratio, or other modulation conditions
employed in the system, but is a function of the SNR of the channel prior to detection.

The amount of noise voltage on the output of a channel selector, used to separate
subcarriers (or PCM), is proportional to the square root of the upper channel frequency
limit cubed minus the lower channel frequency limit cubed.1 One of the first considerations
to be made in the hybrid system design is to determine the relative transmitter deviation
required by the various channels for equal SNR conditions. If they all have the same
signal-to-noise ratio, they should threshold simultaneously as the received signal
decreases.

Since the normal telemetry system using SCOs actually is a cascade of two systems,
overall system performance will rapidly degrade when either the RF system or the
subcarrier system falls below its threshold. Good system design dictates that the RF should
threshold before or simultaneously with the subcarrier channels. The condition for this to



* Ratio of the peak deviation of the transmitter produced by a subcarrier, divided by the subcarrier
frequency.

be true is that the modulation index (MI)* is equal to or greater than the square root of two
times the subcarrier bandwidth divided by the receiver bandwidth.1

HYBRID SYSTEM DESIGN CONSIDERATIONS

The ability to obtain PCM performance, in a hybrid system, approaching that of an
optimized PCM/FM system is dependent on the subcarrier frequencies and their
modulation depth on the transmitter. The PCM performance degradation by the presence
of the SCO channels effectively results in a reduction in transmitter power, the production
of adjacent channels, and the production of noise in the desired portion of the RF
spectrum. A detailed discussion of these effects are presented in Appendix A.

Effectively, the amount of carrier power available for the PCM channel is equal to the
transmitter power minus the carrier suppression produced by the subcarriers.2 This may be
found by taking the summation (in dB) of the J0 terms produced by each of the subcarriers
that are modulating the transmitter as discussed in Appendix A. The amount of carrier
suppression may normally be found by considering the subcarrier to be unmodulated and
located at center channel. However, with wideband subcarrier channels located at low
channel edge, the amount of carrier suppression may be significantly greater than at center
channel and should be taken into account.

The pseudonoise components CE and AG shown in Figure A-6 are effectively a product of
the first-order sidebands of the two modulation tones and are spaced from the carrier an
amount equal to the difference frequency of the tones. These two pseudonoise components
add coherently with the carrier to produce amplitude modulation (AM) on the carrier even
though they were produced by the FM process.

One of the limitations of hybrid system design is the difference frequency, or psuedo-
noise, components as shown at 165-112 = 53 kHz (positions CE and AG) from the carrier
in Figure A-6 (Appendix A) since this is the spectrum region that will be used to recover
the PCM data. In general, this region of the spectrum will contain many components that
are produced by the difference product of the first-order sidebands of the subcarriers.
Since these difference frequency sideband pairs are coherent with the carrier, the apparent
AM produced on the carrier is 6 dB greater than the individual sideband level indicated.

The number of difference frequency components produced on each side of the carrier by
the first-order sidebands of the subcarriers will be n(n-1)/2 where n is the number of
subcarriers employed. Position of these components from the carrier will range from the
smallest to the largest subcarrier frequency separation. For a group of n equally spaced



* On these two systems, the rms transmitter deviation by the wideband channel was still greater
than 85% of the total transmitter deviation.

constant bandwidth channels, n-1 products will fall in the vicinity of the adjacent channel
separation from the carrier, n-2 products at approximately twice the channel separation,
etc. If the maximum frequency separation exceeds the PCM bandpass filter’s limits, some
of the components may be removed by the filtering. However, the usual system would
probably permit the majority of the components to be present in the filtered PCM
spectrum. Since the subcarrier channel outputs are random, their interference effects on the
PCM channel are noiselike and best expressed in an rms manner.

In the process of bandpass filtering the desired portion of the RF spectrum, much of the
pseudonoise is effectively converted to phase modulation of the pre-D PCM signal by
removing only one of the sidebands. With one sideband removed the resulting phase
modulation of the carrier is equal to the ratio of the sideband amplitude to the carrier
amplitude. This is essentially the same as the MI for the small ratios encountered. The
product of this MI and the frequency difference between the carrier and the sideband
yields the spurious FM produced on the PCM signal.

Spurious AM is also present when one of the pseudonoise sidebands is removed. The
amount of AM in this case is equal to the sideband-to-carrier ratio instead of twice this
ratio, the amount that exists when both pseudonoise sidebands are present.

The use of wideband channels with their theoretical pre-emphasis dictates large transmitter
deviation by these channels. In the design of hybrid systems with wideband subcarrier
channels, the wideband channels tend to be detrimental in two ways. First, by the fact that
they require a larger MI that tends to suppress the carrier rapidly. Second, due to their
higher MI, the first sidebands are larger thus producing larger difference frequency
amplitudes.

In the design examples of systems 1 and 2 (Appendix C) the pre-emphasis for the
wideband channel was reduced somewhat because the data of interest on the channel was
expected during good signal conditions and so that the improved PCM channel
performance could be obtained.* The ideal hybrid system designs are those with
narrowband subcarriers of one given bandwidth. Under this condition the MIs required for
simultaneous thresholding are small and equal on all SCO channels resulting in low carrier
suppression and low PCM interference effects.

HYBRID SYSTEM PERFORMANCE

Hybrid systems 1, 2, and 3 described in Appendix C have experienced considerable field
use as well as lab testing under controlled conditions. In general, flight conditions for



systems 1 and 2 produce blackout of the telemetry signals during reentry. TM signals from
system 3 experience considerable flame attenuation during launch. In the playback of
range-recorded flight test tapes from these systems that use additional pre-D filtering, a
marked improvement in the PCM data quality has always been observed during adverse
signal propagation conditions.

The degree of threshold improvement should be equal to the ratio of the receiver IF
bandwidth to the pre-D filter bandwidth employed during PCM recovery minus the RF
carrier suppression. (The threshold degradation due to the pseudonoise is considered
insignificant.) Under these conditions the PCM threshold enhancement should be slightly
over 8 dB for the systems tested. Measured improvements indicated at least 7 dB in all
cases. Compared with a PCM/FM system of the same power and bit rate, the performance
of these systems should differ only by the carrier suppression which is less than 1.5 dB.

PCM channel performance of hybrid systems offers some practical advantages over a
PCM/FM system in that problems associated with proper receiver tuning, doppler shifts,
and bandwidth selection are made during tape playback instead of at the receiving station.
To obtain the potential PCM channel enhancement it is necessary that the signals be
maintained in the pre-D form until the additional filtering is done. The use of conventional
FM recorded signals, even though they are similar to pre-D signals, provides no possibility
of PCM threshold enhancement because the system threshold was established in the
receiver.

PCM data recovery is ordinarily done by the use of a conventional subcarrier
discriminator. The desired pre-D filtering may be readily obtained by selecting a subcarrier
channel with approximately the desired bandwidth. The pre-D tape playback signal is
down-converted to the input frequency of the discriminator. The output of the
discriminator is applied to the input of the decommutator and an oscilloscope. Proper
tuning of the pre-D signal to the discriminator is accomplished by tuning the local
oscillator of the down converter to remove any bias observed on the discriminator output.
This tuning capability is desirable not only to track doppler effects but also to tune out the
various transmission system frequency errors.

Because of the small transmitter deviation by the PCM channels, all sources of dynamic
frequency error to the pre-D recorded signal are considered important. Transmitter
incidental FM during conditions of high mechanical environment and tape machine speed
errors were originally considered most detrimental to successful system operation. If
difficulties have occurred from these causes, however, they have not been readily
apparent. Most system difficulties observed are believed to be due to operation of the
receivers without crystal control of the first local oscillators.



* Ratio of peak deviation to the modulating frequency

CONCLUSIONS

These procedures not only provide well-designed hybrid TM systems for conventional
playback methods but also permit the enhancing of the PCM channels threshold under
adverse signal propagation conditions.

With hybrid TM systems typically employed by Sandia National Laboratories,
Albuquerque, the PCM threshold enhancement possible appears to be in the order of 8 dB.
Practically the only system characteristic that may prevent attaining this optimum system
performance is transmitter and receiver incidental FM that becomes comparable with the
transmitter PCM deviation.

APPENDIX A

RF SPECTRUM OF FREQUENCY MODULATED SYSTEMS

To understand the operation and limitations of the optimum design of hybrid PCM/SCO
TM systems, knowledge of the characteristics of FM sidebands is considered necessary.
For this reason, a simplified discussion of modulation sidebands is presented beginning
with modulation by a single tone or modulation frequency, then with multiple tones, and
finally with the addition of PCM on the lower portion of the baseband of the RF system.

SINGLE TONE MODULATION

With a single modulating frequency, the carrier and the sideband levels are dependent
upon the MI* and follow the values of Bessel functions of the first kind for the J0, J1, J2,
etc, values for a given value of the argument (MI). Figure A-1 is a plot of Bessel functions
of the first eight orders for arguments of the function x up to 12. The J0 term represents the
amplitude of the carrier; the J1 term represents the amplitude of the first-order sideband
located fm (modulation frequency) above and below the carrier; J2 represents the amplitude
of the second-order sideband located at 2fm above and below the carrier; etc. For any MI,
except zero, there is theoretically an infinite number of equally spaced sidebands about the
carrier. For certain values of the MI, the carrier or certain sideband pairs may be zero in
amplitude. Practically speaking, the FM modulation spectrum is independent of the center
or unmodulated frequency of the source as long as the center frequency is much greater
than fm and the deviation, as it is in most cases. In pure FM systems, the average power is
constant; that is, the sum of the energy of the carrier and all of the sidebands is constant.



Since the MI is the ratio of peak deviation to fm, a change in either the modulation level
(deviation) or the modulation frequency will change the level of the sidebands with respect
to the carrier. If an MI of 2.405 exists, the carrier (J0) becomes essentially zero. This is the
condition normally used to calibrate the deviation sensitivity of FM transmitters or other
FM sources under dynamic modulation conditions. This may be done by observing the RF
spectrum on a spectrum analyzer to determine the first carrier null as the modulation level
is increased. Since the carrier level is dependent on fm (which can be accurately controlled
or measured), the dynamic deviation can be accurately determined. At the first carrier null,
the peak deviation is equal to 2.405 times the fm.

In Figure A-2 the Bessel functions are presented in a form more convenient for the
analyses of the spectrum of RF systems, such as those presented here.

MULTIPLE TONE MODULATION

Mathematically, the modulation spectrum of an FM system with multiple modulation tones
is considerably more complex than the single tone case because FM is a multiplication
process rather than an addition of two or more adulation spectrums.2

FM may be defined as the process whereby the instantaneous frequency of a carrier is
deviated from its nominal value in accordance with the instantaneous amplitude of the
modulating signal. To give a practical understanding of the modulation of a multiple tone
modulation system, consider the process taking place in the example of Figure A-3. Here
we have two sources capable of being independently frequency-modulated feeding a
multiplier or mixer. The output of the mixer will have the same characteristics (considering
the sum products) as an FM source being modulated by two tones simultaneously. This is
because the instantaneous output frequency deviation will be directly proportional to the
instantaneous sum of the two modulation signals which satisfies the FM definition.

Figures A-4 through A-6 illustrate the action of the upper mixer in Figure A-3 for two
simultaneous modulation frequencies. Figure A-4 is a representation of the output
spectrum of FM source 1 when modulated with a tone of 165 kHz and an MI of 0.62.
Figure A-5 is a representation of the output of FM source 2 being modulated with a tone of
112 kHz and an MI of 0.25. For simplicity, sidebands above the second- and first-order of
the FM sources 1 and 2 respectively have been omitted.

For convenience, each sideband in Figures A-4 and A-5 is lettered with its amplitude (with
respect to the amplitude of its unmodulated carrier) shown in parenthesis. Figure A-6 is the
sum frequencies of the mixer output. The carrier and the sidebands are shown with a
double letter notation to indicate which of the components of Figures A-4 and A-5
produced them.



It should be noted that all of the original components including the carrier of Figures A-4
and A-5 have been reduced in amplitude in Figure A-6. It should also be noted that eight
new sideband components have been introduced. These are effectively sidebands of one
modulation frequency above and below the sidebands produced by the other modulation
frequency. The amplitude, in dB, of each component of Figure A-6 is the sum of the
amplitudes producing that component. The effect of adding more modulation tones may be
deduced by adding the spectrum of each tone, one at a time, to the spectrum shown in
Figure A-6.

Of particular concern in this report is the carrier amplitude reduction (BF) and the two new
components CE and AG of Figure A-6 for they control the effective signal-to-pseudonoise
ratio (SPNR) of the PCM portion of the hybrid modulation system. These new components
are above and below the carrier by the difference frequency of the two modulation tones.
For systems employing more SCOs, an additional component (SCO difference frequency
from the carrier position) is produced for each combination of SCOs taken two at a time.

SPECTRUM MODIFICATION WITH BASEBAND PCM

To this point, PCM modulation has not been mentioned as far as the RF spectrum is
concerned. The addition of the PCM modulation is best visualized by considering that the
PCM modulation signal is applied to another FM source whose output is fed to an
additional mixer whose other input is being fed by the composite tone modulation
spectrum of Figure A-6. The output of this mixer will contain the composite modulation of
the subcarriers and the PCM. In doing this, it should be apparent that all components of
Figure A-6 will be one-half the peak-to-peak deviation of the PCM signal above or below
that shown depending upon whether a 0 or 1 is being transmitted.

Figures A-7 through A-9 are spectrum analyzer photos of a frequency modulated source
approximating the conditions described in Figures A-4 through A-6 respectively.

Figure A-10 is effectively an enlarged photo of the center portion of the spectrum shown in
Figure A-9. Figure A-11 is the modulation spectrum produced by a 2047-bit,
pseudorandom NRZ PCM wavetrain. Figure A-12 is the spectrum produced by the
simultaneous modulation of the FM source by the two tones and the PCM wavetrain. It
should be noted that the higher energy portion of the PCM modulation spectrum appears to
be present on each of the major sideband components of Figure A-10 as well as the carrier.

Modulation conditions for the spectrum analyzer photos of Figures A-10 through A-12 are
essentially those of system 2 described in Appendix C.



Figure A-13 is the same as A-9 except the lower of the two modulation frequencies is
being frequency modulated. Figure A-14 is a spectrum analyzer photo of the subcarrier
sideband structure (without PCM) of system 3 described in Appendix C.

APPENDIX B

PCM/FLSC COMPATIBILITY

The conditions which determine the compatibility of the lowest frequency subcarrier (FLSC)
with the PCM channel parameters are illustrated in Figure B-1. For simplicity, the
difference frequencies produced by the first-order sidebands of two or more subcarrier
channels as discussed in Appendix A, are not included.

In the discussion of the addition of PCM to the spectrum of subcarriers in Appendix A, it
was indicated that a convenient way to visualize this action was to consider that the carrier
and the subcarrier sidebands are moved either above or below their normal position by an
amount equal to one-half the peak-to-peak deviation produced by the PCM channel. With
this in mind, it should be apparent that the PCM signal reduces the guardband between the
first sideband of the lowest subcarrier and the cut-off of the PCM pre-D bandpass filter by
one-half the peak-to-peak deviation.

Figure B-1 shows that the effective guardband is equal to

where
FLSC = the lowest subcarrier frequency
)F  = the peak-to-peak transmitter deviation by the PCM channel
BW = the bandwidth of the bandpass filter employed to enhance the PCM channel’s

pre-D SNR

Using the deviation and bandwidth characteristics considered ideal for PCM transmission,
plus the typical out-of-band attenuation for subcarrier channel selectors, the minimum
subcarrier frequency should not be less than approximately 1.6 times the bit rate of the
PCM system employed.



APPENDIX C

HYBRID SYSTEM DESIGN EXAMPLES

To conveniently calculate the desired deviation levels of both the subcarriers and the PCM
channel of a hybrid TM system a program for calculating hybrid system parameters and
characteristics was written for an HP-97 calculator. The examples of Table C-1 are for
systems that have been designed for use by SNLA.



The HP-97 program computes the relative noise in the required SCO and PCM passband
segments of the receiver’s output. Based upon a transmitter deviation of 0.75 times the bit
rate (NRZ) for the PCM channel, the SCO’s deviations are computed to provide the same
input SNR for all data channels.

The amplitude of the first sidebands produced by the subcarriers are calculated to be equal
to MI/2. This approximation is less than 14 % in error for MIs up to 1 and less than 3.5 %
in error for the range of MIs employed. The relative PCM carrier power is calculated to be
equal to 1-2(MI/2)2, which is within 7% of the Bessel value under the worst case
conditions calculated. These errors in the calculations of the carrier and first sidebands are
in the conservative direction and are, in general, less than the effect produced by a
subcarrier being deviated from the channel center to the channel edge. Second and higher
order modulation sideband components are not considered relevant for the range of MIs
encountered.

Spurious FM is calculated as being equal to the product of the amplitude of the first
sidebands times the frequency difference between them for each pair of subcarriers
separated less than the PCM bit rate. This is an approximation of the AM to FM
conversion produced by the removal of one of the sidebands of the pseudonoise
components by the PCM pre-D filter.

Spurious AM is calculated as being the summation of the products of all first-order
sideband components whose difference frequency is less than one-half the bit rate.

It can be seen from Figures A-10 through A-12, and the associated discussion, that the
large majority of the RF energy is contained in a bandwidth equal to twice the highest
subcarrier frequency plus the PCM bit rate. The minimum receiver bandwidth (Bc)
indicated in the table adds an additional 20 % to this value in order to provide an estimated
practical bandwidth limit. By the use of pre-D recording the actual receiver bandwidth may
be made significantly wider without suffering detrimental effects.

K. Uglow’s factor is an expression of the relative ratio, in dB, of the SNR of the subcarrier
and PCM channels to the SNR of the receiving system using the minimum receiver
bandwidths indicated. The factor is equal to 20 log (Bc/2Bs)1/2 MI where Bs is the
deviation bandwidth of the SCO channel. With the values indicated, the RF system will
threshold before the data channels which should be the case in good system design. If all
data channels are adjusted to threshold simultaneously, the K. Uglow factor will be the
same for all data channels. In systems 1 and 2 a departure was made from the theoretical
pre-emphasis of the reference channels (see Table C-1 Note 1 for additional information).



The deviation of the transmitter by the PCM to 0.75 times the bit rate, instead of 0.7 was
initially considered desirable because of potential transmitter IFM and system tolerances.
Laboratory tests indicated possibly a 0.3-dB PCM threshold degradation by this increased
deviation.

System 3 of Table C-1 was originally configured with a PCM deviation of approximately
225 kHz peak-to-peak. Tests under this condition indicated that all subcarrier channels and
the PCM channel reached threshold simultaneously. The PCM deviation was then reduced
to approximately 35 kHz peak-to-peak and the threshold was again determined. After the
reduction, no measurable difference was found in the PCM threshold level when using
conventional playback methods. By bandpassing the desired PCM portion of the pre-D
spectrum with an EMR 410 discriminator, an improvement in the PCM threshold of
approximately 7 dB was found. PCM threshold was determined in all cases as the RF level
at which sync losses started for the PCM channel. Subcarrier threshold was the point
where spike or pop noise started on the subcarrier discriminators output. The RF output
level was incremented in 1-dB steps for these tests.
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Figure A-1  Bessel Functions for the First Eight Orders
(Carrier and Sideband Levels vs Modulation Index)

Figure A-2  FM Carrier and Sideband Levels vs Modulation Index



Figure A-3  Synthesis of Multiple Modulation FM Signal

Figure A-4  FM Modulation Spectrum for an MI
of 0.62 (first- and second-order sidebands only)

Figure A-5  FM Modulation Spectrum fo ran
MI of 0.25 (first-order sidebands only)

Figure A-6  Combined Modulation
Spectrums of Figures A-4 and A-5



Figure A-7 FM Spectrum Photo
for MI = 0.62

Figure A-8  FM Spectrum Photo
for MI = 0.25

Figure A-9 FM Spectrum Produced by the Simultaneous
Modulation Conditions of Figures A-7 and A-8

Figures A-7 through A-9
Horizontal - 100 kHz/div

Vertical - 10 dB/div
Ref - one division below top line



fSCO MI **f

165kHz 0.62 103 kHz Peak
112 kHz 0.25 28 kHz Peak

Figure A- 10 RF Spectrum as Shown in Figure A-9 With Sweep
Reduced to 50 kHz/div

BR = 54 KB/S
Peak-to-Peak Deviation
= 40.5 kHz
Figure A-11 Modulation Spectrum of
Psuedorandom NRZ PCM Code

Figure A-12 Modulation Spectrum Produced by the Addition of
the PCM Modulation of Figure A-11 to the Subcarrier
Modulation of Figure A-10

Figures A-10 through A-12
Horizontal - 50 kHz/div

Vertical - 10 dB/div
Ref - one division below top line



Figure A-13 FM Spectrum Produced as in Figure A-14 Modulation Spectrum of the
Figure A-9 Except the Lower SCO is 10 SCOs of System 3 Described in Appendix C
Frequency Modulated

Figure B-1 PCM/FLSC Compatibility
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ABSTRACT

This paper deals with the use of preprocessors to reduce loading on real-time computers.
The problem of multiplexing large amounts of data, exceeding the processing capabilities
of most large-scale, real-time computers is discussed in detail. Implementation of hardware
solutions to multiple Pulse Code Modulation (PCM) link multiplexing is dealt with. Use of
firmware algorithms to reduce preprocessor front-end loading, as well as through-put
reduction is discussed. The paper covers the different techniques used to take advantage of
modern firmware preprocessor/multiplexers to select data for real-time computer
processing.

INTRODUCTION

In designing a large telemetry system used for processing multiple PCM data streams, the
problem of computer loading becomes a major factor. Bit rates for streams in the 2-3
Megabit/second range are routed to a computer in real-time with an aggregate word rate of
1-1.2 Megawords. This exceeds the computer’s bus capability without considering system
overhead. It becomes apparent that a front-end device is required to multiplex the streams
and select only the data parameters required for real-time processing. In short, we
multiplex several PCM streams into one, and screen out all undesired data to reduce the
processing load on the host computer.

Word selection from each PCM stream is accomplished at the PCM decommutator level.
The selected words are then multiplexed by the preprocessor and subjected to various
algorithms before going to the host. The preprocessor passes the data parameters directly
to the host’s memory using an identification tag as the memory location. The host’s
software selects a parameter in the predefined memory location, logs it to disk, and
processes it for graphic displays.



PREPROCESSOR DEVICES - THE MULTIPLEXING TECHNIQUE

It is now practical to use preprocessor devices for multiplexing high speed, multiple PCM
streams from already decommutated data. Normal PCM decoms send their data directly
from the decommutator into the computer via a computer interface. Where multiple
streams are decommutated, the solution is to use multiple computer interfaces for
processing the data (Figure 1). This technique basically funnels raw data from a
decommutator device into the computer for sorting and tagging. This forces the host
computer to do some type of subframe decommutation. This is usually a time-consuming
procedure, with high computer system overhead and extensive programming required to
support multiple streams. Once the stream count gets beyond two or three PCM streams,
the interfaces consume a high amount of computer time and become costly in both
hardware and software complexity. To reduce computer loading, the goal is to achieve the
merging or multiplexing of multiple PCM streams, processed by different PCM
decommutators, into a format a computer can easily use. When stream quantities reach
four to six in magnitude, especially with high-rate PCM, the load on the host computer
becomes so high that real time functions are limited. This limitation is especially true in the
mini-computer class, where high overhead operating systems are normally used. An
alternate solution to directly bring the output of multiple PCM decoms into a computer, is
to install a preprocessor between the decommutator outputs and the computer.

The preprocessor takes multiple streams (many units are available today with up to six-
stream merging capability) and merge these PCM streams into one, so that the host
computer can process them through one interface in an expedious manner (Figure 2).

SUBFRAME PROCESSING

An important feature of this multiplexing technique is that most preprocessors on the
market support multiplexing with subframe and frame information identified by the
incoming decommutation. Basically, the subframe decommutation occurring in the PCM
decommutator is utilized by the preprocessor using hardware techniques (Figure 3). This
technique prevents the host computer from doing any unnecessary subframe
decommutation. Words processed by the preprocessor are, therefore, identified by their
frame and subframe before being multiplexed into the output stream created by the
preprocessor unit. The preprocessor, therefore, can handle subframe and frame words
selection in up to six high-speed PCM streams.

PREPROCESSOR FRONT END LOADING

The only factor limiting word rate is the front end of the preprocessor. The multiplexing
process for each individual stream loaded into the preprocessor can be overloaded. These



front ends usually are capable of handling four- to six-hundred kilowords, with burst rates
up to 1.2 megawords. This limitation, however, can usually be overcome by doing word
editing in the PCM decommutator before the data is transferred to the preprocessor. That
is, only the words that need to be preprocessed before entering into the host computer are
selected. Even when front end rates are exceeded by the multiple PCM streams, data is
lost but synchronization is not. This is an important feature because software restarts for
initialization phases are not required.

MULTIPLEXING USING ALGORITHMS

Another powerful tool in data multiplexing using preprocessors is the ability of many units
to select data based on preprogrammed parameters (Figure 4). This selection is usually
done in the preprocessor firmware by arithmetic means. Techniques for accomplishing
data discrimination apply algorithms for limit testing, bit pattern matching, and other
various techniques to ensure that data is not multiplexed into the output channel unless it
meets the preprogrammed criteria. This discrimination of data by the preprocessor has the
ripple effect of slowing down the output rate to the host computer. This effect can be very
powerful because only desired data is multiplexed and sent to the host. For example, a
limit is placed on a data parameter, so that the host processor is only notified when the
parameter is an out-of-limit condition. This pseudo-intelligence by the preprocessing
device ensures the host computer’s freedom for performing routing and more sophisticated
processing on the incoming data stream.

DATA IDENTIFICATION

Another powerful feature of multiplexing, multiple PCM streams within a preprocessing
device is the ability of the device to identify the data to the host (Figure 5). This
identification is done by using a preprogrammed tag along with the data fed to the host
computer. This tag or identifier can be used as an offset address to a computer-generated
address and can therefore be used as a direct-memory access tool. This processing allows
data to be entered in memory directly from the multiplexing device without special
software processing. This tool, often called “externally specified address,” minimizes the
overhead in the host computer related to routing the data from the preprocessor/multiplexer
into specific locations in computer memory. Another method, very similar in nature, is to
identify the tag and the data in a sequence with the tag following the data, then the next
data point, the next tag etc. This technique allows the computer’s host software to identify
each data point by finding the tag in the buffer being loaded by the interface channel. This
mode is often used in block transfers as well as sequential transfers on a word-by-word
basis. Blocks of data and tag are loaded into the host computer from the multiplexer/
preprocessor, and when this block is completed, a signal is sent to the host to indicate that
a group of data are ready for processing. Again, the use of the multiplexer to identify the



data by placing a tag with it is an extremely powerful feature. It reduces software
complexity for routing, allows ease of real-time program operation, and minimizes
computer overhead. A third technique routes specific parameters into arrays before
transferring them to the host computer. These arrays contain continuous samples of the
same data parameter so that one array basically contains a particular parameter within a
specific PCM stream. These parameters are then down-loaded to the host device in a
group, so that they can be examined for averaging and multiple-sample algorithm
processing. This technique is used often with array type processors as the host. To
summarize, the output of the multiplexer/preprocessor has basically three different forms--
all of them essentially identifying the data to simplify the tasks within the host or
processing computer.

CONCLUSION

Software considerations, when using preprocessors as multiplexing devices, are, of course,
elaborate in nature. Usually, a compiler is required to support the preprocessing device and
to identify the specific parameters and their algorithms for multiplexing. Since this is a
pretest function, it has no restriction on the real-time processing load by the preprocessor
or the host. By using the multiplexing technique, the preprocessing device will simplify the
real-time software events within the computer. The solution is to offload host processors
by using preprocessors to multiplex the PCM streams required in today’s telemetry
environment. The present trend in bit rates and therefore word rates is steadily increasing
in frequency. More and more data needs to be sampled at a faster and faster rate. The
trend is to increase the bit rates of the serial streams into the megabytes-per-second range.
This increase in word rates requires use of preprocessors to multiplex and select the data
for processing by the host computer. Another factor that contributes to the need for these
devices is the use of the host for complicated real-time graphics displays. The use of the
preprocessor to select the data for multiplexing is probably one of the most powerful forms
of multiplexing used in today’s telemetry processing.
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ABSTRACT

This paper discusses the design of a 50 Mbps Statistical Multiplexer and Demultiplexer,
Model 781, manufactured by AYDIN MONITOR Systems of Fort Washington, PA. Two
Model 781s connected through a 50 Mbps communications link constitute a full-duplex,
4-channel data link with a maximum aggregate throughput capability of 48 Mbps.

INTRODUCTION

The Model 781, shown in Figure 1 and in block diagram form in Figure 2, was designed
under contract to NASA Goddard Space Flight Center (GSFC) for use in the ground
network of the Tracking and Data Relay Satellite System (TDRSS). Ten of these units are
in place to support Spacelab and Landsat-D data flow between White Sands, Johnson
Space Center (JSC), and GSFC. Figures 3 and 4 show how the Stat Mux fits into the
TDRSS data communications network. Data streams from the Spacelab and Landsat-D
Satellite are relayed by TDRS to an earth station at White Sands, New Mexico. These data
streams are merged by the Model 781 and transmitted in a 50 Mbps signal via Aydin’s
Model 2708 Modem and the RCA DOMSAT to receiving sites at JSC and GSFC.
Companion units at these sites demultiplex the data and provide 4 serial streams to the
ground data processing equipment.

In this paper we will look at the capabilities of the Model 781, note the customer’s
specification requirements, and examine the resulting implementation.

DEVICE DESCRIPTION

The Model 781 is a single chassis, EIA Standard rack-mountable unit that provides
multiplexing and demultiplexing of up to 4 lines of serial synchronous data, each at any bit



rate from 100 Kbps to 48 Mbps. A multiplexer/demultiplexer pair (hereafter referred to as
mux/demux) connected through a communications channel constitutes a transparent
4-channel data link. (The output channel data is continuous and at the same rate as the
input.) The mux makes optimum use of the 50 Mbps communication link by using
statistical multiplexing techniques, partitioning the input data stream, formatting the data in
equal size blocks or frames with channel addresses and frequency information, and
transmitting the data from each channel a frame at a time based on rate-determined
priorities. The ratio of overhead information to frame size is less better than 4 %, making
available better than 96% of the communication link bit transmission. The demux
recognizes frames by detecting distributed synchronization patterns in the received data
frame’s destination by looking at distributed channel address information. It routes the
frame to the appropriate output channel where an expansion buffer smoothes the 50 Mbps
burst rate input to the nominal channel rate output.

The unit incorporates a microprocessor (uP) in the unit-operator interface for the mux and
demux. In addition to processing operator control inputs the uP dynamically assigns input
channel priorites based on channel data rates, monitors output channel expansion buffer fill
to detect impending overflow or underflow, and adjusts channel output rates to correct any
such tendency, thus preventing loss of data.

SUMMARY OF NASA’S FUNCTIONAL SPECIFICATION

NASA’s procurement specification describes the functional requirements for the design,
fabrication, and testing of a Statistical Multiplexer to be used on a 50 Mbps domestic
satellite communication channel. In this section we’ll highlight some of the salient
technical requirements.

Specific Requirements

Transmit Section - The transmit section shall accept data on 4 ports simultaneously at any
rate from 125 Kbps to 48 Mbps plus or minus 5 parts in 104 and transmit the data in
frames with sync, frequency, and port address at a nominal 50 Mbps, determined by the
clock from the transmitting modem or NASA’s site standard. (The 5 parts in 104 variation
in input speed is due to Doppler between the Shuttle and TDRS satellite.) No manual
operation or control signals shall be required in the transmit section to change the input
data rate. The clock speed shall be continuously measured at each port input and
transmitted to the distant receive section in each frame. In addition, the frequency
information is to be displayed on the front panel to six significant digits plus exponent.

The transmit section shall provide storage for the data frames being formatted from each of
the four input ports and shall transmit them in whatever sequence meets the requirements



of an uninterrupted contiguous bit stream at the receiving port output. In addition, the
frame sync information, port address, and frequency must be protected against errors
clustered in bursts of 100 or more contiguous bits to prevent lost or misdirected frames or
sudden changes in output frequency.

The transmit section shall provide a 50 MHz master clock with an accuracy of 1 part in
107 or better which can be phase-locked to an external site standard. This master clock will
provide the transmit clock to the modem. In the absence of the site standard this clock will
free-run and will automatically resume phase lock to the site standard when the external
clock returns.

Receive Section - The receive section must accept frames at a nominal 50 Mbps, identify
the sync pattern and port address, route the frame data to the appropriate output port, set
the port output clock rate based on the received frequency information, and output an
uninterrupted bit stream at the same bit rate as is being applied to that port at the transmit
end.

The output ports must each provide an expansion buffer to smoothe the 50 Mbps burst
input rate to the port’s nominal output rate. Data presented at the receive port output shall
be stripped of the synchronization, port address, and frequency information, and shall be
accompanied by a coherent bit rate clock developed by frequency synthesizer circuits in
each output port. The synthesizers shall be capable of generating any clock rate from
124.937 Kbps to 48-024 Mbps and must follow the continuous Doppler variation in the
input clock at the transmitting location.

Test Features - The unit shall provide port and transmission system test functions and must
be able to detect lost frames. The port test functions shall utilize a 2047-bit PN pattern that
can be transmitted at 12 Mbps through any or all ports. The receive section output ports
shall provide PN pattern checkers to detect bit errors. In conjunction with this test mode
the unit shall have a local loopback capability such that the transmit section output can be
internally connected to the receive section input. Receive bit errors in this test mode or
when two units are connected locally as in an end-to-end configuration shall not exceed
1 in 1012 over a 24 hour period.

This concludes the summary of the customer’s functional specification. In the next section
we will look at the approaches taken to satisfy these requirements.



IMPLEMENTATION

This section deals with the realization of the customer’s functional specification. It
examines the architecture of the unit and describes the techniques employed to meet the
specification’s major technical requirements.

Unit Architecture

Figure 2 presents a simplified block diagram of the Model 781. As shown in the figure the
unit comprises four major sections. At this point we want to look at the role played by
each section and the relationship of one to another. Then we want to identify the functions
performed by each of the modules within the sections.

The transmit and receive sections are in the data path while the clock generation and
control blocks are auxiliary to the data path. Figure 5 highlights the transmit section
emphasizing the multiplexing function performed there. Similarly, Figure 6 emphasizes the
demultiplexing function of the receive section. These two areas are independent of one
another but do share the common clock generation and control facilities.

The clock generation function provides time reference signals for frequency measurement
and frequency synthesis in the transmit and receive sections respectively. It also provides a
timing reference for the control section and generates the 50 MHz transmit clock signal.

The control section processes local and remote control inputs and provides status and
frequency data for front panel and remote display. It reads frequency information at regular
intervals from the transmit and receive section to establish transmit port priorities and
generate the front panel frequency displays. It also monitors the average fill status of the
receive port output buffers and applies output frequency corrections to maintain the
optimum average fill.

Module Functions, Transmit Section - The transmit or multiplexer function employs three
module types. There is a Data and Clock Receiver, HSR001, that provides high speed
balanced receiver circuits matched to the user’s external data and clock drivers. The
receiver circuits provide differential-mode data and clock signals to the Transmit
Multiplexer Input Modules (XMX001). There is one XMX module per channel, or port.
These modules provide 1K x 31 compression buffers for the input data. The compression
buffers convert the bit serial input to 31-bit wide words which in turn are organized into
248-word frames. The XMX modules signal the Transmit Module (XRV001) whenever
they have a frame or more of data in their buffers. The XMX modules also continuously
measure bit rate of the incoming data using a 100 Hz time base signal supplied by the
CGN001 module in the clock generation section. The resulting measurement is stored in a



register monitored by the control section and is passed to the XMX at the end of each
frame of data. Since measurements occur at a 100 Hz rate there is no problem
accommodating the expected Doppler rate variation, since the transmitted frequency
information is used to program the frequency synthesizers in the receive output ports.

The “frame ready” signals asserted by the XMX modules alert the Transmit module
(XRV) that there is data to send. The basic function of the XRV is to transmit data frames
from the input modules in such a way that each channel is able to maintain an
uninterrupted output stream at its distant receive port. The XRV accomplishes this by
responding to the XMX modules on a rate-determined priority basis such that the highest
rate port has the highest priority with remaining priorities assigned to ports in descending
order of bit rate. Priority calculations are made by the processor in the control section
based on the frequency data from the XMX modules. The priority code is downloaded to
the XRV module and is updated dynamically as input data rates change. This adaptive
assignment of priorities and the fact that the XRV reevaluates priorities after each frame
transmitted, insures that the highest rate port will be delayed no longer than one frame time
from accessing the communications link. This prevents a high rate channel from
underflowing its output buffer.

The XRV also formats the input data words into a frame structure that includes the
overhead information required by the receive section to recognize and correctly route the
received frames. This frame structure is shown in Figure 7 which details a format of 250
words by 32 bits per word. The 248 thirty-one bit words that constitute a frame in a
channel’s input buffer are expanded to 32-bit words by appending a sync bit to each.
These are transmitted, data bits first, in the first 248 words of the multiplexer frame. This
portion of the output frame is further divided into 8 groups of 31 words as shown. The
trailing sync bit in each of the 31 words in the first 7 groups is provided from a 31-bit
Maximum Length Shift Register Sequence (MLSR). Thus, that bit position is used to
transmit 7 repetitions of the 31-bit pseudo-noise sequence generated by the MLSR. This
PN data serves a dual purpose. It is used in the receive section to establish word boundary
synchronization so that the receiver need look for the distributed end-of-frame pattern only
at word intervals, thereby reducing the probability of false correlation when there is a wide
error tolerance. It also provides redundant, distributed transmission of the port address
information since a different PN sequence or complement sequence is used for each port.

The sync information distributed in the last group of 31 words provides an end-of-frame
indication. Distributing the pattern protects it against burst errors in the same way the port
address information is protected.

The last 2 words of the frame are used for redundant transmission of the port frequency,
and for passing the frame sequence counter. The frequency data comes from the input



module. It is read twice by the XRV after it has unloaded 248 words from the XMX
buffer.

The XRV transmits the formatted frame at 50 Mbps to the communications link modem
and a backup recorder.

Module Functions, Receive Section - The modules of the receive section demultiplex the
data received from the 50 Mbps communications link. As shown in Figure 6 recognition
and demultiplexing of received frames involves first the receiver portion of the XRV
module, then the Parallel Pattern Detector (PPD) and Demultiplexer Output (DMX)
modules, with the Frequency Synthesizer modules (SYN) generating the required output
bit clocks.

The function of the XRV module in the receive context is to synchronize to the 32-bit
words in the incoming frame so that the port address and end-of-frame pattern can be
detected. The XRV acquires word synchronization by determining which bit position in
the 32-bit word transmits the 31-bit PN sequence. However, the XRV does not search for
the PN sequence itself but rather within the word the bit position whose data content is
cyclic repeating every 31 words. The use of the PN data affords protection against the
possibility of the user’s data stream containing invariant bit positions recurring every
31 bits.

The algorithm used is adapted from a proposal by Van de Houten (2) for an adaptive
synchronizer based upon the Sequential Probability Ratio Test (SPRT) described by Wald
(3). In this case the SPRT is applied to each bit position of a 32-bit register through which
the received frame is passed a word at a time. At each bit position the current bit value is
compared to the bit value 31 words earlier (a continually updating memory provides a 31
word history) and if there is a match, an accumulated confidence level maintained for the
bit position is incremented by 0 and if a mismatch decremented by 3. (The increment value
for a bit match is normally zero for total immunity to invariant bit positions but can be
internally set for .5 for faster word sync acquisition. The decrement value is established by
the expected worst case bit error rate, in this case set for 10% for ease of implementation.)
If there is a bit match plus a transition from the bit value one word time earlier, the bit
position’s confidence level accumulation is incremented by 1.25. Thus the bit slot
transmitting the PN sequence is favored over one with invariant data due to the transitions
in the PN data. Word boundary synchronization is achieved when one of the 32 confidence
level accumulations reaches a limit called the Decision Error Confidence Level (DEC
level). The DEC level is internally selectable over a range corresponding to a probability
of decision error (DEP) of 10-4 to less than 10-6. Figure 8 shows sync acquisition time
versus DEC level for the SPRT word boundary detector. The three DEC levels shown,
DEC = 16, 20, 24 correspond to DEP = 10-4, 10-5, 10-6, respectively in the usual



implementation of SPRT (2) where the weight of a favorable outcome from the bit
comparison is 1. However, in this particular application the weight of a favorable outcome
is less than 1 for both cases shown so the DEP is even less. The DEC level is one-half the
difference between the Go-to-Lock and Go-to-Search decision levels.

The result of word boundary synchronization is a word rate clock pulse occurring at the
sync bit time. The XRV passes the serial data and synchronized word rate clock to the
PPD which uses the word clock to examine the information in the sync bit position. The
PPD uses four PN data checkers as port address decoders to determine which of two
31-bit MLSR sequences or their complements has been used as the word boundary
synchronization pattern in the frame being received. The PN pattern checkers are allowed
to “look” only after the XRV has acquired word sync. For the most stringent word
synchronization criteria it takes 108 PN sequence bits or 108 words of the frame to acquire
word sync in an error-free environment. This number is the sum of the number of word
times required for synchronization, 77 as shown in Figure 8, plus the initial 31 words of
history. (Acquisition time is extended by 6 word times for each error encountered). Thus,
under these conditions there remains one-half of the PN data for the port address detectors
to look at. A detector decides that it is receiving its assigned sequence if it encounters no
more than 2 errors in a sequence length. If it encounters more than 2 errors it reinitializes
and continues looking, and if less than or equal to 2 errors it raises a flag indicating that its
associated port is the target for this frame’s data.

The PPD also uses the synchronized word clock to shift sync bits through a 31-bit pattern
correlator used to detect the end-of-frame pattern. The correlator can tolerate from 0 to 4
errors, internally switch-selectable. End-of-frame pattern detection sets the stage for
routing the received frame to the intended output port. A frame timing generator is
activated which produces word transfer pulses and time slot markers for the frequency
data and frame sequence counter. The frame sequence counter is stripped out and
compared to a local frame counter on the PPD card. The local counter is initialized to a
received frame sequence number in a search mode (e.g. after a receive system reset) and
thereafter incremented with each received frame. Therefore if a frame is lost, due to too
many errors in the end-of-frame pattern for example, there will be a mis-compare on the
next frame and thus a lost frame detected.

The received frame, which is shifted through an 8000-bit pseudo shift register, is
partitioned into 32-bit parallel words and directed to the addressed DMX module which
strips away the overhead information and provides the serial output.

There are four each DMX and SYN modules which are paired to perform the rate
conversion from 50 Mbps burst mode input to the ports’ commanded output rates. The
DMX provides a 1K x 31 expansion buffer and parallel-to-serial converter to convert the



bit-parallel, word serial output of the PPD to an uninterrupted, bit-serial data stream at a
rate controlled by the SYN clock. It strips and processes the frequency information in the
recovered frame to program the SYN module and applies frequency corrections and
updates the synthesizer’s prescaler and decade dividers on command from the control
section. It also allows the control section to read the received frequency and monitor
expansion buffer fill. This module also provides a test data check circuit which monitors
the 2047-bit repeating PN pattern when the channel is in the test mode.

On data startup the DMX requires two frames in its buffer before it will allow output of
serial data. This provides an adequate reserve of data so that an output port will not
underflow when its companion transmit port has to wait for access to the communications
link. This initial level of buffer fill is used as a decision point by the control section
processor in deciding whether or not a correction is needed for the output frequency. The
processor reads buffer fill from a register that is updated at the end of each frame stored. If
the number read is higher than the startup level a positive frequency correction of 100 Hz
is applied to the output rate. If on two consecutive reads the numbers are lower and the
second is less than the first a negative 100 Hz correction is applied. This capability allows
the processor to compensate for time base difference in the transmit and receive sections
and to bring the average buffer fill back to optimum after an abrupt change in transmit
frequency. When the processor sees that the buffer fill is back to its desired level it sets the
correction to zero.

The SYN output clock rate is controlled by the frequency information in the received
frame and therefore varies in the same way as the input clock at the transmit end. Thus, the
receive port output reproduces the Doppler effect experienced at the input. The system
provides protecton against erroneous rate information being supplied to the SYN by
requiring that the two received frequency words be identical and the guard bits match their
pre-assigned value. Only then will the frequency program for the SYN be updated.

The SYN frequency synthesizer module employs a single-loop, subranging design to
provide the required operational frequency range of 125 kHz to 48 MHz. Its voltage-
controlled oscillator (VCO) operates over the range of 50-100 MHz. The VCO output is
divided down to 100 Hz (since the reference is 100 Hz) by a pre-scaler, decade divider,
and divide-by-N circuit where N is the received frequency measurement. The pre-scaler
and decade divider ratios are decoded from the frequency measurement N by the DMX
module but are updated only on command from the control section processor. The reason
for this is that a change in either one causes a sudden change in output frequency since the
VCO has to switch to a different subrange but cannot do it in zero time. Therefore if a
port’s nominal bit rate was at a frequency where a range shift occurs the expected Doppler
variation of + or - 5 parts in 104 would carry the output rate across that range shift point,
with unhappy consequences if the range was allowed to switch. To prevent this the



processor maintains a reference frequency for each output port. The DMX flags the first
valid frequency received after a reset or pre-scaler ratio update. The processor saves that
value and compares it with all subsequent frequency readings from that port. If the
difference is greater than .1% a pre-scale/decade divider ratio update command is given.
Thus in the case where the port nominal is at a range shift point the Doppler will move the
frequency command to the SYN back and forth across that point without causing the VCO
to range-shift. However, if there is a change to a new nominal the ratios will be updated
since there will be a difference of greater than .1% between the old and new values.

This completes the description of the receive section.

Module Functions, Clock Generation Section - As mentioned previously the clock
generation section provides timing reference for the transmit, receive, and control sections.
This section is implemented by the CGN001 Clock Generator module and a 5 MHz, oven-
controlled crystal oscillator. The CGN accepts an external primary reference to phase-lock
the secondary internal master oscillator. This oscillator in turn provides the reference to
phase-lock a 50 MHz oscillator on the CGN. The 50 MHz signal is provided to the
transmit section to generate the 50 Mbps serial data and is divided down to provide
reference signals for the frequency measurement and synthesis circuits. The CGN has a
clock dropout detector which keeps the phase-lock loop closed as long as the external
reference is present but allows the secondary master oscillator to free-run if the external
reference is lost. In the free-running mode the oscillator output is accurate to better than
1 part in 107 with stability approaching 1 in part 108.

Module Functions, Control Section - The control section includes the Control and Interface
Module, CIM003, the Decimal Display Board, HDB003, and front panel keypad and
indicators. The heart of the control section is the CIM module. Most of its major functions
have already been described. These include automatic transmit port priority calculation,
receive port frequency correction, and, for the frequency synthesizer, prescaler/decade
divider ratio update control. The CIM, through the front panel keypad provides full control
of all port operating modes and test features. Concerning the latter it allows the operator to
select local loopback mode, but any or all ports in test, and insert port errors and frame
errors. It continually displays the frequency of signals connected to the transmit ports
whether or not those ports are turned on. It displays transmit and receive port frequencies
to 6 significant digits. (We note here that although the frequency measurement gate is only
.01 second the CIM obtains effective 6-significant digit display accuracy by integrating
100 consecutive measurements.) On power-up the CIM executes an automatic diagnostic
and operability test sequence. Finally the CIM provides protecton against inadvertent or
accidental operation of critical keys by requiring a 2 second key depression for those
functions.



The HDB module provides transmit and receive port frequency display and an indication
of frequency synthesizer lock status.

This concludes the functional description of the design of the Model 781. However, there
are specification requirements whose resolution could not be conveniently addressed in the
above description. These are addressed below.

Protection Against Large Error Burst in Domsat Link - Dut to forward error correction
coding on the Domsat channel, residual errors are expected to occur in bursts. The intent
of the specification is to maximize throughput to the correct port even if the data contains a
significant number of errors during a burst. The Model 781 accomplishes this by
distributing the port address through the frame and by distributing the end-of-frame pattern
(EOF). This technique provides immunity to error bursts over 100 bits in length. For
example, if the error tolerance for EOF pattern detection is to 4, error bursts up to 128 bits
can be tolerated without effecting frame throughput.

Low Internal Error Rate - Very conservative design rules were followed to ensure the unit
could meet the internal error rate requirement of 1 in 1012 over a 24-hour period. In
particular we elected to use an all-ECL implementation of the data path as opposed to
combining ECL, and for example, power Schottky (LS TTL) . The reason for this is that
the edge speed of LS TTL is 3 to 4 times greater than that of ECL (10K family). These
speeds would pose a noise hazard to the ECL circuits which operate lower noise margins
than the TTL circuits. This possibility would have been even more pronounced in this
design since the LS TTL would have been used only in broadside functions where many
lines change at once.

In addition to an all-ECL implementation for the data path the design incorporates the
following precautions to minimize or eliminate interference between circuits.

• The IC panels are specifically designed for ECL circuitry and high speed wiring.

• Use of an automatic wiring system that provides optimized wire routing.

• Use of balanced signal transmission in the backplane to eliminate effects of ground
shift and supply voltage variation between modules.

• Physical and electrical isolation of critical analog circuits from digital circuits.

• Special routing and termination of high-speed clock circuits.



CONCLUSIONS

The major technical specifications and the resulting design for a 50 Mbps Statistical
Multiplexer and Demultiplexer have been presented. Additionally, the paper details
techniques that provide the following highly desirable or necessary characteristics for a
mux/demux used in a space data communications link.

1. Automatic frequency measurement and adaptive port priority assignment to allow
unattended operation.

2. The ability to accommodate Doppler variation of port input rates while maintaining an
uninterrupted serial output at the receive port.

3. Immunity of frame detection and routing to large error bursts.

4. Low internal error rate.

Finally, the discussion points out the critical role played by the microprocessor in the
subject application.

ACKNOWLEDGEMENTS

The author would like to acknowledge the contributions of the following people to the
realization of the “Stat Mux” and thus indirectly to this paper:

T. Robertson - Program Technical Officer, GSFC
H. Watkins - Program Manager
R. McGarvey, B. Faust, J. Kennon, - Project Personnel

I’d like to acknowledge also Nancy Hill’s efforts and advice in preparation of the
manuscript and finally my wife Bernadette’s support through it all.

REFERENCES

1. AYDIN MONITOR Systems’ Proposal No. 2904 for 50 Mbps Statistical
Multiplexer.

2. Van de Houten, R.S., “Adaptive Pattern Synchronization”, Proceedings of the ITC,
1967, Oct. 1967.

3. Wald, A., “Sequential Analysis”, John Wiley and Sons, INC, New York, 1947.



Figure 1 - AYDIN MONITOR Systems’ Model 781

Figure 2 - Model 781 Simplified Block Diagram



Figure 3 - Spacelab/Landsat Data Flow

Figure 4 - Spacelab/Landsat Data Communications Network



Figure 5 - Transmit Section Data Flow

Figure 6 - Receive Section Data Flow



Figure 7 - Multiplexer Frame Structure

Figure 8 - SPRT Correlator Decision Time Versus Error Confidence Level
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ABSTRACT

The payload interrogator (PI) for communication between the orbiter and detached
DOD/NASA payloads is described. Salient features of the PI are discussed, including its
capabilities and limitations.

For compatible operation in the orbiter’s electromagnetic environment, the PI is equipped
with a dual triplexer assembly. A limiter diode circuitry allows the PI to be safely exposed
to high effective isotropic radiated power (EIRP) payloads at close range. A dual
conversion PM short-loop receiver has a sufficient dynamic range for undistorted reception
of near and distant payload signals. The PI acquires signals from compatible transponders
within ±112 kHz of its center frequency. The center frequency can be set at 125-kHz steps
for the spaceflight tracking and data network (STDN), 370 kHz for the deep space
network (DSN), and 5 MHz for the space satellite control facility (SCF). The PI has false-
lock-on protection capability to accommodate reliable acquisition of standard NASA and
DOD payload transponders. The wideband phase detector demodulates baseband
information, and by the use of AGC, provides three independent constant-level data
outputs. Each of the 861 frequency channels is generated instantaneously by the receiver
and transmitter synthesizers. The PM-modulated RF carrier transfers command
information to the detached payloads. The RF output power is adjustable to assure reliable
communication with payloads of various sensitivities (G/T). A wide and narrow carrier
sweep capability is provided to accommodate any frequency uncertainty of payloads. The
transmitter has an ON-OFF modulation control to avoid false-lock-on problems. The PSP
command input modulation index is fixed, while the modulation index for the PS is a
function of the input voltage. The PI receiver’s complementary transmit channels are
spaced 115 kHz for STDN, 341 kHz for DSN, and 4 MHz for SCF. The PI is compatible
with the orbiter’s configuration control equipment—GCIL, the PSP and PS for I/O data
transfer, the Ku-band subsystem for “bent pipe” baseband telemetry transmission to
ground, the MDM for the PI’s telemetry transfer, and the RHCP/LHCP antenna 



subsystem. Overall PI capabilities and limitations for communication with unique payloads
are also presented.

INTRODUCTION

The Space Shuttle orbiter is equipped with a dedicated RF subsystem for two-way
communications between the orbiter and detached payloads. Studies leading to the
selection, design, and implementation were conducted in the early stages of the Space
Shuttle development program. Consideration was given to NASA/DOD mission-dedicated
payload equipments. There were approaches involving modular design, and a limited
40-channel-maximum configuration was a serious contender. However, in view of the fact
that the Space Shuttle will handle the majority of payloads for the next decade, a
maximum-capability, quick-reaction, NASA/DOD-integrated, RF mini-ground-station was
selected for the orbiter. This configuration, in conjunction with the applicable on-board
equipment, will support two major users (NASA and DOD), and it also has sufficient
flexibility to support unique nonstandard payloads from private industry and foreign
countries.

FUNCTIONS OF THE PAYLOAD INTERROGATOR

The primary function of the PI is to provide two-way duplex communications between the
orbiter and the detached payloads. This allows the orbiter to control and monitor the
deployed and/or to-be-retrieved cargo.

GENERAL DESCRIPTION

The PI consists of a dual triplexer, a receiver, a baseband, a synthesizer, a transmitter, and
the necessary interface circuitry. A brief description of these major components follows.

Triplexer Assembly—The triplexer assembly comprises two triplexers and four coaxial
switches to assure compatible, interference-free duplex operation in the orbiter’s
electromagnetic environment, an RF-limiting diode for receiver front-end protection, and
an RF wideband preamplifier to provide sufficient signal level to the receiver mixer.

Receiver—The PI dual-conversion, PM short-loop receiver has a dynamic range of
120 dB for far and near range undistorted payload signal reception. It will acquire signals
within ±112 kHz of its center frequency, which is selectable in steps of 125 kHz for
STDN, 370 kHz for DSN, and 5 MHz for SCF. The receiver has also a false lock-on
protection feature to provide reliable reception of telemetry links from standard NASA and
DOD payloads. It acquires, with 0.9 probability, a -122.5 dBm minimum carrier signal.



Baseband—The wideband phase-detector-demodulated baseband information (up to
4.3-MHz bandwidth) is filtered and AGCed by the baseband channel for delivery to three
independent outputs: the Ku-band, the PSP, and the PS. The PSP and the PS outputs are
mutually exclusive.

Synthesizer—The 861 frequency channels of the PI are generated instantaneously by the
receiver and transmitter synthesizers, which use phase-lock loops with programmable
dividers in the feedback circuits.

Transmitter—To assure reliable communication with a great range of G/T payloads, the
RF output power is adjustable. In addition, the transmitter is equipped with a wide and
narrow carrier sweep range and with a modulation ON-OFF function. The PSP command
input modulation index is fixed; whereas the modulation index for the PS is a function of
the input voltage.

Interface Circuitry—The PI has compatible, independent I/O interfaces with the payload
signal processor (PSP) and the payload station (PS). For the Ku-band “bent pipe,” only an
output is provided. All controls for the PI are discretes coming from the GCIL, while
health and status telemetry is fed to the MDM. The PI RF output port is connected to the
orbiter payload antenna subsystem.

The following sections present detailed descriptions of the PI modules and their functions,
with emphasis on their salient features. For completeness, the PI electrical interfaces are
also briefly treated.

TRIPLEXER ASSEMBLY

To assure a compatible, interference-free operation with the orbiter’s S-band subsystems,
two triplexers were selected for use with the PI. The high-frequency one will operate with
the network’s low frequency channels, while the low frequency one will operate with the
network’s high frequency channels. Both triplexers use 7- to 10-pole Chebychev-type
band-pass filters. The transmit filter’s very stringent design parameters were based on a
maximum 0.1 -dB degradation of the sensitive orbiter/TDRS link and on the required false
lock protection of the PI receiver from the PI spurs. These requirements, coupled with the
physical constraints (size, weight), resulted in less than optimum transmit channel
attenuation, which in turn called for a higher power generation for the specified EIRP (+37
dBm minimum). The appropriate triplexer filter pair required for the PI duplex operation is
selected by three out of four single-pole-double-throw (SPDT) magnetically latched RF
coaxial switches. Figure 1 presents the dual triplexer block diagram and its frequency
response. To avoid additional losses and to enhance the receiver noise figure, the coaxial
limiter and the RF preamplifier assembly package were made an integral part of the dual



triplexer. The coaxial limiter network protects the PI receiver from damage by accepting
RF input signals of up to plus 36 dBm without performance degradation. This very
important feature allows a safe and reliable PI communication with high EIRP payloads in
the immediate proximity of the orbiter.

RECEIVER

The antenna RF signal is filtered by the applicable triplexer channel, limited when above a
certain level, then amplified for the injection into the first mixer. It is then combined with
the local oscillator (LO) input to feed the first IF amplifier. The LO signals are generated
by a synthesizer to provide a 215-MHz IF. The LO frequency is fixed for each channel,
and it is selectable in specified steps. The selection of the first LO frequency is the only
variable in the receiver, which otherwise is identical for each of the operating modes. The
frequency range of the dual-conversion, short-loop PM receiver is 2,200 MHz to 2,300
MHz; and while sweeping (fc ± 112 kHz), it requires a minimum carrier power of -122.5
dBm for 0.9 acquisition probability. The 215-MHz down-converted signal is routed to the
AGCed amplifiers, filtered, then again AGC-amplified and mixed with the second LO for a
31-MHz output. This output is fed into the second IF AGCed amplifier, followed by
appropriate filtering and division into the wideband data channel and the 300-kHz crystal
filtered carrier acquisition channel. The 31-MHz signal in the carrier acquisition channel is
fed to the phase detector and the coherent amplitude detector (CAD). Simultaneously, a
highly stable reference signal (31 MHz) is applied via a 90-degree hybrid to both
detectors. The CAD provides an output dc voltage which is fed to the threshold detector
and the coherent AGC loop-filter amplifier. When the CAD voltage exceeds the preset
threshold voltage, the sweep circuit is disabled and the phase detector’s error output
voltage is applied to the phase-lock-loop, which controls the frequency of the VCXO (18.4
MHz). The VCXO output is multiplied by 10 for injection as a second LO into the second
mixer, thus closing the tracking loop; i.e., when phase lock is established, the second LO
follows frequency changes of the received signal (assuming a highly stable first LO).

In the coherent AGC filter amplifier, a reference voltage is used to maintain the CAD dc
output at a constant level when the coherent AGC is closed. The noncoherent AGC control
voltage is provided by an AM detector. The AGC action is such that above the tracking
threshold, the noncoherent AGC is active before acquisition, and the coherent AGC is
active after acquisition. The coherent AGC dc voltage is added to the noncoherent AGC
dc voltage to provide a feedback to the IF amplifiers, thus closing the AGC loop. To
accommodate maximum received signal variation due to range or payload attitude changes,
the first IF has a dynamic range of 110 dB. To allow for payload antenna switching and/or
momentary signal dropouts due to drastic antenna nulls, the receiver is equipped with a
50- to 90-millisecond memory before the sweep is activated. The very critical false-lock-
on protection is incorporated by a unique design. The noncoherent AGC works on noise



from the highly selective 300-kHz crystal filter; when a carrier appears with sidebands,
within the 300 kHz, which are lower than the carrier, the noncoherent AGC will set the IF
amplifiers to the strongest signal level, so that only the high carrier signal will be visible
for lock-on and coherent AGC tracking. The false-lock-on protection is also enhanced by a
very high sweep rate (approximately 750 kHz/sec). As a result, the PI receiver will not
false-lock when a discrete spur or a sideband component level is 29 dB below the
unmodulated carrier in the fc ± 242 kHz frequency range. This false-lock-on protection
capability satisfies the telemetry conditions from standard NASA and DOD payloads.

Any unique payloads must comply with these power spectral distribution requirements to
avoid dangerous false locks and thus assure reliable telemetry transmission to the PI
receiver. The receiver functional block diagram is shown in Figure 2.

BASEBAND CHANNEL

The wideband phase detector coherently demodulates PM signals, which are filtered and
AGCed over a 50-dB dynamic range to maintain a constant output at the PSP/PS and
Ku-band interfaces. The demodulated subcarrier signal level at these 75-ohm differential
outputs is 2 ± 0.4 volts rms. The Ku-band output for the Ku-band bent-pipe transmission is
always active, while only one of the two remaining outputs is on at any time. The PSP or
PS output can be selected from the PS.

SYNTHESIZER

The 861 frequency channels of the PI are generated through the use of phase-lock loops
(PLL) with programmable dividers in the feedback circuits. The frequency division of a
very stable temperature-compensated crystal oscillator (TCXO) provides the minimum
frequency separation of adjacent selectable channels. This signal is then used as a
reference to the phase detector, while the other input comes from a VCO which is down-
converted and then divided by N. This N divider represents the selected operation channel.
The phase detector drives a loop filter which in turn drives the VCO until a phase
coherence is achieved. This VCO output (755 ± 50 MHz) is upconverted, using a fixed
1,280-MHz source, to provide the required first local oscillator signal in the 2,035 ± 50-
MHz frequency range, which is always 215 MHz below the selected receive frequency.
The fLO ± 50 MHz covers the STDN channels in 125-kHz steps, the DSN channels in
370-kHz steps, and the SCF in 5-MHz steps. The transmitter synthesizer uses the same
phase-lock-loop principle as the receiver synthesizer. Here, however, the frequency is
determined by the use and modification of the receiver synthesizer’s downconverted VCO
signal to provide the required turnaround ratio (STDN/DSN: 221/240; SCF: 205/256), and
thus generate the complementary, but noncoherent transmit frequency for each selected
receive frequency. Here again, the VCO output is upconverted using fixed 1,280-MHz



source to provide the transmit signal of 2,075 ± 50 MHz for STDN/DSN and 1,800 ± 40
MHz for SCF. The minimum transmit frequency separation between the channels is
115 kHz for STDN, 341 kHz for DSN, and 4 MHz for SGLS. The STDN, DSN, and SCF
modes, and the high- or low-frequency bands, are automatically selected by binary coded
decimal control. And here again, the unique feature of the PI design is the use of minimum
external controls for instantaneous selection of the frequency channels in the required
mode. The functional block diagram of the synthesizer is shown in Figure 3.

TRANSMITTER

The selected transmitter carrier frequency is generated by the up-conversion of the
synthesized channel frequency with a fixed 1,280-MHz source. It is then amplified,
filtered, and fed via exciters to the power amplifiers, where external controls set the RF
output power to high, medium, or low level. This wide range of output power setting will
allow reliable communication with a great range of G/T payloads at far and near distances.

The modulated or unmodulated carrier is then fed to the appropriate triplexer filter for
duplex operation with the complementary receive signal. Two independent exciter and
power amplifier channels are used to satisfy the required 365-MHz amplification
bandwidth, one for STDN/DSN and the other for SCF.

The transmitter carrier is phase-modulated at a preset modulation index of 1 radian peak
when a 16-kHz PSK-modulated subcarrier is applied by the PSP. However, for PS input,
the modulation index is set by the incoming command signal voltage with a linear response
from 0.3 to 2.5 radians, and with a flat frequency response of up to 200 kHz.

In addition, to accommodate a wide family of payload transponders, the transmitter is
equipped with a wide and narrow carrier sweep function, and with a modulation ON-OFF
capability. The sweep will allow operation with transponders of high-frequency
uncertainty, while the removal of the modulation will prevent the very undesirable false-
lock-on problem. The functional block diagram of the transmitter is shown in Figure 2.

INTERFACES

The payload-dedicated RF communication subsystem is fully redundant; but at any one
time, only one of the two RF strings can be energized. Its implementation requirements
and the resultant performance parameters were presented to enhance understanding of the
capabilities and/or limitations of the interrogator. A brief description of its electrical
interfaces, as shown in Figure 4, and major performance parameters, as listed in Table 1,
will be of assistance.



Ku-Band (Bent Pipe)—The Ku-band communications subsystem continuously accepts
the PI baseband data from “standard” and “unique” payloads. This telemetry information
can then be transmitted to ground via TDRS, as required.

Payload Station—The PS is located in the aft forward deck of the crew compartment,
where standard electrical DOD interfaces are provided, including access to the PI for
command transmission and telemetry reception. For the unique, nonstandard payloads,
provisions are made for power, I/O to PI, and access to the payload station distribution
panel (PSDP). However, the payload-unique signal processor or unique wiring will have to
be supplied by the user.

Payload Signal Processor (PSP)—The PSP provides standard NASA I/O interfaces with
the PI; i.e., command transmission of up to 2,000 bps on a 16-kHz subcarrier, and
reception of up to 16 kbps telemetry on a 1,024-MHz subcarrier.

Ground Control Interface Logic (GCIL)—The GCIL provides configuration control of
the PI from the ground via the S-band network and the Ku-band subsystems. The same
functions can also be performed by the crew from the displays and controls (D&C) via the
GCIL.

Multiplex Demultiplex Unit (MDM)—The MDM accepts PI health and configuration
status telemetry for storage and/or real-time transmission to ground.

Antenna Subsystem—Left- and right-hand circular polarization antennas are provided.
The antenna gain is 2.5 dB in a radiation cone of 80 degrees.

Table 1.  Transmitter and Receiver Major Parameters

Transmitter Major Parameters

• Frequency Plan

Mode Number of Channels Frequency

STDN 808 in 115-kHz increments 2,025.8 to 2,118.7 MHz
DSN   29 in 341.039-kHz increments 2,1 10.1 to 2,119.7 MHz
SCF   20 in 4.004-MHz increments 1,763.7 to 1,839.7 MHz

• Key Parameters
• RF pwr out; • High $ 37 dBm • Medium $ 27 dBrn • Low $ 4 dBm
• Frequency sweep



Wide Narrow

NASA DOD NASA DOD
Range (kHz) ±75 ±55 ±33 ±33
Rate (kHz/sec) 10 10 0.25 0.25

• Carrier Phase Noise: 8E rms max (steady state)

Commands
NASA Up to 1,000 bps on 16 kHz subcarrier; $ = 1 rad fixed
DOD 1 or 2 k-baud: subcarrier ternary FSK/AM: 65.76 or 95 kHz

$ = 0.3 to 2.5 rad

Receiver Major Parameters

• Frequency Plan

Mode Number of Channels Frequency

TDN 808 in 125-kHz increments 2,200 to 2,300.875 MHz
DSN   27 in 370.37-kHz increments 2,290.18 to 2,299.81 MHz
SCF   20 in 5-MHz increments 2,202.5 to 2,297.5 MHz

• Key Parameters
• NF # 6 dB
• Acquisition: Fcs ± 80 kHz, 5 sec (0.9 probability)
• Max Doppler: ± 87 kHz; Doppler rate = 17 kHz/sec
• Dynamic range: -3 dBm to -122.5 dBm
• No damage input: + 36 dBm max
• Post-detection 3-dB bandwidth: 1 kHz to 4.3 MHz

Data (T/M)
NASA Up to 16 kbps on 1.023 MHz subcarrier; $ = 1 rad
DOD Up to 256 kbps on 1.024 MHz or 1.7 MHz subcarrier

$ = 1 rad or 0.3 rad
Ku-Band As NASA, DOD above, or 1 kHz to 4.3 MHz



CONCLUSIONS

This ambitious undertaking of designing, developing, and implementing a dedicated, highly
diversified RF subsystem for detached payload communication on the orbiter was very
successful. As the NASA/DOD integrated “mini-station,” the PI supports not only STDN,
DSN, and SCF compatible payloads, but also unique scientific, commercial, or foreign
payloads which use up to a 4.3-MHz baseband and up to 200 kHz for command
transmission.

The PI’s quick-setting response for any mode and configuration selected, makes the PI,
with minimum external controls very easy to operate. This capability allows its operation
by the flight crew (manually) and/or ground (remotely) with minimum impact on the
mission. A unique false-lock-on protection feature is provided. However, to assure reliable
signal acquisition, the payloads must comply with the specified power spectral distribution
of their RF transmission. The PI accommodates a wide range of EIRP and G/T payloads,
including the ones with high-frequency uncertainty. In conclusion, it can be stated that all
PI requirements to support two-way duplex communication with detached standard NASA
and DOD payloads were met and in many instances exceeded.
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Figure 1.  Dual Triplexer Block Diagram and Its Frequency Response

Figure 2.  Payload Interrogator Receiver and Transmitter Functional Block Diagram



Figure 3.  Synthesizer Functional Block Diagram

Figure 4.  Payload Interrogator Electrical Interfaces
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ABSTRACT

The anticipated requirements for Shuttle Orbiter Ku-band downlink communication
include the transmission of a digital video signal which, in addition to accommodating the
black-and-white TV pictures, must also be able to relay to the ground the color TV
information encoded in either field-sequential or NTSC color formats. Furthermore, at the
expense of additional onboard hardware and increased bandwidth due to the digitization
process, the picture privacy feature can be provided for the downlink. Thus, an objective
for the future Space Shuttle TV equipment is the development of a digitization technique
which is not only compatible with data rates in the range of 20 -30 Mbps, but also
provides good quality pictures.

This paper desribes a tri-state delta modulation/demodulation (TSDM) technique which is
a good compromise between implementation complexity and performance. The salient
feature of TSDM is that it provides for efficient run-length encoding of constant-intensity
segments of a TV picture. Axiomatix has developed a hardware implementation of a high-
speed TSDM transmitter and receiver for black-and-white TV or field-sequential color or
NTSC format color. The hardware aspects of this TSDM are discussed in the paper also.

INTRODUCTION

The existing Space Shuttle onboard equipment provides for transmission of analog TV
signals via an S-band (2250 MHz) FM downlink. This downlink, however, is available
only when the Shuttle is within line of sight of a ground station. Furthermore, because of
the severe constraints on the effective radiated power, the bandwidth of this link is limited,
thus precluding the use of any “privacy” feature for the downlink TV signal.



In the near future, a forthcoming Ku-band communication system(1) onboard the Shuttle
Orbiter will utilize a high-gain steerable-dish antenna to communicate with NASA’s
Tracking and Data Relay Satellite System (TDRSS) to provide a TV transmission
capability simultaneous with two other communications channels. Alternately, 50 Mbps of
payload digital data can be provided simultaneously with the other two communications
channels. Initially, the TV modulation technique will be analog FM, similar to S-band,
with no privacy capability. A potential requirement for privacy, however, can best be
provided by digital techniques. Scrambled digital TV, if implemented at moderately low
data rates, will also provide the possibility of simultaneous transmission of payload digital
data as long as the total data rate (TV plus payload data) is within the 50 Mbps Ku-band
system capability.

Figure 1 shows the overall space and ground functional configuration which could be used
to accommodate Shuttle digital TV with scrambling for privacy to be transmitted to the
U.S. Air Force Satellite Control Facility (SCF) and the NASA Johnson Space Center
(JSC).

POTENTIAL TECHNIQUES FOR TV DIGITIZING

The commonly used delta modulation encoder produces a sequential output that indicates
whether the final output voltage should increase or decrease. It acts like a DPCM system
with only one bit per sample. Hence, it is referred to as a “bistate” encoder. Acceptable
performance with this encoding scheme is realized by an increased sampling rate as
compared to a PCM coding scheme. Because the bistate delta modulator requires
relatively low data rates compared to PCM, considerable effort has been spent trying to
perfect a delta modulation system(2,3).

The goal of every design approach is to trade off fidelity of reproduction versus the
allowable data transmission rate and the amount of hardware used. The best solution also
depends on the qualities of the signal being sampled. Video information tends to be a
series of amplitude steps from one luminance level to another. These level steps are
connected by voltage changes with large dv/dt values. When handling a video signal, a
delta modulator must handle very sharp rise and fall time signals, then settle rapidly to a
new luminance value, with no overshoot, ringing or other added noise. The relative delay
for different frequency components in the picture is also important.

Figure 2 is a block diagram of a bistate delta modulator which illustrates its operation. Dk

is the difference between the input signal Sk and the output of the estimator Xk. This
difference signal is passed through a hard limiter whose output is a bit Bk which causes the
estimator to change its output. This bit is the signal which is transmitted over a
communication link to the receiver. The receiver consists of only the estimator portion of



the transmitter block diagram. The sampling rate of the delta modulator determines the
amount of delay inherent in the digitizing process. The faster the sampling rate, the smaller
the inherent delay.

The hard limiter in Figure 2 guarantees that the estimator will increase or decrease its
output every time the sample clock cycles. This characteristic of indicating only changes
results in the inherent “granularity” in the reproduction of a constant-luminance signal
since the modulation scheme must always output a sample corresponding to an increase or
decrease in voltage. The reconstructed signal will average to the correct level by varying
up and down around the desired output level. Any attempt to smooth the delta
demodulation output will slow the response to step changes and, therefore, reduce picture
“sharpness.”

Conversely, if the bistate delta modulation scheme is designed to provide good rise and fall
times, the amplitude of the level jitter around the desired output will increase and more
granularity will appear. Furthermore, the amount of overshoot and ringing after an abrupt
edge will, in general, increase as the delta modulator system is designed to reduce slew
time. Various attempts to alleviate these conflicting requirements and reduce the overshoot
and ringing have been proposed(4,5).

TRI-STATE DELTA MODULATION TECHNIQUES

The tri-state delta modulator (TSDM)(6,7) has characteristics that make it especially
suitable for encoding video information. By indicating the “no-change condition” with a
special code, the TSDM breaks the connection between rise time performance and steady-
state level jitter inherent in a bistate delta modulator.

In comparison with the bistate delta modulation, the TSDM approach shown in Figure 3
quantizes Dk into three values instead of two. The third value indicates that Dk is between
-,v and +,v. This condition causes the output of the estimator to remain at its previous
value. Just as in the case of bistate delta modulation, the receiver consists of the estimator
only. This third state eliminates the granularity inherent in bistate delta modulation; it
permits the TSDM to be optimized for transient performance without considering
granularity problems. With the exception of the third state, the operation of the TSDM is
identical to the bistate delta modulator shown in Figure 2.

As indicated in Figure 3, the TSDM state is determined by comparing the estimate Xk with
the input signal Sk to produce a voltage difference signal Dk. This voltage Dk is tested for
sign and magnitude to produce Bk. The rule is:



Since Dk = Sk - Xk, a positive value for Dk signifies that Xk must be made more positive to
match Sk; therefore, Bk = +1 must cause Xk to become more positive. The equation used to
calculate Xk+1 from Xk is simply

where Bk may be +1, 0 or -1 and *)k+1* is given by

When *Dk*# ,v, the feedback signal Xk is close enough in value to the input signal Sk so
that the system should maintain its state. It does this by making Xk+1 = Xk and setting
)k+1 = 0 whenever Bk =0. That process is unique to tri-state delta modulation.

The adaptive characteristic of the system is realized by the *)k+1* =1.5 )k term. When Bk

has the same sign m times in sequence, the value of )k is multiplied by (1.5)m-1 so that the
slope of the feedback signal increases without limit until Xk$Sk. Once that happens, the Bk

vector changes sign and the values of *)k+1* = 0.5 )k reduce the slope as the Xk signal
changes direction. This provides for the eventual settling of Xk to a value near Sk by
reducing the value of )k by a factor of 2 every time Xk crosses Sk. If Sk remains constant
long enough, Xk will eventually settle to within +,v of it, if ,v is at least as large as 1/2 the
resolution of the DAC that produces Xk. Once this happens, Bk will be equal to 0 and the
systems will stay at rest until Sk changes again.

When Bk changes from Bk-1 = 0 to either Bk = +1 or Bk = -1, the system must inject a
starting value for *)k+1* since *)k* was 0. That is handled by the 2)0 term which is simply
a constant value selected to provide a large enough initial slope to the Sk feedback signal
when it must adjust to a step input in Sk so that the slew time is minimized.

The initial value of 2)0 must be injected whenever )k = 0 and Bk … 0. Two terms are
required for this injection because the values of Bk, Bk-1, etc. are the only data available to



the estimator. A sufficient condition for )k = 0 is that Bk-1 = 0. Therefore, whenever
Bk-1 = 0 and Bk … 0, the system must inject 2)0 for )k. However, it is possible for )k to
work its way down to 0 without ever having Bk = 0. This requires Sk to change value at
just the right time during the process of Xk settling toward the input voltage. This
eventuality is handled by the term for *)k+1* which injects 2)0 whenever Bk = Bk-1 … 0 and
*)k*< 2)0.

TSDM DIGITIZER/RECONSTRUCTOR IMPLEMENTATION

Figure 4 is a block diagram of a tri-state video digitizer with the receiver input and output
indicated in dotted lines. Because the receiver is only a portion of the transmitter, it will
not be discussed separately. As shown in this diagram, the analog video signal Sk is
compared with the reconstructed analog estimate of the previous sample Xk. The analog
difference Dk is applied to the A/D converter. The hysteresis bias, or “dead zone,” ±,, is
also applied to the analog bias input of the A/D converter. The analog error is then
sampled by the A/D unit and transformed into Bk values according to the previously
described algorithm. Each Bk value, which is a two-bit number, is then applied to the Bk

storage register. At the same time, the previous value of Bk is clocked into the Bk-1 storage
register. Once Bk and Bk-1 are clocked into their respective storage registers, the logic and
decision unit (LDU) initiates its analysis of the condition of these vectors.

The hardware block diagram of Figure 4 implements the required tri-state algorithm. To
provide the fastest sampling rate possible, the various alternative computations are
performed in parallel and the appropriate result is selected by a 4-to-1 MUX. There are
two 4-to-1 multiplexers: one for the next value of x and one for the next value of )x. The
decision concerning which input to select is made by the output of the A/D converter Bk

and by the comparator which operates on both 2)0 and the output of the )x register. The
implementation shown in Figure 5 provides the maximum amount of time for the DAC,
analog subtractor and three-state A/D converter to settle by performing all possible
calculations while they are settling, then selecting the actual output needed. The x register
input, for example, may be any one of the following numbers, x, x +3)0, x -3)0,
x +1.5 )x, x -1.5 )X, x +0.5 )x, x - 0.5 )x. Of these seven possible values, three may be
eliminated by using the previous value of Bk i.e., Bk-1. That is the reason why the decoding
logic driven by the Bk-1 register, in turn, drives the x register adder/subtractor units
comprised of ALU’s A, B and C. However, at any particular sample time, only one of
these ALU’s has the right value of next Xk.

As shown in Figure 4, there are three output line groups emerging from the LDU. One of
these output line groups (a dual line) controls the two 4-to-1 multiplexers. The second
single line controls the 2-to-1 multiplexer. Finally, a six-wire output line group (comprised
of three dual lines) controls the three ALU’s. Depending on the present vector Bk and the



preceding vector Bk-1, the LDU sends the appropriate commands to the 4-to-1
multiplexers. It also sends the appropriate add/subtract commands to the x-register ALU’s
A, B and C. The ALU at the output of the )x register, however, is always in the “add”
mode. In this ALU, the value of )x is added to a “right-shifted” value of itself (i.e., 0.5
)x), thus providing the next value of 1.5 )x. To ensure that the )-modulator does not
“hang up” within a dead zone, the output of the )x register is always compared with the
2)o value. If the value of the )x register is less than 2)0, the comparator controls the 4-
to-1 multiplexers to select 3)0 as the next increment. The value of 3)0 is also selected
when the LDU indicates that a transition from a no-change state (i.e., constant intensity) to
a change state, i.e., an increase or decrease in intensity has occurred on the latest sample.

For the receive mode, the logic implementation is the same as that shown in Figure 4, but
without the analog subtractor or A/D converter. As indicated by dotted lines, the received
data stream is applied directly to the Bk and Bk-1 storage registers and the reconstructed
analog video is taken from the output of the D/A converter.

RUN-LENGTH ENCODER/DECODER IMPLEMENTATION

The block diagram of the run-length encoder used in the transmitter side of the link is
shown in Figure 5. The high-speed encoding circuitry accepts the Bk values at the sample
clock rate and outputs a sequence from that sample, as shown in Table 1. The sample
clock rate is fixed. Since the encoding process produces a variable number of bits out,
depending on the sample inputs, the data output rate of the encoder varies. Sixteen (16)
bits of the encoder output are grouped together and transferred in parallel to the FIFO
block. This parallel transfer reduces the data transfer rate to one acceptable by the rotating
buffer.

The rotating buffer provides the necessary elastic storage between the varying input data
rate and the fixed output rate. The output of the FIFO, under normal circumstances, is
clocked by the transmission channel clock which is supplied to the TSDM from an
external source. If the picture being transmitted happens to encode very efficiently so that
insufficient data is entering the FIFO to replace the data being clocked out, the run-length
encoder circuitry is apprised of this by the “potential underflow” line shown in Figure 5.
When a potential underflow problem exists, the run-length encoder circuitry waits until a
new horizontal synchronization pulse occurs. At this time, the run-length encoder
generates a codeword indicating end of valid data. When the synchronization pulse is
complete, the run-length encoder transmits another codeword, which signifies the start of
valid data. In between these two times, the run-length encoder may generate fill bits of all
zeros to maintain the FIFO buffer in its proper state of fill. The handling of those pictures
which encode very efficiently is thus relatively simple. The rotating buffer has another 



output that indicates potential overflow. This output feeds back to the encoding circuitry,
which changes its operating mode when the possibility of overflow occurs.

The basic reason for potential overflow is the type of picture being encoded. The pictures
with large areas of constant brightness encode very efficiently (see Table 1) and the buffer
does not have an overflow problem. Those pictures having a great deal of detail with very
few constant-brightness areas do not encode very efficiently. Since the tri-state delta
modulator has three states for every sample instead of two, it inherently generates more
data bits for a given number of samples than a bistate delta modulator. However, the
general tendency for bistate delta modulation to produce granularity is less objectionable in
those pictures with a large amount of detail. Therefore, the run-length encoder circuitry can
change its mode of operation when the buffer is in danger of overflowing. The encoder
then sends a special sequence for its horizontal synchronization word which indicates the
change of mode, and the encoder switches to bistate delta modulation. This removes the
encoding table and merely sends a normal bistate delta modulation stream over the data
link until the potential for buffer overflow has been eliminated.

IMPLEMENTATION OF RUN-LENGTH DECODER

Figure 6 is a block diagram of the receiver run-length decoder. It is essentially the encoder
turned around. The FIFO provides data to the decoding circuitry upon demand so that the
output of the decoder can be a constant sample rate despite the variable-length decoding
process. The elastic storage in the receiver rotating buffer forms the other half of the
elastic storage in the transmitter. The total information stored in the two memories should
vary, roughly together, depending on how the picture data is modified by the encoding
algorithm. The sample rate into the encoder is constant, as is the output at the decoding
end of the link. The link between the encoder and decoder also has a fixed rate which is
somewhat greater than the sample rate in order to obtain the improved picture quality of
tri-state delta modulation. The actual link data rate and the type of picture being scanned
determine how often the system degrades to bistate delta modulation.

EXTENSION OF TSDM TO NTSC COLOR TV

The previous discussion has considered TSDM as a technique for digitizing a single video
signal that is presumed to be the NTSC luminance component used for black-and-white
TV transmission. Because field-sequential color transmission utilizes a sequence of such
components, as provided at the output of a rotating color-wheel filter, the approach
described is applicable without modification for systems such as those in use today by the
Space Shuttle. For standard NTSC color TV transmission, however, the TSDM technique
is applied to each of the three color components, Y, I and Q, where Y is the luminance
component and I and Q are the chrominance components.



Figure 7 shows the method of handling those components, each with its own run-length
encoder. For maximum data comparison, each component should have its own run-length
encoder before multiplexing. Otherwise, since the color and luminance components do not
correlate well, there is little data rate reduction for the chrominance components when
multiplexed with the luminance information.

Relative time delays are quite important in this scheme, and differential delays have to be
added to the I and, especially, the Y channel to compensate for the long delay inherent in
the Q channel due to its narrow bandwidth. This narrow bandwidth implies a low sampling
frequency which produces more delay in the digitizing process.

SUMMARY AND CONCLUSIONS

The main advantages of TSDM are summarized as follows:

(1) It permits run-length encoding techniques to reduce required channel data rate.
Depending on the particular picture being scanned, the TSDM scheme with three
states per sample and run-length encoding requires less channel data rate than bistate
delta modulation. While this statement does not apply to all possible pictures, run-
length encoding of the TSDM output can consistently reduce the required channel
data rate well below one bit per sample.

(2) TSDM eliminates granularity in the reconstructed video. It performs this function
without degrading rise or fall times, compared with a bistate delta modulation system.

(3) The system described herein, when used to handle the luminance information in a
color link, uses about 40 chips. This chip count does include a run-length encoder or
scrambling sequence generator. A higher speed version which Axiomatix has recently
completed uses about 70 chips. A receiver which may be driven by either transmitter
version with minor modification uses about 36 chips.
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Figure 1.  Digital TV and Multiplex System Architecture: General Requirements



Figure 2.  Conventional (Bistate) Delta Modulator
Functional Block Diagram

Figure 3.  Tri-State Delta Modulator (TSDM)
Functional Block Diagram



Figure 4. Tri-State Video Digitizer
(and Reconstructor Block Diagram)



Figure 5.  Run-Length Encoder (Transmitter Side)

Figure 6.  Run-Length Decoder (Receiver Side)



Figure 7.  NTSC Color TV Component Digitization



Table 1. Encoding Table

Bk Vector
Transmitted
Sequence

+1
-1
0

Two 0’s in a row
Three 0’s in a row
Four 0’s in a row
Five 0’s in a row
Six 0’s in a row
Seven 0’s in a row
Eight 0’s in a row

10
11
01110
01101
01100
01011
01010
01001
01000
00
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ABSTRACT

Data from the Space Shuttle is recorded on magnetic tape during manufacture, during
pre-flight tests and during flight. Thus a permanent record is obtained for all tests. When a
tape recorder suddenly stops before the end of its run, some data will not be recorded.
Tape recorders run silently and make no sound when they stop. A tape recorder that is not
running is easily observed, but constant visual monitoring is impractical. Yet it is important
that personnel become aware of the problem at once. An audio alarm that sounds when a
tape recorder stops before the end of its run will alert personnel. An alarm in use at
Rockwell’s Flight Systems Laboratories not only sounds when a tape recorder stops before
it is supposed to, but it turns on a standby recorder in less than two seconds.

INTRODUCTION

Very few tests are conducted that involve the Space Shuttle where data is not recorded on
magnetic tape. The tape provides a permanent record of data that can be processed later.
In the event of an anomaly, it can be played back repeatedly while the data is examined for
clues. Tape recorders, of course, have their own anomalies, one of which is that they can
suddenly stop while recording. When they stop it is essential that the fact becomes known
at once. An audio alarm will alert personnel as to what has happened. It should be loud
enough to be heard by those who have left the recording area to perform duties elsewhere.
A description of such an alarm, how it works and how it is used, is given in the following
pages.

THE RECORDING SET-UP

A block diagram of the set-up used to record test data at the plant in Downey is shown in
Figure #1. The tape recorders are equipped with end-of-tape sensing circuits that enable
the recorders to stop just short of where the tape would unwind from the reel. This feature
is extremely important during the time when the tape is being rewound because of the high



speed that is used. If the tape was not stopped, it would come off the reel in a heap and be
mangled. The tape speed is gradually reduced until the tape stops, because a sudden stop
at high speed would cause the tape to break.

The end-of-tape sensing circuit provides an additional service. When end-of-tape is
sensed, a discrete “start-up” signal is sent to the other recorder via the switchover cable
and it starts to record. A built-in delay enables the first recorder to keep recording for
about one minute before it stops. Thus an overlap of data is provided for the short period
when both recorders are recording. A tape recorder that is merely playing back and not
recording will not send a start-up signal to the other recorder when it senses end-of-tape.

After a switchover has occurred and one recorder has stopped, its tape is rewound and
removed. The heads are cleaned and a new reel of tape is installed. When the other tape
recorder nears the end of its tape, it will send a start-up signal to the first recorder. As long
as the reels are changed the action is automatic and continuous. The recording is halted
only when the STOP button is depressed on the recorder in operation at the time.

CAUSES OF TAPE RECORDER SHUTDOWN

It might be felt that a discussion of this kind belongs in a separate paper. The author does
not think so. A complete knowledge of what can happen and why, led directly to the
design of the Tape Recorder Shutdown Alarm. The design, breadboarding and
construction were completed in two days. It is hoped that the discussion which follows
will provide the impetus for the installation of the alarm wherever instrumentation tape
recorders are used. Little can be done to prevent a tape recorder or any electronic device
from failing. The difficult task is to explain why the failure was not detected immediately.
An audio alarm provides immediate detection.

COMPONENT FAILURE

The Capstan Motor and the reel motors have a finite life expectancy. The same is true of
the electronic circuits that control these motors. The solid state components might last
indefinitely, but the electrolytic capacitors will not. With present day technology the time
between failures might be several years, but all devices fail eventually.

FAILURE TO SWITCHOVER

If the first recorder reaches the end of its run and stops and the other recorder has not
started to record, then we have a “failure to switchover”. This is a case where a tape
recorder has not stopped before the end of its run. A tape recorder has failed to start when
it is supposed to. The definition of the need for an audio alarm must be broadened. An



audio alarm is needed to alert personnel that the recording process has stopped. The Tape
Recorder Shutdown Alarm described here fulfills this need.

The failure to switchover can be the result of the failure of the first recorder to provide the
start-up signal or the failure of the second recorder to respond.

FAILURE TO PROVIDE START-UP SIGNAL

The end-of-tape sensing utilizes two incandescent lamps whose beams are permitted to fall
on sensors when the end of the tape is near. These lamps will stop the tape in either
direction. If the upper lamp has burned out or its sensor has failed, then an end-of-tape
signal will not be provided nor the start-up signal to the other recorder. The tape
movement will stop when all the tape has left the top reel. Both recorders will be stopped
and no data will be recorded. An alarm is necessary to alert personnel.

FAILURE TO RESPOND TO START-UP SIGNAL

Inside the tape recorders are incandescent lamps that help provide constant tape tension.
The lamps are mounted on arms that move in response to changes in tape tension. The
amount of light that falls on a receptor generates a proportional voltage that is used to
control the power furnished to the upper and lower reel motors. These incandescent lamps
can burn out. (Later model tape recorders use Light Emitting Diodes whose life
expectancy greatly exceeds that of incandescent lamps.) If the upper lamp has burned out,
the tape recorder will not start in the forward direction. If the lower lamp has burned out,
the tape cannot be rewound. (Tape recorder will not run in the reverse mode.)

A number of relays in both recorders are involved in the switch-over function. Their
outright failure or inability to open or close on time can also result in a failure to
switch-over.

DESIGN CONSIDERATIONS

A decision was made to use one of the data signals recorded on the tape. The reproduced
output would be monitored. Its absence would set off an alarm; its presence would prevent
the alarm from sounding. Analog and PCM data of various types are recorded, and
equipment designed to use one of these signals would work only if that signal was being
recorded. A servo reference frequency is recorded on all tapes recorded at the Flight
Systems Laboratories in Downey. The Tape Recorder Shutdown Alarm was designed to
utilize this signal.



THE TAPE RECORDER SHUTDOWN ALARM

A block diagram of the first prototype is shown in Figure #2. The connection to two tape
recorders is shown in Figure #3.

A sinewave servo frequency from a recorder is applied to a diode detector. The detected
envelope is a D.C. voltage. The one volt RMS input voltage produces an output voltage of
from 0.5 to 1.0 VDC. A voltage comparator is used to convert this to the 5 volt level
required to operate integrated circuits. An audio frequency generator produces a 256 HZ
square wave output which is applied to a NAND gate. A servo frequency at either input
will produce a D.C. voltage output from the detector. This in turn produces a 5 volt output
from the voltage comparator. A 5 volt level at either input to the NOR gate will produce a
zero level at its output. Since a 5 volt level is required to enable the audio signal to pass
through the NAND gate, the alarm will not sound.

If both recorders are stopped, no servo frequency is applied to the diode detector and their
output is zero. The voltage comparator outputs are also zero. This causes the NOR gate
output to go high, which enables the NAND gate and the square wave to pass through. The
alarm has sounded!

The prototype was built and it worked. It enabled personnel to build cables and electronic
equipment while data was being recorded. Every two hours a switchover would take place
and the tapes would have to be changed. If the alarm went off, the standby recorder was
manually placed in the record mode. This took about 5 to 10 seconds. Five to ten seconds
of data was lost. If personnel were working two aisles over or in the next room, then 30
seconds of data would be lost. This was unacceptable. It was decided that the alarm should
be used to turn on a standby recorder. Tape recorder switchover is initiated by the closure
of two relay contacts which made the task an easy one. The process would be automatic
and require no operator assistance.

A second prototype was built and is shown in Figure #4. Connections to tape recorders are 
shown in Figure #5. The circuit works as follows. The high level at the output of the NOR
gate that sets off the alarm is used to trigger the one shot multivibrator whose one second
duration output pulse energizes the relay (K1) just long enough to close the contacts and
send a start-up signal to the standby recorder.

In Figure #6 a recording arrangement that uses four tape recorders is shown. The recorders
are connected to operate in pairs. At any one time the same data is being recorded on two
machines. The failure of one recorder will not result in loss of data. In addition, data loss
due to circuit failure while recorder continues to run will affect one machine only. Another
advantage of this arrangement is that where tapes record for two hours, the second pair of



recorders can be started one hour later. This is a useful feature when the data run of
interest is located on two tapes, it may also be found on one tape from the other pair of
recorders. This is useful during playback. The arrangement is fine and no standby recorder
is required. The audio alarm is still needed.

A third prototype (which has not been built) is shown in Figure #7. Four tape recorders are
shown connected in Figure #8 and a standby recorder. The failure of any one of the four
recorders will set off the alarm. This prototype can be used for two, three, four or five
recorder operations and is therefore the most useful design.

USE OF SQUARE WAVE SERVO REFERENCE

The usual servo reference signal generated by a tape recorder is not a sinewave but a
square wave. This is easily converted to a sinewave by placing a band pass filter in the
alarm just before the diode detector.

USE OF ALARM WHEN A SERVO REFERENCE SIGNAL IS NOT USED

Some tape recorders are purchased without the servo option. A block diagram shown in
Figure #9 shows the equipment which must be added. Suppose a 128 kilobit PCM signal is
being recorded. A 5 KHZ sinewave signal 20 db below the PCM signal in amplitude is
mixed with the PCM data before it is recorded. This is shown in Figure #9 . In Figure #10,
the set-up required for playback is shown. A high pass filter removes the 5 KHZ signal
from the PCM wave-train and a band pass filter recovers the 5 KHZ sinewave which is
then amplified 20 db to a level required by the alarm.

SUMMARY

The Tape Recorder Shutdown Alarm alerts personnel that the recording process has
stopped because the recorders have stopped. It provides no alarm in cases where the
recorders continue to run even though no data is being recorded due to a malfunction of
electronic circuitry. This type of failure can be detected only by monitoring the reproduced
outputs of all tracks. In installations where four recorders are often employed in redundant
recording, the third prototype should be built.



FIGURE #1 - TAPE RECORDERS CABLED TO SWITCHOVER
AT END OF RUN

FIGURE #2 - TAPE RECORDER SHUTDOWN ALARM



FIGURE #3 - ALARM CONNECTED TO TWO RECORDERS

FIGURE #4 TAPE RECORDER SHUTDOWN ALARM EQUIPPED TO
START STANDBY RECORDER



FIGURE #5 - ALARM CONNECTED TO STANDBY RECORDER

FIGURE #6 - USE OF REDUNDANT RECORDING TO PREVENT DATA LOSS



FIGURE #7 - ALARM FOR USE WITH FOUR RECORDERS

FIGURE #8   ALARM CONNECTED TO STANDBY RECORDER FOR
REDUNDANT RECORDER SET UP



FIGURE #9 - ALARM USED WITH TAPE RECORDERS THAT DO NOT
RECORD SERVO SIGNALS

FIGURE #10   PLAYBACK OF PCM DATA MIXED WITH ALARM SIGNAL
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The-AFSCF is tasked with providing support to NASA for the initial series of STS flights
known as Orbital Flight Test (OFT) missions. This support requires modifications to the
AFSCF data and voice communication elements at the remote tracking stations and the
Satellite Test Center to implement interfaces between the AFSCF and the NASA Goddard
Space Flight Center (GSFC), and between the AFSCF and Space Shuttle Orbiter Vehicle
itself. Data communications involves the exchange of telemetry, tracking, and command
data; while voice interfaces involve air-to-ground as well as ground-based support
communications networks. The modified AFSCF configuration provides a base from which
expanded Orbiter vehicle and payload support may be developed.

This paper identifies the modifications implemented within the AFSCF to provide STS
OFT support and traces the flow of voice and data communications throughout the
STS-AFSCF-GSFC network. Potential candidate support configurations to provide
expanded Orbiter and payload support are also identified.
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ABSTRACT

Classical and public key cryptography for communications privacy are discussed regarding
their relative implementation complexity and overall applicability.

INTRODUCTION

The past few years have witnessed the development of a most fascinating discipline termed
public key cryptography. Cryptography, the set of procedures for rendering messages
unreadable except to those intended and those procedures for authenticating commands or
“signing” messages to prevent spoofing, is an age-old pursuit. Developed over thousands
of years, it entered the 20th century as an art form. Necessity, the mother of invention,
accentuated the development and refinement of cryptographic methods and techniques.
Following passage through two world wars into the present technological age, the art
changed quickly to a science. Of premier importance in marking this milestone, the
evolvement from art to science, was the attempt to quantify defensive cryptanalysis, i.e.,
the attempt to determine the strength of a given system under specific scenarios. Standards
can help one structure cryptographic methods and responsibly select their parameters.

Before public key cryptography, it was necessary for two parties, who wished to exchange
messages securely, to previously exchange secret quantities usually termed “keys” or
“keying variables.” These exchanges could not be made public and had to be effected
through a secure medium such as by courier or other protected channel. Public
cryptography may free us from this constraint and do so in an ingenious manner. The
mechanism relies on the apparent asymmetric complexity of a set of operations and their
inverses.

As might be expected, this mechanism has given rise to a different set of security concerns
than those that beset “classical” cryptography. The first concern is, obviously, the
evaluation of the algorithm’s strength, i.e., “shortcuts” to reduce complexity of



implementation of the inverse operations. Second, because correspondents are not in
possession of privileged material (keys, authentication words or other secret items) prior to
communications, there may be significant spoofing attacks possible. These vulnerabilities
are grouped under the heading of “identification assurance” or “resolution.” This paper
considers public key cryptography in light of the second concern, but balanced by the
operational advantages that may accrue from its use.

CLASSICAL CRYPTOGRAPHY

A “classical” cryptographic architecture is depicted in Figure 1. What makes this situation
“classical” is that each of the two operators are using a cryptographic algorithm (realized
in the hardware they are operating) that is initialized or configured, prior to their
communicating, by a secret “keying variable” which has been physically distributed to
both of them through some sort of protected channel; in Figure 1’s case, this protected
channel is a courier.

A classical cryptographic system might use the Data Encryption Standard or DES (1). This
algorithm is a procedure for converting 64 bits, considered the “plaintext,” into 64
different bits, considered the “ciphertext.” The conversion of plaintext to ciphertext is
governed by a 64-bit keying variable. Eight of the 64 keying variable bits are reserved for
parity purposes and thus the number of possible DES keying variables is 256. The DES
algorithm itself (as opposed to the operating mode) is an example of “codebook”
cryptography, the name deriving from the old (WWI vintage) cryptographic procedure for
encrypting words, letter combinations or other equivalents to stand for message text
elements, usually words, letters, numbers, or phrases. The particular correspondence is
defined by a specific codebook or system keying variable. In the case of the DES, the
correspondence is one of 256 possible one-to-one correspondences between all 264 possible
64-bit words of plaintext and all 264 possible 64-bit words of ciphertext.

Let us now examine the privacy of (or, perhaps, afforded by) the encrypted
communications passed between the two operators of Figure 1. We submit that
communications privacy is not a program, not a piece of equipment or a fascicle of
doctrine but rather a condition, i.e., either the communications are free from exploitation or
they are not. The encryption user faces the problem of determining how much in terms of
costly resources is required to provide appropriate conditions for communications privacy.
Making this determination involves correctly assessing and extrapolating the threat to the
communications. This is a difficult task and is often approached through an incremental
process. What we must do is to lay out the gradations of threat and then establish the costs
and complexity to counter each level of threat. This allows management to draw the line
which determines the appropriate funding for privacy to counter the perceived threat. It 



also makes management incur responsibility. In the case of the scenario depicted in
Figure 1, the communications privacy afforded is dependent on the following parameters:

• the integrity of the operators;
• the integrity of the courier;
• the physical and electronic integrity of the cryptographic machines;
• the cryptographic “strength” of the cryptographic algorithm; and
• the “goodness” of the keying variable.

The above set of prerequisites constitutes a logical “AND,” i.e. , they must all be met for
communications privacy to obtain. It is a sad fact of life, but one any security service must
recognize, that reputation and perhaps corporate existence depends upon the ability to
completely specify modules of responsibility and to quantify and demonstrably measure
the efficacy of each such module. The reason, of course, is to be able to creditably
disavow or transfer blame for compromise to other elements in the larger system. Thus, a
host of standards and proposed standards have sprung up about classical cryptography
ranging from operator security through cryptographic security.

PUBLIC KEY CRYPTOGRAPHY

During the past few years, a new approach has been added to cryptography by the
evolution of what has become generically termed as “public key cryptography” or PKC.
This discipline of cryptography is philosophically intriguing and potentially useful. In
short, PKC does not require a priori distribution of keying material to the two parties who
wish to communicate; that is PKC’s distinct advantage. Its distinct disadvantage is that it
can be spoofed. We will examine these facets later but first we wish to review, by
example, public key cryptography.

A PKC depends on what has become known as asymmetric complexity. In essence, there
are processes or operations which appear to require a lesser effort to do or perform than to
undo, hence the oft used term, “trapdoor” cryptography. As an example of the trapdoor
concept, consider that we are asked to multiply the two primes 7432339208719 and
341117531003194129. We obtain 2535301200456458802993406410751 without much
effort. (This product is, incidentally, 2101.)

Factoring, i.e., finding the factors through performing the inverse operation od
multiplication, is a much more difficult undertaking. In fact, the factoring of 2101 into its
two prime factors was a contribution by G.D. Johnson (2) to the field of computational
mathematics.



A PKC endeavors to allow two parties to create a secret quantity (number or vector)
through the use of an asymmetric complex process or function f(). The function f() will
usually possess the following property f(a,f(b,c)) = f(b,f(a,c)). As an example, the Diffie-
Hellman system (3) depends upon the difficulty of finding “discrete logarithms” within
finite fields. Two parties, A and B, agree on a base, ", which is announced, or is at least
available, publicly. The two parties also publicly agree on a prime number P which will be
used to perform modular reduction.  Party A then picks a number in secret, call it A,
computes "A divides by P which forms "A modulo P and sends the remainder to party B.
Meanwhile Party B has picked a secret number B, computed "B, divided by P and sent the
remainder to Party A. Party A upon receipt of "B modulo P raises it to the Ath power;
Party B similarly raises "A modulo P to the Bth power. As a result both parties possess "AB

modulo P. All that a passive interceptor can glean from the communications is "A and "B

(both “reduced” modulo P). Note further that Party A never needs to recover B nor does
Party B need to know A for both parties A and B to arrive at the mutually held secret
quantity "AB modulo P. The system derives its cryptographic strength from the apparent
asymmetric complexity that given ", A, and P, it is relatively easy to compute "A modulo
P, but, given ", "A modulo P and P, it is relatively difficult to find A. Following our formal
functional equation above, we see that for the Diffie-Hellman system f(x,y) = yx modulo P.

As an example of the Diffie-Hellman system, let us assume that parties A and B choose
" = 3 and P = 127. The process flow would proceed as follows.

PARTY A PARTY B

• BOTH PARTIES AGREE
TO USE " = 3 AND
REDUCE MOD 127

• PARTY A CHOOSES (GENERATES IN
A RANDOM MANNER) A = 16

• PARTY B CHOOSES B = 72

• PARTY A COMPUTES 316 MOD 127 = 71 • PARTY B COMPUTES 372 MOD 127 = 2

• PARTY A TRANSMITS 71 to PARTY B • PARTY B TRANSMITS 2 TO PARTY A

• PARTY A COMPUTES 216 MOD 127 = 4 • PARTY B COMPUTES 7172 MOD 127 = 4

• BOTH PARTIES NOW 
POSSESS A QUANTITY,
4, WHICH IS KNOWN
TO THEM ONLY.



If the Diffie-Hellman procedure is used with appropriately sized parameters, the commonly
derived secret quantity can be used as an additive keytext or as a cryptovariable for a
classical cryptographic system such as the DES. Thus we appear to have a method for
dispensing with a separate key generation facility and the overhead of keying variable
transfer via courier or other protected channel. There is a hitch, however, and this is what
we call the “active transparency attack.”

The active transparency attack is depicted in Figure 2. What we show are two parties
communicating but through an interloper who has actively interposed himself into their
communications flow. The interloper is transparent to the communicators. He forms a
secret variable which he uses in communications with the first and second parties. Then,
when the first party encrypts a message and sends it to the second party, the interloper
decrypts the message, copies it and re-encrypts the message for transmission to the second
party using the key that the interloper holds in common with both parties. This weakness
engendered by the active transparency attack is at the heart of much of the skepticism and
reservation that surrounds PKCs. See for example (4).

TRADEOFFS

Our goal is to provide communications privacy at reasonable cost and reasonable risk. For
some cases the cost and risk measures will vary greatly. It is our thesis that the spoofer
(the perpetrator of the active threat) should answer some very basic questions. It is useful
to evaluate the risk by looking at the problem through their eyes. First, the communications
must be worthwhile reading. This is not always to be taken for granted. Second, there must
be opportunity for electronic interpositioning. Third, the interloper must be willing to
assume the risk of discovery. Let us examine these conditions a bit more deeply:

(a) Value of the communications - If the protected information is of value, but its loss or
premature disclosure to the wrong parties is not an event with costly consequences,
the interloper may simply elect to leave it alone. In this case, a PKC may be cost
effective vis-a-vis a classical cryptographic system if it reduces the cost associated
with the generation, transfer and storage of cryptovariables.

(b) Opportunity - It is difficult to transparently insert oneself into some communications
links. For example, if the two parties are talking via the dial telephone network within
the continental United States, it would be extremely difficult and costly for a spoofer
to carry out the active transparency attack between line of sight microwave towers.
The spoofer would have to receive the signal, demodulate the channel of interest after
first demodulating the appropriate (jumbo/super/master) group and then remodulate
the entire baseband for transmission to the next tower. The spoofer retransmitted
signal would arrive at the next microwave tower in competition with the original



signal creating RF interference. Similarly, it would be difficult to spoof on an
omnidirectional VHF radio network as someone would probably notice the very
peculiar signal activity that would transpire. A wireline spoof, on the other hand, may
be relatively easier to perform and quite difficult to detect. For example, the authors
are aware of a specific instance of such a spoofing effort in which all communications
were routed through a single communications facility. A spoofing attempt was
conducted. The spoofers appeared transparent to the communication flow and the
scheme was foiled only by considerations external to the communications. The
communications link appeared absolutely normal throughout the entire operation.

(c) Risk of discovery - This is perhaps the most difficult of the variables to study and
perhaps the most important. Before the spoofers attempt the attack, they must
evaluate that if they are discovered, they may do greater harm to their overall interests
than the good which would have accrued from a successful operation. This is so
because discovery carries two messages with it. The first is that the data sought could
be proven to be extremely important to the opposition. Second, it reinforces the
knowledge that the victim’s communications system is at least threatened. It is quite
conceivable that following detection of an attempted exploitation, the intended victim
will shore up his system to such a degree that other, more elaborate, attacks are
necessary.

AN EXAMPLE

Consider that we wish to provide communications privacy to an instrumented testing
range. Let the hypothetical range have a large and diverse set of sensors in the field. These
sensors are clustered, that is they are arranged into local groups. Each group is managed
by a base station and the sensors pass their data to their base station for preprocessing and
concentration. The base stations communicate with and are controlled by the net control or
master station. The function of the net control station is to pass messages between base
stations. This architecture is depicted in Figure 3.

Let us now specify the communication architecture as follows:

(a) there are k base stations denoted by B1, B2,...,Bk;
(b) each base station is responsible for m sensors. The sensors associated with the ith

base station are denoted by Si1 Si2 Sim and
(c) there is a single net control station denoted by N.

If it is desired to protect all the links in the network, there will be 2k(m+l) duplex privacy
units. Assuming that the send and receive keying variables on any link are the same and
that a different keying variable is assigned to each duplex link, there will be K=k(m+l)



different keying variables. If we let the function d(a,b) represent the distance in miles
between the entities denoted by a and b, then we can compute an upper bound on the total
travel, T, that must be performed to key the system. It is:

(1)

If the terrain is amenable, the necessary travel may of course be reduced by base personnel
visiting more than one sensor before returning to base. For a reasonably sized range, K and
T can be sufficiently large to require a significant effort by those responsible for
communications privacy.

Figure 3 is known as a “star” architecture. Note that K and T are linear with k. If, at some
later time, it is desirable to make the net capable of faster response by allowing each base
station to directly communicate with any other base station, then the new K and T

      and

(2)

The quantities K and T are now non-linear in k and as k increases, the classical keying
variable distribution effort quickly becomes herculean. Obviously one can achieve a
minimum travel distance by having one party carry all the keying variables via the traveling
salesman route. This may increase the risk of loss of keying variables.

By using a public key architecture, however, one can greatly reduce the above problems.
with a PKC, stations can be “written in and out” and nets reconfigured without elaborate
bookkeeping. All that is required is a random source and a PKC algorithm at each site.

CONCLUSION

We have attempted to review briefly the two genres of privacy-type cryptographies, i.e.,
the classical and the modern public-key concept. We believe that the latter is not just an
academic curiosity but may have a place in today’s communications even though it adds
more responsibilities to those in charge of communications privacy. As sensors and
processors become more widely distributed, often to geographically inconvenient regions,
the advantages of automated keying through a PKC system are worth considering in trade-
off studies.
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ABSTRACT

The requirement for synchronization is an important aspect of choosing a DES mode of
operation for a specific application. This paper provides an introduction to the four DES
modes of operation, their synchronization requirements, and suggests certain approaches to
meeting these requirements.

INTRODUCTION

The United States Federal data encryption standard (DES) (1) specifies an algorithm for
cryptographically protecting information.

The DES is a block cipher, or one which operates on fixed-sized blocks of symbols. The
DES operates on 64-bit blocks. During encryption it maps 64-bit plain text input blocks
into 64-bit cipher text output blocks. There are 256 possible mappings. Each is unique and
invertible. The specific mapping used is selected by a 56-bit key variable which is entered
by the user. Decryption is the inverse of the encryption mapping. In order to decrypt
successfully one must know which of the 256 possible keys was used to encrypt the
information. This information is normally only known to the originator and intended
receiver of the encrypted message.

A block cipher like the DES, with appropriate types of feedback, can be used to generate
several types of cipher systems.

The implementation techniques which use the DES as a basis for several different types of
cryptographic systems have become known as the DES “modes of operation”. These
modes of operation are specified in a Federal Information Processing Standard (FIPS) (2).
Four methods or modes of using the DES are authorized in this standard. These are the
Electronic Codebook Mode (ECB), Cipher Block Chaining Mode (CBC), Cipher



Feedback Mode (CFB), and Output Feedback Mode (OFB). The FIPS which specifies
these modes only addresses the “bare-bones” mechanics of implementing each of these
modes. Requirements in other concomitant areas which affect the security of a
cryptographic system, e.g., key management or cryptographic synchronization are not
addressed. The purpose of this paper is to introduce the reader to the synchronization
requirements of each of these modes and to provide examples of how such requirements
might be met in “real world” communications systems.

THE ECB MODE

This is the most basic mode of use of the DES and is illustrated in Figure 1. In this mode, a
64-bit plain text data block is input to the DES. This block is then encrypted by the DES
device using a specific key variable. The result of this encryption is a 64-bit cipher text
output block which is a non-linear function of each of the bits of the input block and key
variable. The decryption operation, Figure 1, is the inverse of the encryption operation.
The 64-bit cipher text blocks are input to the DES device which is operated in the decrypt
mode using the same key variable as was used for encryption. The result is a 64-bit plain
text output block.

Using the ECB mode, the same input plain text block will result in the same cipher text
block each time it is encrypted under the same key variable. (This is analogous to the
classic codebook method of encryption, and the reason for the name Electronic
Codebook.) This property means that the compromise of any plain text/cipher text pair will
allow an eavesdropper to identify this particular block of plain text each time it is
transmitted, as long as the same key variable is in use. This limitation is known as the
codebook analysis problem and is the reason that ECB mode is only approved for
encryption of isolated blocks of random or pseudorandom data.

Since cryptographic variables (key variables or initialization vectors) are (or should be)
randomly derived quantities, the ECB mode is generally used to encrypt these variables
when electronic key distribution systems are employed. These variables are then used with
one of the other modes of DES for data encryption.

THE CBC MODE

This mode of operation of the DES is illustrated in Figure 2a. In the CBC mode, the plain
text input block (64 bits) is modulo-2 added to a 64-bit block of pseudorandom data prior
to being encrypted by the DES device. The resultant cipher text block is transmitted, and
also fed back to serve as the “chaining” or pseudorandom block, which is modulo-2 added
to the next plain text input block. This chaining process gives the name Cipher Block 



Chaining. The process of modulo-2 adding the previous cipher text to the new plain text
block prior to encryption continues for the entire message.

The pseudorandom block added to the first plain text block is known as an Initialization
Vector (IV). The IV is required since there is no cipher text output available to
“randomize” the first plain text input block. The IV is a randomly or pseudorandomly
derived quantity.

The CBC decryption process, Figure 2b, operates as follows. The first received cipher text
block is processed through the DES, using the DES device in the decrypt mode. The result
of this operation is then modulo-2 added to an identical IV as was used for encryption.
This operation yields the first plain text block. The second cipher text block is decrypted
by the DES device and added to the preceding cipher text block, which produces the
second plain text block. This process of decrypting the newest received cipher text block
and modulo-2 adding the result to the previous cipher text block continues until the last
cipher text block has been received.

The CBC mode reduces the codebook analysis problem since, unlike ECB mode, the same
plain text does not produce the same cipher text each time it appears as input. However,
the CBC mode does have the property of error extension: This means that one or more bit
errors occurring in a cipher text block will cause multiple errors in the corresponding
decrypted plain text block (about 50% of the bits), as well as cause one or more bit errors
in the plain text block which follows it.

THE CFB MODE

In CFB mode, the DES device is used to generate a pseudorandom binary stream
(sometimes known as a keystream) which is modulo-2 added to plain text to produce
cipher text. This cipher text is fed back to form all or part of the next input to the DES.
One through 64-bit cipher feedback may be used. See Figure 3.

Operation in CFB mode begins by loading an IV as the first input into the DES device.
The IV is encrypted and produces a pseudorandom output block. All or part of this output
block (depending on the size of the plain text block) is modulo-2 added to a plain text
block of 64 bits or less to produce a block of cipher text. This cipher text is transmitted
and is also fed back to form a new DES input block. This new input block is encrypted and
modulo-2 added to the next plain text block to form cipher text. This process of using the
previous cipher text block to form a new DES input block, encrypting this new block, and
modulo-2 adding the result to the current plain text block continues for the entire message.



A block diagram for CFB decryption is also given in Figure 3. Unlike the ECB and CBC
modes, the CFB decryption process uses the DES in the encrypt mode. The decryption
process essentially consists of generating an identical pseudorandom keystream at the
receiver as was used to encrypt the traffic at the transmitter. This keystream is then
modulo-2 added to the received cipher text blocks to yield plain text.

The process begins with the encryption of an IV identical to that used at the transmitting
station (for encryption). The resultant output bits are added to the first received cipher text
block to produce plain text. The first cipher text block is then used to create a new input
block which is processed through the DES device. The resultant output is added to the
next received cipher text block to yield plain text. This chaining process continues until the
last encrypted block has been received and processed.

CFB mode has the property of error extension. One or more errors in a received cipher text
block will cause one or more errors in the corresponding plain text block upon decryption.

Approximately 50% of the bits will be in error in the decrypted plain text blocks that
follow the original error block until the cipher text containing the errors is eventually
shifted out of the DES input block.

THE OFB MODE

The OFB or key autokey mode is another variation of using the DES to generate a
pseudorandom stream (also known as a keystream) which is modulo-2 added to plain text
to create cipher text. See Figure 4.

Encryption begins by loading an IV as an the DES. The IV is processed through the DES
device operating in encrypt mode And the process yields a block of pseudorandom data.
This block of pseudorandom data is added on a bit-for-bit basis to the plain text to produce
cipher text. This block of pseudorandom is fed back to form a new input to the DES and
the block is encrypted, yielding another block of pseudorandom data. This process is
repeated for each block of plain text to be encrypted. One through 64-bit OFB is
permitted.

The decryption process, Figure 4, is identical to that of encryption. The pseudorandom
stream, or keystream, is generated in exactly the same manner as that used for encryption.
The keystream is modulo-2 added to the received cipher text to create the plain text. In
order to decrypt correctly, the decryption keystream generation process must be
synchronized with the encryption process. That is, the same bit of the keystream used to
encrypt a particular bit of plain text must be used to decrypt the corresponding cipher text
bit.



The OFB mode has one major advantage over the other modes discussed above. Since the
two keystreams are generated independently and do not depend upon the integrity of the
received data, OFB mode does not cause error extension. A single bit error in the received
cipher text results in a single bit error in the plain text. This property can prove useful in
certain applications.

CRYPTOGRAPHIC SYNCHRONIZATION

A typical encrypted communications link is block diagrammed in Figure 5. The equipment
at both ends of the link consists of a data source/sink, data encryption equipment (DEE)
and a modem. The channel between the modems may be either a radio link, wireline,
satellite etc.. For the discussions which follow, bit synchronous communications is
assumed. Transmit and receive clocks at both ends are provided by the modems. It is also
assumed, as is typical, that the modem provides the correct receive clock and data phase
relationship, and that the receive clock is phase locked to the remote modem’s transmit
clock. In addition, both DEE’s are assumed to be using the same key variable.

Cryptographic synchronization will be defined as relating only to those processes which
must occur at the sending and receiving DEE’s in order that the encryption and decryption
process operates correctly. As an example, modem synchronization, i.e., carrier and clock
acquisition at the modem receiver is necessary for cryptographic synchronization, but is
not considered part of the cryptographic synchronization process in the following
discussions.

ECB MODE SYNCHRONIZATION REQUIREMENTS

The ECB mode will not be used as the primary encryption mode in most communications
systems. In most applications, it will only be used to encrypt DES key variables when
electronic key distribution is employed. One can envision either the CFB, CBC, or OFB
mode being used for actual data encryption, with the ECB mode used perhaps once a day
to encrypt a new key variable for transmission.

The ECB encryption process operates on independent 64-bit plain text input blocks.
Therefore, there is no interdependency between the resultant 64-bit cipher text output
blocks. Each can be decrypted as an independent entity.

Thus, the required synchronization process between the transmitting and receiving
cryptographic equipment is relatively simple. The receiving DEE must know that ECB
mode has been used to encrypt a message, and must establish the correct 64-bit cipher text
block boundaries in the received data stream. The encryption mode information may or
may not be provided in the received message (the receiving DEE may have established the



encryption mode a-priori); however, the block boundaries must be implicitly or explicitly
defined in the message’s structure.

CBC MODE SYNCHRONIZATION REQUIREMENTS

The CBC mode is a form of encryption wherein the transmitting DEE operates on blocks
of data. The primary requirement for synchronizing the receive DEE is to initially establish
and then maintain block synchronization. That is, the receiving DEE must operate on the
same 64-bit cipher text blocks as those output from the sending DEE. Should the receive
DEE lose the correct block boundaries, subsequent decryption operations will yield
incorrect plain text.

If one views these 64-bit blocks as “characters”, then the requirement for achieving block
synchronization at the receiving DEE is nearly identical to that of finding character sync at
a receive data terminal in character-oriented synchronous data communications.

Note that with the CBC mode, once block synchronization is achieved, decryption of a
particular block of cipher text (e.g., block N) only requires that the receiver have a correct
copy of blocks N and N-1. Because of this fact, the receiving DEE will automatically
recover from a burst of transmission errors once good data is again received, as long as
block synchronization was maintained.

In order to successfully decrypt the first block of cipher text, the receiving DEE must have
a copy of the identical IV as was used to begin encryption at the transmitting DEE. The
IV’s may be distributed in the same manner as key variables, e.g., couriers or electrical
means. In any event, the IV used in CBC mode must be protected from disclosure and the
same IV may be used until the key variable is changed (3).

CFB MODE SYNCHRONIZATION REQUIREMENTS

As noted earlier, from 1 to 64-bit CFB is permitted. However, 8-bit CFB is the most
commonly used type. We shall assume 8-bit CFB solely for discussion purposes. The same
principles apply regardless of the size of the feedback block.

The processes involved in CFB synchronization are nearly identical to those discussed for
CBC mode. To decrypt successfully, the receiving DEE must achieve block
synchronization. That is, the 8-bit cipher text block boundaries (or k-bit boundaries where
k = 1 to 64) must be located by the receive DEE. If the DEE does not use the correct 8-bit
block boundaries, the 64-bit DES input blocks used in the decryption process will not be
the same as those used for encryption and decryption errors will result.



Successful decryption of a particular block of cipher text only requires that the DEE
receive error-free the 64 cipher text bits which immediately precede the block. (If using
8-bit CFB, this amounts to the preceding 8 cipher text blocks.) Therefore, the CFB mode
will also recover from an error burst after 64 cipher text bits are received error free. Again,
this assumes that block boundaries have not been lost. In order to decrypt the first cipher
text block, the receive DEE must start the decryption process using the same IV as the
transmitter. The requirements for handling IV’s in the CFB mode are somewhat different
than in CBC mode. Each time the sending DEE is reinitialized a new IV must be
employed. In addition, CFB IV’s do not require protection from disclosure (3). In most
cases IV’s will be sent between DEE’s at the start of a transmission.

CFB mode has been called self-synchronous (4). One should be careful not to misinterpret
this statement. For block sizes greater than 1 bit, the receiving DEE must acquire and
maintain block synchronization as described. CFB is self-synchronous in the sense that
even if a block of data is lost in transmission or is corrupted by errors, the receiving DEE
will begin decrypting successfully once a sufficient number of error-free blocks are
received. However, should the block boundaries be lost, then the receiving DEE will not
recover until the block boundaries are again reestablished.

One-bit CFB is the only DES mode that is truly self-synchronous. The reason for this is
that the “block size” is 1 bit. Therefore, the receiver will begin to decrypt correctly
regardless of initial conditions, once 64 contiguous cipher text bits have been received
error-free.

OFB MODE SYNCHRONIZATION REQUIREMENTS

The DES operated in OFB modes can be thought of as a pseudorandom sequence
generator. (Cryptographic systems which operate in this manner are known as keystream
or key generators.) The IV in OFB mode determines a starting point in the particular
output sequence. Each time the transmitting DEE is restarted, the encryption process
should begin with a new randomly derived IV. The reason for this is to minimize the
possibility of multiple use of the same portion of the pseudorandom output sequence (or
keyspace). If the DEE started each time with the same IV (and the same key variable), the
identical sequence would be generated and used to encrypt plain text. This would make the
cipher text much more vulnerable to cryptanalysis (4).

Synchronization between the transmit and receive DEE’s requires that both DEE’s start at
the same point in the pseudorandom sequence. In addition, both DEE’s must generate the
sequence “in step” with one another. In other words, the same bit of keystream used to
encrypt a bit of plain text at the transmitter must be used to decrypt the corresponding
cipher text bit at the receiving DEE. If the receiving DEE does not generate keystream in



synchronism with the transmitter, approximately 50% of the decrypted plain text bits will
be in error. It should be noted that the receiving DEE must generate the same sequence as
the transmitter but delayed by any modem processing time plus the propagation delay
between the two DEE’s.

Starting at the same point in the sequence requires that both DEE’s begin with the same
IV. In OFB mode, this requirement is much more important than in the CFB or CBC
modes. The latter two modes will eventually synchronize even if both the DEE’s start with
different IV’s, given that the block boundaries are correctly established. However, if the
DEE’s in OFB mode are started with different IV’s and are clocked at the same rate, they
will never synchronize.

SYNCHRONIZATION TECHNIQUES

Despite the differences among the DES modes, four common items are required at the
receiving DEE in order to synchronize. These are:

• The receiving DEE must know which mode of operation is to be used.

• Both DEE’s must use the same key variable.

• The receiver must use the same IV as the transmitting DEE (Not applicable to ECB
mode).

• The receiving DEE must be able to determine the start of the cipher text in the receive
data.

The encryption mode is generally coordinated between the transmitter and receiver prior to
the start of protected communications. However, there are applications where the
encryption mode changes dynamically depending upon the type of message being sent. In
the latter case, the mode information is usually transmitted as part of the message, and the
receiving DEE must examine this information in order to determine the correct decryption
procedure.

Key variables are usually distributed among users through the use of couriers although
electronic key distribution schemes are becoming more widely used. Regardless of how
they are distributed, key variables must be protected from disclosure. The CBC IV must
also be protected from disclosure. The CBC IV may be used for an entire cryptographic
period (period between changes of key variable) therefore the CBC IV’s could be
distributed along with the key variables.



The IV’s used with the other DES modes require no protection and a different IV must be
used each time the DEE’s are restarted. For this reason, the IV’s used for CFB and OFB
modes will usually be sent between DEE’s at the start of an encrypted communications
session.

As noted earlier, the CBC and CFB modes will eventually synchronize even if the IV is
received with errors, given that the CFB or CBC block boundaries are correctly
established. Synchronization will not be achieved in the OFB mode if the IV is received
with errors. Therefore, some form of forward error control should be considered for the IV
when the OFB mode is used over error prone channels.

The determination of which bit in the received data is the first cipher text bit is the final
problem in DEE synchronization. This is true no matter which DES mode is employed.
Regardless of the encryption mode, once the receive DEE knows which is the first bit of
cipher text, the synchronization is reduced to one of simply counting received data bits.
The problem of finding the start of the cipher text at the receiver is analogous to finding
character sync in character oriented synchronous data communications, or word sync (5)
when certain forms of error detection and correction coding are used in communications.

The most common solution to this problem is to precede the cipher text with a
synchronizing data pattern. In general, one chooses a pattern which has an autocorrelation
function which peaks at the in-phase position and is low elsewhere. The receive DEE
searches for this pattern on a bit-by-bit basis. Once detected, the sync pattern is used as a
reference to the start of the cipher text. An example of this concept is shown in Figure 6a.
The transmitting DEE begins an encrypted communications session by transmitting a sync
pattern followed by a fixed length IV (if required). The first bit of cipher text immediately
follows the IV. If the sync pattern is detected at the receiver, the position of both the IV
and cipher text are known.

One has to be extremely careful in applying this technique because of the random qualities
of cipher text. In general, there is nothing to prevent the occurrence of the sync pattern in
the cipher text, thus yielding false acquisition. There are several ways of dealing with this
problem. The receiving DEE can be made to search for the sync pattern at only certain
times, i.e., the DEE would only enter a sync search mode upon command. The assumption
here is that the sync search at the receiver and the sending DEE’s transmission of the sync
pattern are somehow coordinated. This coordination can be accomplished automatically.
For example, if the receive modem provides a carrier detect indication, this indication
could be used to trigger a sync search at the receive DEE when carrier is first detected.

Another option is to have the receive DEE constantly search for the sync pattern and
synchronize or resynchronize each time the pattern is detected. In this case, the sync



pattern must be of sufficient length such that the false alarm rate due to the pattern’s
accidental appearance in the cipher text is acceptable. A third approach is for the
transmitting DEE to process the cipher text to insure that the sync pattern does not occur.
An example of this approach is shown in Figure 6b. The figure illustrates the general
format for an encrypted message as recommended by proposed Federal Standard 1027.
This format is used when encryption is at the data link layer (6) and common bit-oriented
protocols such as Advanced Data Link Control Procedures (ADCCP) are being used. The
normal data link frame structure consists of opening and closing Flag fields, 8-bits or one
octet in length, which delimit the frame. The opening Flag is immediately followed by
Address (A) and Control (C) fields then by a variable length information (I) field.
Following the I field is a Frame Check Sequence (FCS) which is two octets long and then
the closing Flag sequence. A zero bit insertion/deletion technique (7) is used to insure that
the Flag sequence does not inadvertently appear in the frame (including the cipher text)
between opening and closing Flags. The first octet of the I field is a parameter called the
Encryption Control (EC) field. The 8-bit EC field is added into the frame by the
transmitting DEE. It is used by the receive DEE to determine the contents of the I field and
what action to take to decrypt the I field. (Depending upon the type of message, the I field
may have been encrypted using either ECB or CFB mode.) The start of the cipher text is
always a known number of octets from the frame’s opening Flag which serves as the sync
pattern in this example.

The use of sync patterns by the DEE’s may not necessarily be required if precise
synchronization information is required by other system elements. For example, the
modem in TDMA satellite systems uses a similar technique to determine the starting point
of TDMA transmissions. In such a system, the modem could “guarantee” that the first
received data bit sent to the receive DEE is the first bit of the IV or cipher text. Thus, the
DEE would not have to search for the start of the cipher text.

CONCLUSION

The use of DES based communications protection has become more widespread due to the
increasing awareness of the vulnerability of electronic communications to interception. It is
important that the system’s designer, who has a requirement to include DES protection in a
given type of communication system, be fully aware of impacts of adding DES encryption.

This paper introduces the reader to the synchronization requirements of each of the DES
modes of operation. The synchronization requirements, error extension properties, and IV
management requirements of each DES mode, along with the other system requirements,
must be weighed in deciding how best to incorporate the DES. The information presented
herein will aid in that decision.
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Figure 1.  Electronic Codebook (ECB) Mode

Figure 2a.  Encryption Using Cipher Block Chaining (CBC) Mode.



Figure 2b.  Decryption Using Cipher Block Chaining (CBC) Mode

Figure 3.  K-bit Cipher Feedback (CBC) Mode.



Figure 4.  K-bit Output Feedback (DFB) Mode

Figure 5.  Typical Encrypted Communications Link.



Figure 6a.  Starting an Encrypted Transmission Using Sync Pattern.

Figure 6b.  Proposed Federal Standard 1026 Encrypted Frame Structure.
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ABSTRACT

Evolving growth in Navy ship-to-air missile design has resulted in a need for larger
quantities of telemetry information with increasing emphasis on digital telemetry. This has
inherently led to the requirement for telemetry processing equipment that is adaptable to
these changing missile telemetry data formats. The design for the Telemetry Recording and
Reduction Equipment (TRRE), that incorporates today’s technology into a compact, real-
time analysis tool for shipboard use, is presented in this paper.

The TRRE was designed to process both the Pulse Amplitude Modulation (PAM)
telemetry data formats of existing missile designs and the Pulse Code Modulation (PCM)
data formats of evolving missile designs. The TRRE design minimizes the required
operator interace through preprogrammed telemeter formats and programmable
decommutation tables. A microprocessor is utilized in the design to program the
decommutation hardware configuration.

INTRODUCTION

E-Systems is currently producing the AN/SYR-1 Communication Tracking Set which
serves as the downlink receiver and processor for TARTAR and TERRIER combat
weapon systems. When not required for downlink, either of its two channels can be used
to receive telemetry. The TRRE utilizes this existing telemetry reception capability to
provide recording of telemetry data and real-time display of telemetered functions. The
TRRE is also compatible with other telemetry receivers. The TRRE’s input configuration
showing the two telemetry channels from the AN/SYR-1 receivers, plus time-of-day and
ship’s audio inputs, is depicted in Figure 1.



The TRRE design seeks to combine simplicity of operation with the flexibility required for
missile telemetry data analysis. Digital technology is used where possible to enhance
adaptability to new telemeters while maintaining compatibility with existing missile
formats.

The following sections describe the TRRE performance characteristics, system
components, system operation, and the program status.

TRRE PERFORMANCE CHARACTERISTICS

The TRRE design specification required the capability to record and process the telemetry
signal formats of 15 Navy telemeters, the majority of which represent Standard Missiles.
These formats fall into three basic categories: PAM, PAM with digitized words, and PCM.
The PAM telemeters transmit samples of about 50 analog telemetry functions at 25,000
samples per second. The digital PAM telemeters also use a PAM format, but at the rate of
41,667 samples per second; in addition, a new aspect of these formats was the inclusion of
digital words (3 bits per channel) from the on-board (missile) guidance computer. The new
PCM telemeters transmit over 200 functions at rates greater than 25,000 bits per second.
All three formats contain a Doppler Video (DV) signal which provides additional flight
analysis data.

The TRRE is capable of being initialized before launch should only a tape recording be
required or if crew members will not be available to operate the system during a missile
flight. The system will then detect when the input from either receiver channel contains a
valid telemetry signal and will automatically start the tape recorder. To perform post-flight
data reduction, the analyst configures the decommutation process by simply selecting a
previously entered display assignment set. These display sets are stored in nonvolatile
memory and are easily, modified.

The TRRE design provides space for additional circuits, allowing adaptability to future
telemeter requirements. Circuits are partitioned such that additional hardware can be
incorporated with a minimum impact. To the maximum extent practical, the hardware
configuration is controlled by easily modified microprocessor firmware.

Intended for shipboard use, the TRRE is designed to military specifications. Except for the
commercial oscillograph, parts and materials have been selected from military qualified
parts lists or tested to military specifications. The TRRE has passed extensive temperature,
shock, vibration, and electromagnetic tests. It is compact and conforms to safety and
human engineering guidelines.



SYSTEM COMPONENTS

The TRRE system consists of two signal processing chassis, a magnetic tape recorder, and
an oscillograph, all contained within a 74-inch high cabinet (see Figure 2). Interfaces are
provided for an external printer and spectrum analyzer. A design goal was to limit chassis
depth to support consideration for mounting in transportable cases.

Data Processor

The telemetry signal processing is divided into two separate chassis. The Signal
Conditioner Unit (SCU) primarily contains analog circuitry which receives the telemetry
video signal, performs the filtering and detection functions, and converts the telemetry data
into a digital format. The Controller Decommutator Unit (CDU) contains the
microprocessor based, digital hardware which decommutates the selected missile
functions, and formats the data for output to the oscillograph and printer. These circuits are
contained on a total of twenty-six 8-inch by 8-inch printed circuit boards designed by
E-Systems. The chassis have space and reserve dc power for 22 additional boards.

Magnetic Tape Recorder

A permanent record of received telemetry signals is produced on analog tape by an
AN/USH-24 tape recorder. This recorder was specified as part of the TRRE equipment.
Two channels of telemetry data can be recorded on its one-inch magnetic tape, and then
played back for post-flight processing. The track allocations are presented in Table I.

Table I.   AN/USH-24 Track Allocations

- PAM (2 tracks)
- DV (2 tracks)
- FM DV/PCM Composite (2 tracks)
- PCM Detected (BI-0/) (2 tracks)

- Time Code (IRIG-B)
- Audio (operator & ship’s audio)
- Servo Reference (internal to recorder)
- Spare (3 tracks)

Oscillograph

The Honeywell Model 1858 oscillograph (strip-chart recorder) was specified as part of the
TRRE equipment. This 18-channel oscillograph provides the primary means of data
display. Two channels are dedicated for time code and discriminated DV, ten channels can
be programmed to display any telemetered missile functions, and six channels can be
programmed to display bi-level missile functions only. The channel assignments are
entered via the CDU front panel keypads. Calibration voltages can be applied to each
oscillograph trace to provide scaling references.



Printer Interface

An auxiliary means of data display is provided by an RS-232/MIL-STD-188C interface,
which permits the generation of numerical, hard-copy printouts by an external printer.
Since most ship-board telemetry data anlysis can be accomplished from the oscillograph, a
printer is not provided as an integral component of the TRRE. For those exercises
requiring printouts an analyst can connect an external printer to the TRRE. The advantages
to be realized from a numerical printout, as compared to the oscillograph display, include:

- A higher degree of accuracy and resolution is provided for a function value.

- Certain types of digital functions can be more easily analyzed from a numerical
printout.

Up to 18 missile functions can be displayed on the printout. A heading at the beginning of
each printout identifies the date, missile type, and the functions being displayed. The
selected functions are printed at the rate of one sample per second.

Spectrum Analyzer Interface

The majority of the DV data reduction is accomplished using spectrum analysis
techniques. An external interface is provided for connecting the filtered DV signal to a
spectrum analyzer. Since data reduction is normally performed at land based sites and not
onboard ship, a spectrum analyzer is not provided as part of the TRRE.

SYSTEM OPERATION

The TRRE’s primary purpose onboard ship is to document the missile firing by making a
telemetry recording and providing “quick-look” analysis capability at the completion of the
flight. Selected missile functions can be monitored on the oscillograph during the flight to
indicate missile performance, including DV. In the event of an anomaly, the TRRE
recording can be played back for more in-depth analysis of telemetered functions. With
such a range of uses, it was necessary to provide many features to simplify the system
operation for the operator-analyst, while still providing a flexible analysis tool.

Select and Process Modes

Before data processing is begun, the TRRE is configured for the specific test requirements.
To accomplish this, the TRRE is placed in the Select mode from the front panel of the
CDU. In the Select mode, the operator selects the appropriate telemetry format using the
CDU keypads, and can assign telemetered functions to as many as 16 oscillograph traces



and 18 printer columns. Special printer formats can be enabled for telemeters incorporating
burst data functions which require detection and buffering. Once such a set of
configuration parameters has been entered into the CDU, it can be saved in non-volatile
memory for future use. Up to 50 such sets can be stored and quickly recalled. If only a
recording of a missile flight is required, the operator need only enter the telemeter format
number.

When the TRRE is placed in the Process mode, the information provided in the Select
mode configures the TRRE hardware and firmware to perform the desired processing and
display. The format number defines the input signal type (PAM or PCM), data rates, frame
size and filter requirements. A control on the CDU selects the input signal source, either
directly from the external receiver or playback from tape. The decommutator is loaded
with control words that define the processing and display of the selected missile functions.

PAM/DV and DV/PCM Modulation Formats

To be compatible with both PAM and PCM input signals, the TRRE uses digital
decommutation and processing techniques. Both PAM and PCM are converted to digital
words and tagged with a channel address corresponding to its position in the data frame.
This address is used to store the data in a frame buffer from which the printer output is
derived, and is used by the real time oscillograph decommutator to select and route the
data to the desired oscillograph trace.

The DV signal, which occupies different frequency bands for PAM and PCM formats, has
two output destinations. After filtering (to separate it from the composite telemetry data), it
is output to the spectrum analyzer interface. It is also routed to a digital discriminator
whose transfer function is programmed from the missile format number. The discriminated
DV signal is then displayed on a dedicated channel of the oscillograph.

Data Display

The two telemetry data display devices are the oscillograph and the printer. High sample
rates of some telemetered functions (up to 5000 samples per second) prevented the use of
a general purpose processor for real-time decommutation of oscillograph data. Instead the
decommutator utilizes Schottky logic circuitry and a 24-bit control word to process and
route the data in real time. Under control of this Decommutator Control Word (DCW), a
telemetry data sample may be split into 1-bit functions (events); it can be accumulated with
other samples to produce higher resolution words (multi-levels); it can be changed from a
2’s complement form to offset binary (sign bit complement); and its full scale range on the
oscillograph can be modified. Information designating the processing requirements is
automatically incorporated into the appropriate DCW when a telemetry function is selected
for output to the oscillograph.



The printer output allows telemetered function values to be monitored at a once-per-
second-rate. Event state changes can also be monitored continuously and burst mode data
displayed without loss of samples or resolution. To accomplish this, each frame of
digitized data is buffered and made available to the microprocessor. The selected function
values are read, processed, and converted to a decimal number and output to the printer
along with status flags and time-of-day.

Signal Flow

The major functional blocks and signal flows within the TRRE are summarized in
Figure 3. The telemetry signals from the receiver are switched by the controller to the
appropriate recorder channels. Direct signals from the receiver, or playback signals from
the recorder, are filtered and passed to the analog signal processing circuits. Programmed
from the controller, this analog block derives synchronization timing, perfoms DV
processing, and outputs digitized data and addressing to the digital decommutator. Here,
the data words are buffered for use in outputs to the printer, and selected functions are
processed and routed to specified oscillograph channels. The microprocessor based
controller interfaces with the operator via the CDU front panel, formats the printer output,
and controls the overall system configuration.

PROGRAM STATUS

The Pre-production TRRE system has successfully completed an environmental and
electromagnetic qualification test program. The equipment was installed on the USS
MAHAN in February 1982, and is presently supporting New Threat Upgrade (NTU)
testing.

Through the playback of missile flight tapes, integration of the TRRE with inert
operational missiles (IOM), and the use of PAM/PCM/DV signal simulators, the TRRE
has demonstrated its compatibility with the telemetry formats for which it was designed.
System performance testing with the AN/SYR-l has indicated useful PCM data (BER of
3 x 10-4 ) will be provided at the maximum range of the AN/DKT-53 telemeter.
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Figure 1.  Shipboard Telemetry System



Figure 3.  TRRE Functional Block Diagram
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ABSTRACT

To simplify telemetry software development, a design that elminates the use of software
instructions to address telemetry channels is being implemented in our telemetry systems.
By using the DMA function of the RCA 1802 microprocessor, once initialized, addressing
of telemetry channels is automatic, requiring no software. In this report, the automatic
addressing scheme is compared with an earlier technique that uses software to address
telemetry channels. In comparison, the automatic addressing scheme effectively increases
the software capability of the microprocessor, simplifies telemetry dataset encoding, eases
data set changes, and may decrease the electronic hardware count. The software
addressing technique uses at least three instructions to address each channel. The
automatic addressing technique requires no software instructions. Instead, addressing is
performed using a direct memory access cycle stealing technique. Application of an early
version of this addressing scheme opened up the capability to execute 400 more
microprocessor instructions than could be executed using the software addressing scheme.
The present version of the automatic addressing scheme uses a section of PROM reserved
for telemetry channel addresses. Encoding for a dataset is accomplished by programming
the PROM with channel addresses in the order they are to be monitored. Software for one
of our telemetry units was written using the software addressing scheme, then rewritten
using the automatic addressing scheme. While 1000 bytes of memory were required by the
software addressing scheme, the automatic addressing scheme required only 396 bytes. A
number of prototypes using AATC have been built and tested in a telemetry lab unit. All
have worked successfully.

INTRODUCTION

To provide for a more efficient method of gathering information, a microprocessor-based
telemetry system is used to select only relevant information at any given time based on in-
flight analysis of data. The first programs used software instructions to address each
channel transmitted and synchronized channel selection with the telemetry system. In



developing these first software programs, it became apparent that addressing telemetry
channels through software instructions was awkward; it required many software
instructions and tedious data formatting.

In software addressing of telemetry channels (SATC), software is used to send an address
stored in Programmable Read-Only Memory (PROM) to the Data Acquisition Systems
(DASs) to select an analog input channel for analog-to-digital conversion. This requires
reading the address from the PROM into the microprocessor, and then outputting the
address from the microprocessor to the DASs.

Obviously, it would be more efficient to send the addresses stored in PROM directly to the
DASs. A search for such a method resulted in the automatic addressing of telemetry
channels (AATC) scheme.

MICROPROCESSOR-BASED TELEMETRY

Our telemetry systems use the RCA 1802 microprocessor and two custom large scale
integrated circuits (LSIs), the DAS, and the control LSI as basic building blocks.
Transmission is in pulse-code modulation. Figure 1 shows a telemetry system block
diagram.

The control LSI formats the output data of the DASs for transmission. The DAS handles
the telemetry data channels, performing analog-to-digital conversions on analog
information from transducers. The DAS and control LSI are initialized and controlled by
the microprocessor, the brain of the system.

Each DAS is capable of handling 24 telemetry DAS channels, designated 1 through 24. A
DAS channel is selected for conversion by sending its address to the DAS multiplexer.
The parallel load (PRLD) signal is a control LSI-generated timing signal. To maintain a
continuous flow of data, each DAS in the system is addressed to do a conversion
immediately after a PRLD signal.

Addresses to the DASs are assigned so they can be addressed independently. An address
can be sent out for each DAS, each address selecting a different channel, or one address
may be sent to a group of DASs for selection of a common channel. For example, if
Channel 3 of each of the DASs in a two-DAS system is to be selected, one address will
handle both DASs.

Telemetry information is gathered through a sequence of datasets. Each dataset contains a
group of ordered sampled telemetry channels. The set of sampled channels is transmitted
repetively using a “sync” word for identification and synchronization. During a flight the



telemetry sequences through a series of different datasets. The microprocessor switches
from one dataset to another based on the signals it monitors.

AUTOMATIC ADDRESSING OF TELEMETRY CHANNELS

AATC does telemetry channel addressing under hardware control by using the 1802 direct
memory access (DMA) function. When the 1802-DMA function is asserted, the contents
of the R0/ reqister are placed on the address lines, then the contents of R0/ are incremented
by one. (The microprocessor performs a DMA cycle in 4 µs.) All of this occurs invisible to
the software. Software will continue executing as if DMA never occurred. The DMA
function is asserted by placing a low logic level (0) on the DMA-IN pin of the 1802(l).
Thus, by using the PRLD signal to drive the DMA-IN pin, the DMA function is asserted
each time a PRLD signal occurs (see Figure 2).

A repeated sequence of contiguous addresses AM, AM+1, ... , AN is generated as follows: 1)
R0/ is initialized by software to the first address in the sequence, AM; 2) each time PRLD
occurs DMA is asserted, placing the contents of R0/ on the address lines, the contents of
R0/ are incremented by one; 3) software is used to determine when the last address, AN, in
the sequence occurs. Immediately after AN is placed on the address lines, software repeats
step one, reinitializing R0/, and repeating the sequence.

Early telemetry units used this scheme, in selected datasets, to generate a sequence of
continuous addresses to the DASs, using the standard configuration shown in Figure 1.
This has the advantage of using no memory to address channels. The disadvantage is that it
is restricted to datasets that can be arranged so they are addressed by a contiguous
sequence of addresses, one address per PRLD. Unfortunately, most datasets do not fall
into this category.

Adding a PROM to the telemetry system between the 1802 address lines and the DAS
address lines (see Figure 3) eliminates the restrictions imposed by addressing the DASs
directly with the 1802 address lines. The PROM is programmed with addresses to the
DASs in the order they are to be generated. The output of the PROM goes to the DAS
address lines. A repeated sequence of contiguous addresses, generated as described
previously, is used to address the PROM.

To send more than one address to the DASs between PROMS, one of the bits, bn, in each
PROM memory location is reserved as a flag to reassert DMA (see Figure 4). If this bit is
programmed high at the PROM address location AM, THE output bit bn will be high when
AM is selected. DMA is then immediately repeated, generating the DAS address at location
AM+l of the PROM. If bit bn is programmed low, DMA will not occur until the next PRLD.
In a four-DAS system, between any two PRLDs each DAS may be addressed to monitor a



different channel by programming the bit bn so four DAS addresses are generated. Any
dataset can easily be handled using this scheme. This configuration has the added
advantage of neatly separating the software program from the addresses that select DAS
channels, makinq dataset changes easy and having a minimal effect on the software
program.

AATC handles sync words by using a special mapping for addresses. Generation of a sync
word requires two pieces of information; the actual sync word data, and the DAS that is to
receive this data. The DAS address is stored in the DAS PROM, the sync word data is
stored in the program PROM. Addresses are mapped so that one 1802 address
simultaneously selects the program PROM location containing the sync word data and the
DAS PROM location containing the address for DAS selection. Normally, the program
PROM is selected by the MRD line during a fetch or execute cycle of the microprocessor.
To select the program PROM during DMA, the 1802 state code lines are decoded to
indicate a DMA cycle. The output of this decode logic is OR’d with MRD to the chip
select of the program PROM. To output a set of sync words, R0/ is initialized to the 1802
address that selects the first sync word data and DAS address. A set of sync words are
assigned contigious address locations in memory. PRLD will assert DMA, providing the
1802 address to select the first sync word. Subsequent sync words are addressed by using
the DMA repeat bit of the DAS PROM.

Figure 5 shows the contents of a hypothetical PROM, programmed for AATC for a four-
DAS AATC system. To simplify Figure 5, rather than showing the actual address to each
DAS and channel, a description is given (e.g., “address of Channel 1, DAS 1 and 2” rather
than “1000 0000 1100 0001”). The column of bits to the right of the DAS PROM in
Figure 5 represents the locations in PROM reserved to indicate if DMA is to be repeated
immediately after the DMA cycle. Initializing the 1802 register R0/ to line 1, the
microprocessor sequences through the PROM as follows:

1. PRLD asserts DMA, addressing line 1 of the DAS PROM and line 1 of the
program PROM. The output of the DAS PROM selects DAS 1 to receive sync
data output from the program PROM. The DMA repeat bit is high, line 2 will be
addressed immediately after line 1.

2. DMA repeat bit asserts DMA, addressing line 2 of the DAS PROM and line 2 of
the program PROM. This provides sync data to DAS 2. The DMA repeat bit is
high, line 3 will be addressed immediately after line 2.

3. DMA repeat bit asserts DMA, addressing line 3 providing sync data to DAS 3.
The DMA repeat bit is high, line 4 will be addressed immediately after line 3.



4. DMA repeat bit asserts DMA, addressing line 4 providing sync data to DAS 4.
DMA repeat bit is low, the next DMA cycle will be asserted by PRLD.

5. PRLD asserts DMA, addressing line 5 of the DAS PROM. The output of the DAS
PROM addresses all four DASs to select Channel 5.

6. The next PRLD asserts DMA, addressing line 6 of the DAS PROM. Channel 12
of all DASs is selected.

7. The next PRLD asserts DMA, addressing line 7 of the DAS PROM. Channel 1 of
DASs 1 and 2 is selected. The DMA repeat bit is high, line 8 of the PROM is
immediately addressed after line 7.

8. The DMA repeat bit asserts DMA, addressing line 8 and selecting Channel 23 of
DASs 3 and 4.

9. The next PRLD asserts DMA, addressing line 9 of the DAS PROM. Selecting the
corresponding channel and DASs.

10. The pattern is repeated until line 9 is selected. Software is then used to reinitialize
R0/ to line 1.

A flow chart of the software used by AATC to handle a dataset is shown in Figure 6. This
software requires the six software instructions (also shown in Figure 6). PRLD and the
DMA repeat bit automatically send out sync words and address DASs. The telemetry
system uses a 128-word dataset and runs the 1802 at 2 MHz. Once R0/ is initialized, the
microprocessor is free to execute software for 4 milliseconds. this is enough time to
execute 500 software instructions. R0/ must be reinitialized every 4 milliseconds. the
period of one frame. The last instructions executed in the dataset are a software loop that
determines when R0/ addresses the last DAS PROM location for that dataset. When the
last DAS PROM location is addressed, the program counter branches to the beginning of
the dataset software, reinitializing R0/. Detecting the end of the dataset, branching to the
beginning of the dataset software, and initializing R0/ takes only six instructions (48 µs) ,
so there is plenty of time to detect the end of the frame and reinitialize R0/ without
interferring with the AATC process.

Figure 7 shows how software executed during the dataset may be used to detect when a
dataset change is to occur. Changing to a different dataset simply requires software to poll
a flag or data that will indicate when to enter the next dataset. To maintain sync, the first
step in switching the datasets is to finish transmission of the present frame. This is 



accomplished by waiting until R0/ selects the last address for dataset 1. Dataset 2 is then
transmitted by branching to the corresponding software.

COMPARISON OF AATC AND SATC TECHNIQUES

This section compares AATC with SATC on the following features: 1) software capability,
2) software complexity, 3) dataset formatting, encoding, and changes, and 4) hardware
count.

The extra software capability provided by AATC over SATC can best be illustrated by
comparing the microprocessor execution time required for addressing channels in each
case. This comparison used the Tektronix 8002 to do a real time trace of the
microprocessor as it executed instructions. The flow charts for the two datasets compared,
dataset 3 and dataset 1, are shown in Figures 8 and 9. Dataset 1 used 104 instructions to
address 16 datasets; one can see that the software program was very busy addressing
channels. Dataset 3 employed eight instructions to initialize and start AATC. Had there
been a need, over 200 instructions handling other jobs could have been executed during
the time the 16 datasets were addressed in Dataset 3.

Software complexity is high in SATC; software to do other jobs must be intermingled with
software to address channels. As a result, any job requiring more than five instructions is
broken up into small noncontiguous sections. The situation is further complicated because
software for SATC is optimized by incorporating software loops to address channels.
These software loops are broken up when other software jobs are introduced. All this
makes such software difficult to write, test, and debug. By using AATC, once initialization
is completed, software for other jobs can be executed without interference by the
automatic channel addressing.

In using SATC, unless an effort is made to assign data channels to contiguous addresses
ordered as they appear in a dataset, the software program becomes very lengthy and
cumbersome. Imposing contiguous addresses to data channels as they appear in a dataset
requires that data channels be carefully assigned to DASs and DAS channels. This is very
time consuming. A modification to a dataset may require rewriting a considerable amount
of software.

AATC simplifies the coding and formatting of a dataset by eliminating restrictions posed
by SATC. AATC has the actual channel addresses stored in the PROM. As a result,
addresses need not occur in a contiguous order. A dataset may be encoded by first
assigning data channels to DASs, then programming the DAS PROM with addresses
corresponding to each channel in the order they are to appear in the datset. AATC
separates the software program from addresses to the DAS, with each stored in different



PROMs. Changing a channel in a dataset only involves changing a location in the DAS
PROM, and has no impact on the software program.

AATC may reduce the amount of hardware necessary to address channels, as compared to
SATC. Applying AATC to address the four datasets of the telemetry system required 198
addresses (396 bytes). To address the same four datasets, SATC required 1000 bytes of
memory. In this case, AATC offers the potential of using one PROM, where SATC
requires two PROMs.

In conclusion, AATC increases software capability, decreases software complexity, eases
dataset format and encoding, and may provide a savings in hardware.
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Figure 1.  Telemetry System Block Diagram



Figure 2.  PRLD Used to Drive DMA

Figure 3.  Block Diagram of AATC Using PROM to Address DAS



Figure 4.  Block Diagram of DMA Repeat Bit Capability

Figure 5.  Contents of PROMs Implementing AATC



Figure 6.  Software Flowchart and Instructions for a Dataset Using AATC



Figure 7.  Software Flowchart Illustrating How to Change Datasets



Figure 8.  Flowchart/Execution of Dataset 3



Figure 9.  Flowchart/Execution of Dataset 1
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ABSTRACT

A modular software system, operating in conjunction with unique direct-memory-access
hardware modules, provides control of real-time high-speed telemetry data entry, storage,
processing, and display in any of a family of small general purpose minicomputers. The
software operates with engineer-language commands.

INTRODUCTION

In the typical computer system, the computer controls all actions. It asks for data when all
previously-assigned tasks have been completed. Most data sources are responsive to on-
off commands from the computer, and will hold data indefinitely between requests. The
magnetic tape recorder, card reader, disk, or other peripheral is always ready, but never
impatient.

On the other hand, in the telemetry/computer system the data stream is generated at some
location remote to the computer site, and cannot be controlled by the computer. The
system must run itself, based on timing signals and other information in the data stream. In
the most widely-used form of telemetry, pulse-code-modulation (PCM), the multiplexer
generates a frame synchronization pattern and then scans a frame of data, each
measurement of which is quantized and output serially. On completion of a frame, another
frame synchronization pattern is generated immediately, then another frame of data.
Whether the data is to be entered into the computer immediately (in “real time”), or later
(via playback of instrumentation tape recordings), the data words occur in the same
continuous sequence, interrupted only by periodic frame synchronization patterns.

This paper describes a unique software system called TELEVENT (Telemetry EVENT-
operated), which was developed to handle telemetry data. To obtain the high-speed control



which is necessary in telemetry, TELEVENT recognizes and responds to events or
interrupts which indicate actions to be performed by the system. For example,
TELEVENT is keyed to the occurrence of frame synchronization patterns, and enters
every data word from every frame into computer memory. The entry of data is started
coincident with the beginning of one of the frames, and the words of the frame are
organized in buffer memory in an identifiable manner. When a section of buffer memory is
filled, another section is opened instantly and the necessary action started to process or
store data from the first buffer while the second is filling. Each frame may be tagged with
the time of occurrence. Status can be entered into the computer with the data, so that any
data obtained during uncertain synchronization is identified as being of questionable
quality. All of this takes place at data rates as high as 250,000 words (up to 16 bits each)
per second, without the loss of a single word. The entire process can be controlled by an
engineer or technician, rather than by a specially trained programmer.

Such a unique application demands, and TELEVENT is a high-speed system, optimized
for telemetry data rates. It is modular, so that a user can add hardware elements or
processing tasks as needs expand. It is efficient in use of memory and computer processing
power. It is easy for an engineer or technician to use, even operating in the interactive
mode to minimize the need to learn setup language. It operates with the most popular and
most widely used minicomputer family, the Digital Equipment Corporation (DEC) PDP-11
and VAX-11 systems.

FUNCTIONS (SUMMARY)

The TELEVENT software performs five functions in most systems. These are:

1. Set up the telemetry front-end equipment characteristics automatically to enable it
to acquire the data formats which are expected.

2. Set up one or more paths for entry of data into the buffer memory, and determine
the characteristics of the buffer areas.

3. Enter high-speed telemetry data into a single buffer or into alternate buffer areas as
described below.

4. Process or output the contents of each newly-filled buffer as rapidly as it was filled,
to get it ready for new data.

5. Run low-priority programs if time permits, on a priority-interrupt basis.



Hardware/Software Inter-action

The TELEVENT-operated system is a unique collection of software. The system actually
runs itself --- totally. An operator establishes the conditions, and enables it to start itself.
Every real-time data handling action, however, is accomplished automatically based on the
occurrence of recognizable and meaningful events.

Such a software system is unique, of course. And as one would suppose, the related
hardware is unique also. In the system, special computer-controllable front-end devices
respond to setup commands and handle much of the routine work of the system (searching
for and recognizing synchronization patterns, for example). They also recognize predefined
conditions and generate many of the event pulses which operate the system for real-time
data acquisition and processing.

Similarly, the computer is unique -- the DEC PDP-11 or VAX-11/780 family, with
UNIBUS interface for direct access to the central processor and memory. Without this
system, TELEVENT is not able to function.

Another aspect which should be understood is that there is no single software package
called “TELEVENT”. Instead, the term relates to a multitude of software elements, many
of which are used for any given system. There is a “tree trunk” onto which branches can
be attached; system designers attach the first branches, but a user can (and usually does)
continue to attach branches as the system is used. Most systems can be expanded or
modified by the user almost as easily as a new amplifier is plugged into an oscilloscope.
The modular concept makes this possible, and is one of the outstanding features of
TELEVENT.

Another feature of TELEVENT is the ease with which an engineer or technician with no
“programming” experience can set up and use the system. Some observers seem to feel
that “any system which is so easy to operate must not be very powerful”. On the contrary,
the internal workings of a TELEVENT module are complex in order to make it look
simple and operate with just a few hours of instruction.

TELEVENT operation is not possible without certain hardware interfaces between the
Telemetry Front-End (TFE) equipment and the computer. In fact, these interfaces were
designed specifically to support TELEVENT. Following the practice of letting hardware
devices perform repetitive functions whenever possible, two unique hardware devices
share intimately with TELEVENT in performing the functions of front-end setup, data
stream setup, and high-speed data entry into the computer. They are:

Buffered Data Channel (BDC), and Priority Interrupt Module (PIM)



Each of these devices plugs directly into the UNIBUS, thereby becoming an extension of
the computer and a direct access to memory and to the central processor.

1.   Buffered Data Channel

As shown by the functional diagram, Figure 1, the Buffered Data Channel provides two
parallel data interfaces through input port A or input port B to the computer UNIBUS, or
one high-speed data or command interface through output port 0 to an external destination.

Two data inputs and one data output are provided; each is a 16-bit parallel port. The
Buffered Data Channel and its software driver provide a channel for automatic data entry
at high rates, with capability for periodic insertion of time tags, status, or other
information, if desired. Data is input via two, three, or four independently specified buffers
in computer memory. When a buffer is filled, entry is automatically transferred to another
buffer and an interrupt is generated for use in starting a processing routine for the new
data. Similarly, data can be output from a buffer at high rates by the Buffered Data
Channel.

2.   Priority Interrupt Module (PIM)

The PIM contains eight complete priority interrupts for events communications between
external equipments and the PDP-11 or VAX-11 computer. Eight separate interrupt input
lines are provided for connections to the external equipments. Any of the interrupts may
also be generated internally under program control for testing.

Function 1:   Set Up Front End of System

With TELEVENT, an engineer or technician with no programming expertise can issue the
necessary commands from the keyboard or via disk or tape to set up telemetry front-end
equipment. Through a unique internal design, the system is able to recognize these
commands, convert each into the appropriate machine-language instruction, route it to the
appropriate unit, and notify the operator if there are any errors in the process. The system
can accommodate several identical front-end units (Bit Synchronizers, for example),
identifying each by a numerical suffix (BSY 1, BSY 2).

Operator setup commands are accepted in engineer language, and each is converted into
16-bit machine-language command words by Unit Driver software. The Unit Drivers have
several significant characteristics:

1. Each driver has error-checking capability, such that each input from the operator is
checked automatically. If the command is valid, it is translated; if not, an error
message is sent to the operator.



2. Each driver provides linkage to other programs, so that they can be referenced in
the setup rather than writing the extra information into the driver.

3. A driver is the same whether it is part of one TELEVENT system or another. The
user can change from IOX computer software to RT-11, for example, without
buying new unit drivers.

4. More than one unit of a type can be set up through a single unit driver. Two Bit
Synchronizers in a system can be addressed by number, as BIT SYNCHRONIZER
1 and BIT SYNCHRONIZER 2, for example, and the unit driver will route each
command as directed.

5. A user can write Unit Drivers for other units in a system, following the instructions
which are given with system documentation on TELEVENT.

Machine-language commands from Unit Drivers are stored in computer memory until a
complete series of words are ready for output. These storage areas are called Data Blocks.

Use of Data Blocks offers several advantages to a user:
• All related information for a given unit setup is accessible at one location.

• Setup programs can be interrupted by higher-priority programs, then re-entered
with no problems.

• Only one Unit Driver program is required for a given type unit, regardless of how
many of that type unit are in the system.

• Memory is saved, since Data Blocks are short and concise.

Relationship between the Unit Driver and a Data Block is shown in Figure 2.

Function 2:   Set Up Data Input Path

With the TELEVENT system, each incoming telemetry data and time word must be placed
into buffer storage in the computer memory as soon as it is received. For each data stream
(PCM 1, PCM 2, PAM, etc.), the associated data path must be set up in advance. After
setup, the associated interface hardware modules route each data word to a preassigned
buffer in the computer memory, insert a time word in place of each frame synchronization
pattern, switch buffers when one is filled, and notify the software system when such
switching takes place.



Setup of each data stream for direct-memory access (DMA) is accomplished by a short
series of commands which:

• Specify the number of data words in each frame of telemetry data.

• Specify the number of frames to be stored in each buffer. (Generally, this will
represent the size of each “record” to be generated on magnetic tape.)

• Specify the buffer preface size (typically, one word).

• Specify the buffer appendix size (as needed).

• Indicate the buffer ID to be stored with data (“PCM”, for example).

• Determine whether, after all system software is set up, the system is to wait for a
pulse at the “External Start” input. Typically, this is used to align buffer storage with
the frame or subframe rate of the incoming data.

• Specify the length of each subframe of incoming data.

As with Unit setup, a software stream driver translates operator language to machine
language, and arranges a Data Block in computer memory for each stream in the system.

Function 3:   Automatic Data Acquisition

After the operator has set up the telemetry front end and each data path, TELEVENT is
ready to acquire data and store it in pre-assigned buffer areas automatically. Data is
entered into memory at real-time telemetry rates. Each buffer will start with word 1 of a
telemetry frame (and frame 1 of a subframe, if desired). Time words can be entered into
the buffers whenever frame synchronization patterns appear so that all data words can be
identified as to their time of occurrence. Whenever a buffer is filled, the system switches to
the other buffer automatically without loss of any data words as shown in Figure 3.

The system is enabled to start acquiring data when the operator issues an execute
command for the related data stream, as “EXECUTE PCM.” When this command is
issued, the next “start” event (real or simulated) into one of the interrupt inputs causes the
actual data acquisition to begin automatically. A typical “start” event is a pulse from a
Tape Search Unit when some specified time of day (as 17:32:59) occurs, another is a
keyboard entry which stimulates the “start” event.



Perhaps other TELEVENT tasks are more easily visualized than the real-time data
management task. Yet this aspect of TELEVENT (with the related Buffered Data Channel
hardware) is the most demanding in the system. Data comes into the system at high rates;
each word must be put into the buffer area in computer memory as it appears --- not a
word can be lost. If that were not bad enough, time (or status) words must be merged with
data during the brief pause for frame synchronization. When a buffer area is filled,
switchover must be accomplished immediately --- again, without the loss of a word. And
the computer must be notified that a buffer full of new data is ready for use.

Obviously, the operator is not a party to real-time data input. Having set up the rules for a
given format and task, the operator’s job is finished. The system must operate at speeds
that a human is not able to follow.

The actual “permission” to start this high-speed task is given by the operator as an
“execute” command:

EXECUTE PCM
(or EXE PCM)

Data input does not begin with the EXECUTE command, nor even with the START
INTERRUPT. The occurrence of a pulse at the EXTERNAL START input to the Buffered
Data Channel signals the beginning of some significant grouping of data (start of a frame
or subframe, for example), and this is when data entry begins. Thks makes data
arrangement orderly in this buffer, so the computer can find any desired measurement by
its location in memory.

As each word is ready at the output of the data source (Frame Synchronizer, for example),
“handshake” pulses are exchanged between the source and the Buffered Data Channel,
then the word is transferred to the input of the Buffered Data Channel.

Depending on setup, several words can be buffered in the FIFO (up to 14 words), or each
can be transferred to memory as soon as it appears. Actual transfer of data words to
memory is dependent on UNIBUS availability. For use of the UNIBUS, the Buffered Data
Channel must get permission from the computer; individual words are output on a single-
cycle transfer, or a group of words in the FIFO can be transferred as a “burst”.

Each word is assigned to buffer memory without assistance from the computer. Memory
word locations are normally assigned sequentially.

At the end of each multiplexer “frame”, the Frame Synchronizer (if so connected and set
up) automatically issues a “freeze” pulse to the Time Translator, which sends a “party line



control” pulse to the Buffered Data Channel. This pulse instantly switches the active port;
handshakes and time word transfer occur at the new port, then the party line pulse is
dropped, and the original input port becomes active again. Up to three time words can be
transferred to the FIFO in less than one microsecond.

As each buffer area is filled, the Buffered Data Channel automatically and instantly
switches to the new buffer area. This is not a computer transaction; it is a hardware
transfer. An interrupt is generated for the computer coincident with the transfer, but
computer action is not necessary for the transfer itself. Thus, no data words can ever be
lost in switchover.

The action of buffer loading, switching, loading, switching continues automatically and
indefinitely. If frame synchronization is lost, nothing is entered into the then-active buffer
from the point of loss until the synchronizer is locked again. TELEVENT keeps a record
of such loss, and one of the words entered into each buffer tells if there was a loss of lock
(“frame search”) at any time during the loading of that buffer and, if so, the location (frame
number) in the buffer where the first data was stored after restoration of “lock”.

A sequence of data entry is halted when a pulse code occurs at the HALT INTERRUPT
point. The proper actions are taken by the system after the interrupt --- such as completing
the buffer which is in process.

The HALT INTERRUPT does not cancel all setup to the system. After it is received, all
actions can be started again automatically if a pulse occurs on the START INTERRUPT
line.

Another executive command from the operator ---

HALT PCM

will de-allocate buffers and do whatever else is dictated by the directory of HALT
routines.

Function 4:   Automatic Real-Time Processing and Display or Storage

Obviously, TELEVENT must do more than store data into buffer areas in computer
memory. The tasks of acquisition and interim storage are difficult because of the necessity
to respond to the telemetry “clock” of events, especially at high data rates, and
TELEVENT has the ability to perform these tasks. However, each buffer area must be
emptied as fast as it is filled to prepare for the next data entry.



With TELEVENT, several processing and storage programs are available as options.
Additional programs can be provided to meet unique user requirements, or a user may
elect to prepare unique programs after training. Processing and storage programs may
include:

• Real-time formatting and storage of all data on an output magnetic tape recorder in
“computer-compatible” seven- or nine-track format.

• Decommutation of selected words from the buffer for further processing.

• Display of decommutated channels in binary, decimal, or analog form, either before
or after processing.

Once a program is stored in the TELEVENT system, an operator can connect the program
to any data stream on the occurrence of the desired event. As an example, the Magnetic
Tape Formatter program generates one tape record each time a memory buffer area is
filled. Another program generates the end-of-record and file mark when a recording
process is complete and the “halt” event occurs. These two programs can be connected
into the system.

• Connect the Formatter program to the PCM stream when the “Blockend” interrupt
occurs.

• Connect the Finish program to the PCM stream when the “halt” interrupt occurs.

TELEVENT allows more than one program to be connected to a data stream and offers
considerable flexibility in use of “connect” statements.

Software Decommutation

Another Real-Time Program which is widely used on TELEVENT systems is the one
called “DECOM”, or decommutation. This program enables the operator to selectively
retrieve specific measurements from a data buffer, perform unique processing on each, and
route the processed data to displays or other output devices as shown in Figure 4. The
program can be initiated by the frame rate pulse to retrieve data from frames, or by a
subframe rate pulse to retrieve data from subframes.

Some characteristics of the DECOM program are:

1. The program is modular. That is, any sequence of process modules can be
connected in a string to process a measurement. The same or different modules can
be used on another measurement.



2. Setup of the program is simple. The operator specifies where to find the
measurement (word number, frame number, strapping), what to do with the data,
and where to put the result.

3. The program is called by interrupts, such that the data being processed is always
fresh.

4. The same output device (CRT, printer, etc.) is time-shared by several
measurements, and even by separate streams.

Several types of processes can be threaded to a DECOM program. Some of the processing
functions include:

1. Data compression (by software)

2. Limit checking

3. Normalization

4. Conversion to Engineering Units

5. Algebraic operation

6. Logical operation

7. Time correlation

8. Time smoothing

9. Data correction

Outputs from the DECOM strings can go to:

• CRT Display

• Word Selector (analog output, discrete bit output, binary display, decimal display).

• Printer

• X-Y Plotter

• Magnetic Tape Recorder (via second buffer area and tape formatting program).



 Function 5:   Background Programs

While TELEVENT is acquiring and processing data, the amount of “free” time is
determined by the needs of the real-time programs being run on the system. Often these
needs prohibit the performance of other tasks. However, TELEVENT has the ability to
perform “background” programs as/if time permits.

Typical background programs include:

• Initialization of magnetic tapes

• Termination of magnetic tapes

• Dubbing of magnetic tapes

• Error polling

• Others

It is true that such programs could be run directly under the computer software system;
however, there are several advantages to putting them under TELEVENT instead of under
the main system:

1. All calls to operating programs can be made in the same format, rather than having
to exit from TELEVENT and return after a program is run.

2. Background program calls from TELEVENT can be stored on a disk, to be loaded
and run along with real-time program calls.

3. The TELEVENT background programs provide a means for reporting any errors to
the operator. Even when a user writes a background program, the standard
instructions define how the program should report errors.

4. Background programs under TELEVENT can reference routines which are part of
the standard TELEVENT library.

5. Data Blocks can be established under TELEVENT and used by Background
Programs in the same way that they are used in Unit Drivers and other modules.
This means that a Background Program can be general-purpose, with separate Data
Blocks (variables, constants, etc.) for different jobs. For example, one Background
Program is named MTINIT (mag tape initialize). Separate Data Blocks can be used



for separate mag tape units, such that one is called by RUN MTINIT 1 and the
other by RUN MTINIT 2.

Use of Events

After initial setup by an operator, all TELEVENT functions are caused automatically on
the occurrence of specific events. This feature is an absolute necessity in a telemetry/
computer software system since no operator would be able to respond manually at the data
rates which are common in telemetry.

The choice of events to control a system is made at the time of system design and depends
on the needs of the user. Even after a systme is in use, more events can be added or the
priorities or related processes revised by a trained user.

Events are input to the system via the Buffered Data Channel (two event inputs per
module) and the Priority Interrupt Module (eight event inputs per module) as shown in
Figure 5.

By pre-programming the system, the computer is able to identify the source of each event
as it occurs, evaluate the relative priority of the occurrence, and cause a specific action to
occur as a result. For example, the “buffer complete” event will start the desired processes
to handle the data in the just-completed buffer (a new record may be generated on
magnetic tape).

System Limitations

The TELEVENT software system was developed for use on medium-sized single-user
telemetry-computer systems such as the one shown in Figure 6, where high data rates were
expected. The original DEC software systems under which TELEVENT ran were IOX (a
paper-tape-based operating system, limited in function) and DOS-BATCH (a disk
operating system for batch processing). Neither of these systems is supported by DEC
now. However, they offer another disk-based real-time software system, RT-11, which
provides support for TELEVENT in high-data-rate single-user environments. The RT-11
system is optimized for such applications as telemetry; data entry rates and interrupt
response times are excellent with the Buffered Data Channel and Priority Interrupt
Module.

Many telemetry systems are of necessity multi-user systems, however. TELEVENT has
been expanded to operate under DEC’s most popular multi-user system, RSX-11M, and is
also adapted for use on the VAX-11 Computer family under the VAX/VMS software.
Ironically, these more advanced, more flexible systems involve more housekeeping in data



entry and interrupt handling, and the telemetry operation is not as fast and efficient as with
the smaller, simpler RT-11 software. Certain steps have been taken to get around these
limitations; these must be the subject of a future paper, however.

Conclusions

The telemetry-computer software system called TELEVENT, used with related interface
modules and a DEC computer in a medium-sized single-operator system, offers setup in
high-level language, high-speed data entry, processing, storage and/or display, and
optional background programming. The system is powerful and expandable, yet easy for a
non-programmer to use in normal applications.



Figure 1.  Buffered Data Channel Functional Diagram



Figure 2.  Unit Drivers and Data Blocks

Figure 3.  Automatic Data Acquisition



Figure 4.  Decom Program

Figure 5.  Event Inputs



Figure 6.  Typical Televent-Operated System
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ABSTRACT

Today’s state of the art in semiconductor technology coupled with innovative computer
architecture techniques can provide tomorrow’s telemetry industry with advanced ground
station capabilities. Computer systems have traditionally been used to process all of the
telemetry data. As data transmission speeds increase, the computer system can no longer
handle real time processing so preprocessors are being used to handle the additional
computational requirements.

An alternative approach is to embed special purpose processors into applicable elements
of the front-end equipment. These processors can be optimized for the function they are to
perform, which prevents under utilization of processing power and enhances the flexibility
and performance of the front-end element.

These special purpose processors take up little real estate when implemented with todays
LSI and VLSI semiconductors. The modules which are ideally suited for this type of
technology are serial data correlators, decommutators, real time data correction,
engineering units conversion, quick look display, data simulation and many special
application modules. These processing elements provide the building blocks for a very
powerful, cost effective family of modular telemetry and communications products for the
80’s and beyond.

INTRODUCTION

As data rates increase, and the need for real time processing grows, a new system
architecture is necessary to fulfill ground station requirements. The current trend is to
develop computer peripheral equipment to handle the telemetry and high speed processing
functions. This approach only furthers the use of the general prupose computers which are
quickly reaching their limits of performance.



Today’s LSI and VLSI semiconductor technologies make it increasingly cost effective to
develop special purpose processors. This paper will discuss an architecture which is based
on distributing the processing power of the system throughout its elements. These elements
take the form of special purpose processors which are optimized to perform a specific
function. The result is a family of telemetry and communications products which will
provide the performance and flexibility required for tomorrow’s ground station
environment.

A TYPICAL SYSTEM

A typical application will be presented in order to illustrate this distributed processing
approach. The application is a 150 megabit/second frame synchronizer system. The
elements required are a frame synchronizer and a decommutator for data acquisition, and a
data simulator and bit error rate tester for system test and link quality monitoring.

The system is designed with two modes of operation. The first is local operation. In this
mode, an external CRT terminal is used as the man-machine interface, eliminating front
panel switches and indicators while providing off line maintenance and operation. The
second mode is remote control operation. This mode allows the system to be controlled by
an external device or be used in a network with other processing equipment.

To incorporate these two modes of operation, a user interface processor was designed.
This system element uses a microprocessor as the link between the CRT or external
processor and the elements within the system. In the local mode, the CRT provides the
operator with an easy to use, “English” language interface to the system. The
microprocessor prompts the operator for necessary information, verifies that it is valid, and
then performs the necessary hardware setup functions. It can also display operational
status and error alarms. In the remote mode, the microprocessor accepts commands from
the remote device. Like the local mode, it verifies that the commands are valid and sets up
the other system elements. The microprocessor offers the user a number of remote
interface types: Serial (RS-232, RS-422), Parallel, IEEE-488, and others depending on the
remote device requirements.

The benefit of the user interface processor is that it makes the system hardware transparent
to the user. The system commands do not depend on the particular hardware
implementation. This allows a generic telemetry command language to be developed,
which is independent of the system hardware. The commands are converted into the bit
level setup words and directed to the appropriate system elements. This allows extremely
complicated setup procedures to be performed using simple commands. Similarly, status
from a number of elements can be collected to compose meaningful status reports. The
reports can be generated on request, at predetermined intervals, or when the status



changes. The user does not have to decode the various hardware bits to determine the state
of the system.

The user interface processor has access to the setup logic of the other system elements
over a high speed internal bus. The bus is also structured to allow real time data transfers
for applications which require decommutated or processed data to be available to other
elements. This particular application only requires the bus to be used for setup and status.

The next element of this system is the frame analyzer. This element is implemented as a
programmable serial data processor which correlates the incoming data stream with known
format characteristics in order to extract meaningful information about the data stream.
The processor can keep track of number of valid frames, expected frames, flywheel
frames, inverted frames, and frame sync dropouts. This status is available to the user
interface processor. It also provides timing signals for the decommutator.

The decommutation function for this application was very simple. The sync information
and a PN-Preamble were stripped off and the rest of the data stream was converted to
parallel words and output to a high speed array processor. A stored program
decommutator module was used. A more complex decom module will be discussed later.

The data simulation function is performed by combining a parallel to serial converter with
a parallel data processor. This processor has an instruction set which is optimized to
perform a single function: output a data field, word length information, and data orientation
information. In this system the data field is used for simulated output data and the length
and orientation information is used to control the parallel to serial converter for shifting out
the data. The combination allows extremely complex formats to be generated at data rates
exceeding 250 megabits/sec. The same processor can also be used with a serial to parallel
converter to perform data decommutation. In this case the data field contains the ID tag
and routing information while the length and orientation fields provide control for the serial
to parallel converter. The deconmutated data can be put on the high speed bus and routed
to subframe sync modules, floating point processors, reformatting processors, etc.

The last processing element in this system is the bit error rate processor. This processor
compares an incoming PN-data stream with two internally predicted PN-patterns to
produce linear and non-linear error rate data. The two rates are correlated to ensure the
reference generator, which is used to measure the link bit error rate, is kept in
synchronization with the received data stream. This approach greatly reduces the
possibility of false reference generator resync in the presence of error bursts or long
duration high error rates. The BER remains in sync with BERs approaching 40%.



ADDITIONAL ELEMENTS

The system described above is composed of a number of data processing elements, each
implemented in a way to optimize the flexibility and performance of the specific functions.
The elements can be used in many different applications. With the addition of the elements
described below, this family of telemetry products can handle requirements from low end
receive and record station to extremely complex environments doing real time data
processing and display.

The first element required is a floating point processor for engineering units conversion.
The unit is optimized to perform polynomial calculations by giving the processor access to
two high speed multipliers, one generates powers of “x” and the other multiplies the power
of “x” by their coefficients. “X” can either be the incoming data, or table look up values
which require linear or polynomial interpolation. The result is a floating point or scalar
solution to a fifth order polynomial in 3 microseconds. The processor gets its data from the
high speed bus and can output processed data back onto the bus, or to an external device
for further handling or display.

A second important processor is developed from a reformatting requirement where
incoming data had to be re-organized and put into blocks before being re-transmitted. This
processor is implemented as a bit slice processor with a writable control store. It takes
only a single cycle to access incoming data, process it and write it out to its destination.
With a cycle time of 100 nanoseconds a large amount of processing per data word is
realized when a few microseconds per word time is available.

Mentioned in the previous section was a subframe sync processor. This processor takes
data off the high speed bus which is designated as raw subframe data. The processor
performs synchronization on subframe ID count or recycle subframe patterns. The
subframe data can then be extracted from the data stream, assigned an ID tag and passed
on for further processing. A number of these modules can be put into a system to meet
format complexity.

CONCLUSION

The elements described above are implemented on a standard card size. They fit into a
standard card rack and are designed with functional and electrical compatibility afforded
by the high speed bus presented to all modules. The approach is very modular and allows
functions to be selected and plugged in as required, or removed in much the same fashion
as computer peripherals are added to a backplane. This provides maximum flexibility and
adaptability to the user’s needs.



This distributed processing approach is similar to that of a mainframe computer. Interface
modules are selected based on I/O requirements while processing modules are selected
based on the complexity of the data manipulations to be performed. The processing
elements act as co-processors operating simultaneously. The systems can be used as stand-
alone stations or with a back-end computer system to handle any non-real-time functions.
The result is a custom system for each application without the custom system cost.
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ABSTRACT

Due to the increased capability and reduced cost of digital devices, there has recently been
a growing trend to digitize the matched-filtering data detector in the receiver. Comparing
with an idealized integrate-and-dump analog matched filter, the digital matched filter
(DMF) requires more Eb /No in order to achieve the same bit error rate performance
because of the presampling filtering, sampling, and quantization effects. This paper
analyzes the performance degradation resulting, separately and jointly, from these three
effects.

Quantitative results are provided for commonly chosen sets of design parameters. For a
given performance degradation budget and complexity limitation, these results could be
applied to choose the optimum DMF design parameters including the presampling filter
bandwidth, the sampling rate, the number of quantization bits, and the spacing between
adjacent quantization levels.

1.0   INTRODUCTION

The study of sampling and quantization effects on the digital matched filter (DMF) has
recently received much attention in evaluating the performance of digital receivers that
employ matched-filter detection.[1, 2, 3] A fundamental case of interest is the case when
the input to the DMF consists of (1) an NRZ-L PCM baseband signal and (2) an additive
white Gaussian noise process. The NRZ-L PCM signal appears in the time domain as a
train of rectangular pulses of voltage levels +V or -V (see Figure 1), depending on whether
the transmitted data bit is a 0 or a 1. For such a signal plus noise, it is well known that the
integrate-and-dump filter is the optimum (or the matched-filtering) detector which results
in the minimum error probability as shown in Figure 2. The increased stability, reliability,
and flexibility, as well as the decreased size and cost make the digital implementations of
many analog matched filters highly desirable. Figure 3 illustrates one possible digital
implementation of the integrate-and-dump filter. As evident from the figure itself, the



performance of this digital integrate-and-dump (matched) filter depends upon three system
parameters:

(1) B (Hz), the bandwidth of the presampling low-pass filter

(2) fs (samples/bit), the sampling rate of the sampler in samples per data bit

(3) m (bits), the number of bits of the quantizer

Because of presampling filtering, sampling and quantization effects, the DMF requires
more Eb/No than the analog matched filter. Thus, the degradation factor D of the DMF may
be defined as the required increase in Eb/No for the DMF in order to yield the same error
probability as the analog matched filter. In what follows, the degradation factor is derived
in detail with quantatative results presented for commonly chosen sets of design
parameters.

2.0   ANALYSIS

This section is devoted to deriving the error probabilities and hence the degradations for
the DMF. Refer to the block diagram of the DMF in Figure 3. Let the received signal plus
noise at the input to the DMF be expressed as

x(t) = s(t) + n(t) (1)

where

n(t) = a stationary white Gaussian noise process of two sided spectral density No/2

 = a rectangular pulse train of

voltage levels +V or -V
and

u(t) = a rectangular pulse of amplitude V ana duration T

The energy per bit to one-sided noise density ratio is hence given by

Eb/No = V2T/No (2)



* A commonly used odd-symmetical quantizer in the DMF is implied.

If the data bits 0 and 1 have equal a priori probabilities, then, by symmetry*, it can be
easily proved that the error probability P(,) is equal to the conditional error probability
P(,/0) [or P(,/l)]:

P(,) = P(0) P(,/0) + P(1) P(,/1) = P(,/0) = P(,/1) (3)

This simplifies the problem because one can derive P(,) by computing only one
conditional error probability. Assuming that the data bit 0 is transmitted between t=0 and
t=T leads to

x(t) = u(t) + n(t) (4)

If the pre-sampling LPF H(f) is an ideal LPF of bandwidth B

(5)

then at the output of the LPF the signal plus noise becomes (see, for example, [4]) a
gaussian random process

(6)

Here       (7)

is called the sine integral of z and

n'(t) = a narrow-band gaussian noise process of zero mean, variance NoB, and
autocorrelation function Rn(t), where

(8)

Figure 4 illustrates s'(t) for three different values of filter bandwidth B, where s'(t) is the
response of an idealized LPF to a rectangular pulse of width T sec and amplitude V.
Notice that the larger the value of B compared with the bit rate 1/T, the greater s'(t)



* That is, the sampler is properly synchronized with respect to the bit rate and the bit transition
time of the input signal.

resembles the input rectangular pulse u(t). Note also that the effect of intersymbol
interference would tend to enhance the magnitude of S'(t) at one time (provided that
neighboring bits are also 0) but to reduce it at another (provided that the neighboring bits
are 1) with equal probabilities.

The filtered signal plus noise r'(t) is then fed through an A/D converter consisting of a
sampler and a quantizer. Synchronous* and uniform sampling is assumed such that if the
sampling rate is fs samples/bit, the sampling instants ti are

(9)

and

ri = r(ti) = s'(t) + n'(t) (10)

For an m-bit uniform-step quantizer as shown in Figure 5, the jth threshold qj and the jth
output level vj are given by

(11)

(12)

where    L= the magnitude of the maximum threshold = -q1 =              (See Figure 5) (13)

The output r^i of tne quantizer can thus be represented as

(14)

where j = 1, 2, ---, 2m ; qo and q2m

Refer back to Figure 3, the quantized samples ri over one-data bit period (i.e., i = 1, 2, ---,
fs) are summed and dumped by an accumulator to approximate the integrate-and-dump
operation in the analog domain:



(15)

Synchronous timing is again supposed to be available at the accumulator. The output
switch closes momentarily at t = kT- right before the dumping action to sample the value of
y, and a hard decision is then made based upon the sign of y. Reviewing Eq.(3), one
readily writes the probability of error for the DMF as

Pd(,) = Pd(,/o) = P[y<o/s(t) = +u(t)] (16)

Because the error probability Pa(,) for the optimum (analog integrate-and- dump) filter is
given by

(17)

or, conversely,

(18)

the effective Eb/No for the DMF may be defined similarly as

(19)

where

(20)

is the complementary error function and erfc-1(z) is the inverse of erfc(z) such that

erfc-1 [erfc(z)] = z (21)

The physical meaning of (Eb/No)d for the DMF can be understood as follows. Suppose for
a given input Eb/No the error probability at the output of the DMF is Pd(,). If the DMF is
replaced with the analog intergrate-and-dump (or the optimum) filter, then it requires only
(Eb/No)d (<Eb/No) at the input to maintain the same error probability performance at the
output. In other words, the DMF needs a factor of

D = (Eb/No)/(Eb/No)d (22)



more energy per bit to one-sided noise density ratio than the optimum filter in order to
attain the same error probability performance, Where D -- according to Section 1 -- is
defined as the degradation factor of the DMF.

2.1   INFINITE-BIT QUANTIZATION

Consider the situation when the quantizer in Figure,3 is an infinite-bit quantizer. Then r^i is
passed through without distortion

r^i = ri = s'(ti) + n'(ti)
= a gaussian random variable with mean s'(ti) and variance

NoB (23)

This is equivalent to the case when the only nonlinear device -- the quantizer -- in Figure 3
is removed, thereby simplifying greatly the subsequent analysis. Incorporating (23) into
(15) leads to

(24)

Because y is a summation of gaussian random variables ri, it is also gaussian-distributed
With mean

(25)

and variance

(26)

Inserting (8) into (26) brings about

(27)

The second term in the above equation is contributed by the fact the noise samples n'(ti)
are dependent; it is zero only if fs = BT or 2 BT.



* As will be seen shortly in Section 3, the performance of the DMF is degraded negligibly by
setting fs= 2BT instead of   . In other words, increasing the sampling rate from 2BT to any other
higher values results in very little improvement in the performance of DMF. Of course this
assumes there is no synchronous time error.

For such a gaussian-distributed y, the error probability takes the form

(28)

According to (19) and (22), (Eb/No)d and D becomes

(29)

and

(30)

Substituting (25) and (27) into (30) and making use of (6) and (9) gives rise to

(31)

which is a function of Doth BT and fs.

2.2   m-BIT QUANTIZATION

Consider now the case when the quantizer in Figure 3 is an m-bit uniform-step quantizer.
The output of the quantizer ri is then a discrete random variable with probabilities

(32)

where qj and s'(ti) are given by (11) and (6), respectively. For simplicity of analysis,
assume fs = 2BT so that the noise samples n'(ti) and hence r^i are independent.* The output
of accumulator, y, in (15) is thus a sum of independent (discrete) random variables ri.
Invoking the theorem that the probability density function (p.d.f.) of the sum of
independent random variables is equal to the convolution of p.d.f.’s of the individual
random variables, one can write the p.d.f. of y as



(33)

Here the random variable y is also of discrete type With (fs2
m - fs+1) possible values,

ranging from -fs to +fs (including 0). Substituting (32) into (33), one can calculate P(y) with
the aid of a computer. The so-called FFT (fast Fourier transform) technique may be used to
reduce the computational time required for convolution (see, e.g. [5]). Once P(y) is known,
the error probability Pd(,) can be readily obtained via

Pd(,) = P[y <o/s(t) = +u(t)] + 0.5P[y = o/s(t)=+u(t)] (34)

The second term of the above equation, which could be non-zero for a discrete y, is
included to account for the ambiguous case in which y is equal to the threshold (=0) of the
decision device. In such an ambiguous case, the decision is made by tossing a fair coin --
as reflected by the factor 0.5 in (34). Once Pd(,) is known, (Eb/No)d and the degradation D
can then be computed via (19) and (22).

3.0   RESULTS

Here, results obtained by numerically computing the degradation D derived in the previous
section for various values of BT, fs, and m are present. Recall, again, that D is defined as
the additional Eb/No required for the DMF to attain same error probability performance as
the optimum (analog integrate-and-dump) filter. In order to compare the magnitudes of
degradations arising from three different effects, the overall degradation D in dB will be
written as the sum of DB, DS, and DQ:

D = DB + DS + DQ (dB) (35)

where DB, DS, and DQ are degradations in dB arising from tne bandwidth limiting effect of
the presampling filter, the finite sampling effect, and the quantization effect, respectively.

3.1   DEGRADATION FOR INFINITE-BIT QUANTIZATION

First of all, the degradation D in the case of infinite-bit quantization (see Eq. (31)) is
computed and shown in Table 1 and Figure 6 for BT = 1, 5, 10, 20. Also included in
Table 1 is the case BT = 2. For such an infinite bit quantizer (or, equivalently the quantizer
in Figure 3 is removed), all the degradation is contributed by (1) the bandwidth limiting
effect (namely, the effect that signal energy outside the bandwidth B is rejected) and (2)
the finite sampling-rate effect. As BT 64 (i.e., the pre-sampling filter in Figure 3 is
removed) and fs 64 (i.e., the discrete summation becomes a continuous integration), the 



* The case m = 1 is equilvalent to ghe case when L = 0 for any m-bit quantizer.

DMF is effectively an analog integrate-and-dump filter; the degradation for this limiting
case is, of course, 0 dB by definition.

Several remarks may be drawn from Table 1 and Figure 6:

(1) If only fs (rather that both fs and BT) 64, then all the degradations are due to the
bandwidth limiting effects (i.e., BT being finite):

D = DB(BT) for m 64 and fs 64

According to the last row of Table 1, which is reproduced in Table 2, such
degradations at BT = 1, 2, 5, 10 and 20 are 0.444, 0.223, 0.0887, 0.0442, and
0.0221 dB, respectively.

(2) A useful result from (1) above is that in order to avoid more than 0.2 dB
degradation caused by the bandwidth limiting effect, the bandwidth B of the pre-
sampling LPF has to be at least twice the bit rate of the input binary signal
(i.e. BT $ 2).

(3) For a fixed value fo BT($ 1), the degradation D drops rapidly as the sampling rate
fs increases from 1 to 2 BT samples/bit. However, as fs increases further from
2BT to infinite samples/bit, D in dB is reduced by no more than 8%. As shown by
Table 3, the degradations resulting from fs = 2BT instead of infinite samples/bit
are only 0.017 dB for BT = 1 and about (0.036/BT) dB for BT $ 2.

(4) A corollary of (3) above is that for a fixed sampling rate fs, the optimum choice of
the bandwidth B (that leads to the minimum degradation for the DMF) is
B = fs/2T.

3.2  DEGRADATION OF DMF WITH m-BIT UNIFORM QUANTIZATION AND
fs = 2BT

For a finite-bit instead of infinite-bit quantizer, one expects some,additional degradation to
be introduced by the quantization effect. Figure 7 and 8 illustrate the overall degradation D
in dB vs L/ No, the normalized maximum threshold of the quantizer for Eb/No # -10 dB,
fs = 2BT, m = 1, 2, 3, 4, 5*, and BT = 1, 5, 10. Figures 7(a)-(c) (corresponding to
Eb/No # -10 dB) are replotted in Figures 9(a)-(c) with the addition of two other cases:
EbNo = 0 and 10 dB. For fs = 2BT and various values of m, BT, and Eb/No, Table 4 lists the 



* The minimum degradation is defined as the degradation value corresponding to the optimum
quantizer threshold settings.

minimum degradations* D in dB along with the optiumum values of L /%N& o& (given in
parentheses). Several points worth noting are:

(1) For all cases investigated, the degradation D near the optimum value of L /%N& o& is
essentially constant over a wide range of values of L /%N& o&. This allows for a gain
variation in AGC (automatic gain control circuitry with controls the threshold
settings) of ±20% without significant performance degradation.

(2) According to Table 4 (and also Figure 9), both the minimum degradation D and
the optimum value of the maximum threshold L /%N& o& (for a given set of values of
BT and m) stays primarily unchanged when Eb/No increases from minus-infinity to
0 dB. As Eb/No increases further from 0 to 10 dB, both the minimum D and the
optimum L /%N& o& increase slightly. Such increases, however, are almost entirely
negligible for BT $ 2.

(3) The minimum degradation DQ due to m-bit instead of infinite-bit quantization can
be easily derived from Table 4 and are listed in Table 5. It is evident from Table 5
that DQ depends strongly on the value of m, weakly on the value of BT, and very
weakly on the value of Eb/No. Given BT $ 1 and Eb/No # 10 dB, D # 3.0, 0.8, 0.2,
0.06, and 0.02 dB for m=1, 2, 3, 4, and 5, respectively.

4.0   CONCLUSIONS

Using Table 2, 3, and 5, one can (a) examine the relative contributions to the overall
degradations by the three different effects, (b) perform presampling-bandwidth vs
sampling-rate vs quantization-bit trades, and thereby (c) choose the optimum values of BT,
fs, and m for a given requirement of the overall degradation and a given limitation on the
hardware complexity.

Several major conclusions that can be drawn from all presented results are summarized
here:

• A presampling filter bandwidth B on the order of once (or twice) the data bit rate is
adequate because it contributes only about 0.4 (or 0.2) dB to the overall degradation
of the DMF.

• A sampling rate fs (samples/bit) = 2 BT is almost as good as fs equal infinity,
provided that there is no timing (including bit synchronization) error at the sampler.



• 3-(or 4-)bit uniform-step quantization with optimum threshold settings recovers
most of the digital implementation degradation. Using infinite-bit instead of 3-(or
4-)bit quantization improves the DMF degradation by no more than ~0.2 (or 0.06)
dB.

• The degradation effect is quite sensitive to the quantizer threshold settings with
respect to the received noise level when low (# 3) quantization bits are used.

• The preceding conclusions are fairly insensitive to variations of Eb/No from minus-
infinity to 10 dB.

• Finally, listed in Table 6 are several efficient combinations of BT, fs and m, which
for a given D require the minimum number of bits (=m + log2 fs) for the accumulator
in Figure 3.
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FIGURE 1  A BINARY-ENCODED NRZ-L PCM BASEBAND SIGNAL



FIGURE 2  THE OPTIMUM (INTEGRATE-AND-DUMP) DETECTOR FOR A
BINARY-ENCODED PCM SIGNAL

FIGURE 3 BLOCK DIAGRAM OF THE DIGITAL INTEGRATE-AND-DUMP
(MATCHED) FILTER

FIGURE 4  RESPONSE s'(t) OF AN IDEAL LOW-PASS FILTER TO A
RECTANGULAR INPUT PULSE u(t)



FIGURE 5  INPUT-OUTPUT CHARACTERISTICS OF AN m-BIT
UNIFORM-STEP QUANTIZER



FIGURE 6  DEGRADATION D IN dB VS SAMPLING RATE FOR x-BIT
QUANTIZATION



FIGURE 7  DEGRADATION D IN dB VS L /%%N&& o&& FOR fs = 2BT AND E b/No ##-
10dB WITH 1,2,3,4, AND 5-BIT QUANTIZATION



FIGURE 7  CONTINUED
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FIGURE 8  THE DEGRADATION D IN dB VS L /%%N&& o&& FOR fs =2B
AND Eb/No##-10dB



FIGURE 8  CONTINUED
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FIGURE 9  THE DEGRADATION D IN dB VS L /%%N&& o&& FOR fs =2BT
WITH 1,2,3,4,AND 5-BIT QUANTIZATION



FIGURE 9 CONTINUED
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The Impact of Phase Noise in Digital
Satellite Communications

C. Louis Cuccia
Ford Aerospace and Communications Corporation

Palo Alto, California

Many military and commercial satellite communication links are being used which utilize
standard or staggered QPSK. At bit rates below one megabit, these links operate in
environments which produce two types of impairments–continuous and random--which
determine the final bit error rate and data throughput.

This paper will discuss the impact of random phase jitter which is a major impairment
which can be contributed at every point in the link. This phase jitter can cause significant
phase and timing errors at the receiver output and can even lead to drop-outs of key
terminal equipments.

The various sources of phase jitter will be discussed and related to system performance.
Particular emphasis will be made of the contributions of scintillation and random
atmospheric effects and by equipment malfunctions to phase noise which can cause not
only periods of increase in bit and timing error, but also clock slippage and I/C reversal
which can cause decoders description and demultiplexers to become inoperative. This
paper will also include considerations of cochannel and adjacent channel interference on
phase jitter.
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