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ABSTRACT

This paper | ooks into the use of neural network
software as applied to the classical signal to noise concern
when dealing with space to ground data comruni cati ons. Use
of a digital neural network to extend the correlation range
of Pul se Code Modul ation (PCM down into noise is
I nvesti gated. Conventional synchronization pattern
correlation is done with digital |ogic conparisons on a
sliding wi ndow with a set nunber of bit m smatch errors
allowed. Correlation with a neural network does pattern
recognition with a weighted network of artificial neurons
t hat have been trained to recognize the sync pattern within
noi se. The output of such a neural network will produce a
best guess of the correct pattern.

| NTRODUCTI ON

The initial results of this work deals with the
application of neural network sinmulation software to
soundi ng rocket telenetry data in the non-realtine. As
rocket payloads with telenetry systens go to hi gher and
hi gher altitudes the RF |ink margi ns becone | ess and | ess
and nore noise is introduced into the received data at the
ground station. Sone of the techniques in use today to solve
this problemare; H gher power transmtters, |arger ground
station antenna’s, nodul ati on nmethods, and data encodi ng
nmet hods (convol utional etc). This paper investigates the use
of neural networks to do frane sync pattern correl ation.
This pattern recognition is done on the franme sync pattern
in the telenetry frame, therefore the data fields still
coul d contain noise, but frame synchronization will be
mai nt ai ned | onger than that of a conventional frane
synchroni zer. Until neural network hardware evolves to the
poi nt where this technique can be used in realtine, the data



must be played back in a reduced rate in the non-realtine
into a conputer for this neural network pattern recognition
to be acconpli shed.

PCM TELEMETRY 101

A qui ck overview of Pul se Code Mdul ati on (PCM
telenmetry is in order here to illustrate how noise w |
effect the received data at the ground station. At the
output of the radio receiver on the ground, the data is
presented in a one/zero (high or low) format. A predefined
nunmber of these ones and zeros nake up a word of data
(typically 8 or 10 bits). A predeterm ned nunber of words
make up a frane of data. A predeterm ned nunber of franes
make up a major frame, but this paper only deals with data
at the franme level. Wthin this frame of data there exist a
frame sync pattern that will remain the sane for all franes
transmtted (there does exist other types of frame sync
patterns that do change, but those are beyond the scope of
this paper) this frane sync pattern will typically be two or
three words in size and be located in the sane place within
the franme. Figure #1 shows three franmes of data with the
frame sync pattern FA F3 20 (hexadeci nmal) being the frane
sync pattern.

FA F3 20 01 34 87 45 99 DE 2A 12 BB CC 3E

FA F3 20 02 88 67 23 BC AD E3 71 90 34 12

FA F3 20 03 45 02 01 86 9D B2 C7 E5 2A 92
FI GURE #1 Typical PCM franes

This exanpl e shows a franme bei ng nade up of 14 words

each being 8 bits in length. These franmes of data wll just
be stacked together one after another. In the presence of
noi se on the communication |ink, sone of these bits wll be

altered fromtheir original value. This causes bit errors in
the system if the error is in the data portion of the frame
“Lock’ (Lock refers to the state of knowi ng the bit boundary
of the words and where the frame sync pattern is) is not

| ost, but if errors appear in the frame sync pattern FA F3
20 then lock may be lost. Current ground station frane
synchroni zers enpl oy several techniques to deal with bit
errors in the sync pattern. The first would be to just allow
a certain nunber of errors before the sync pattern is called
no good, but this increases the chances of false
synchroni zati on. Another nethod would be to allow bit

sl i ppage, which would allow the sync pattern to be found



I ntact but not exactly where it is suppose to be. |If frane
|l ock is lost then the synchroni zer nust begin to search for
it again, and in the presence of noise this is difficult.
Wil e searching for the sync pattern much val uable data is
| ost.

NEURAL NETWORK MCDELI NG

A neural network consist of artificial neurons
connected together with outputs routed to inputs in
successive | ayers (See figure #2). A neuron can be thought
of as a swtch with one or many inputs and one output. The
output is triggered when the inputs weighted by sone val ue
exceeds a | earned threshold. The outputs of these neurons
will then go into inputs of other neurons in other |ayers.
Several types of neural topology were investigated,
backpr opagati on, adaline, nmdaline, and hopfield. These four
types of networks were nodel ed but the backpropagati on
neural network was selected to be used throughout this
I nvestigation (Figure #3 shows the actual Backpropagation
neural network nodel used. Note the 24 bit inputs to the
| eft and the single output to the right; see reference #1).
In this case the network was nodeled to correlate the
telemetry frame in figure #1, which has 24 frame
synchroni zation bits as the input to the neural network. The
output is sinply a one or zero to indicate a sync match or
not. These neural networks can be realized in hardware or in
software. For the purpose of this investigation a software
neural network is used.
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FIGURE # 2 Basic Neural Network
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FI GURE #3 Software inplenented Backpropagati on network
NEURAL NETWORK TRAI NI NG

A neural network can not be used until it is trained
(educated) to recognize the sync pattern. Training consi st
of playing several hundred variations of the sync patterns
into it. O these sync patterns sone nust be correct and
sone nust have varying anounts of noise in them (white
noise) . This training file is created by using a PCM
simulator (setup to sinulate the space to ground |link) to
nodul ate an RF generator which is received by a telenetry
receiver (figure #4 shows the serial data capture bl ock
diagram. The data is then recorded (by a bit serial
recording board in a personal conputer; see reference #2) at
various RF |evels to create noise within the data. The frane
sync patterns are then extracted and put into a file that
can be played into the software neural network for training
(figure #5 shows an excerpt of data that the training file
was made from this data is in hexadecimal format the
hi ghlighted area’s are the frane sync patterns that are used
to train the neural network).



NOTE THAT THESE TWC ITEMS
ARE FOR TRAINING THE NEURAL NETHORK OMLY,
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FI GURE #4 Bl ock di agram of serial data capture

AAAAAAAABD799005AABEAAAAAAAAN
AAAAARAARAADT7990062ABB55555555
55555555FAF3200D5556D5555555
55555555FAF3200E555662AAAAAA
AAAARAAARFSE6401EAAAAAAQOQAAAA
AARAAARAABRFS5E64000AAAAB1 555555
55555557EBCCB005555505555555
55555555EBCC8009555520AAAAAA
AAAAAAPABDT799001AAAAAAAAZAAAA
AAAAAAAFDT7990022AAA855555555
5555555FAF320055155555555555
5555555BAF3200655540AAAAARAAAN
AAAAAARFSE6400EAAACAAAAAAAAA
AAAAARB75E64010AAAAL155555555
5555557FAF320255555055555555
5555555EBCC80295506AAAAAAARARN

FI GURE #5 Actual noise enbedded training data file excerpt

Frame sync pattern used to train is in bold.

SYNC CORRELATI ON

To actually run the neural network software on the

act ual

data, the telenetry data nust be played into the

conputer (as in figure #4). This is done by the sane seri al
bit recording board that was used to create the training

file;

see reference #3. The telenetry data is then recorded



into a disk file. A programto shift bits (sliding w ndows
24 bits each) at atinme is run on the recorded file to
prepare it for the neural network. This disk file is then
presented to the neural network for sync pattern recognition
(Figure #6 shows a graphical bl ock diagramof the way the
data is handl ed and presented to the neural network, note
that this process is done entirely in software once the
serial data has been captured into a file). The neural
network will then trigger its output whenever it sees a sync
pattern (even within a certain |evel of noise) . This then
establ i shes the boundaries of the words and franes. The data
in the frame can then be extracted (even though there wll
be sone noise in this data it may still be very useful).
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FI GURE #6 Bl ock di agram of data presentation to the neural
net wor k

CONCLUSI ON

Results fromthis investigation indicate that the
neural network software was able to extract correct frane
synchroni zati on nuch | onger than that of a standard frane
synchroni zers. The cost of this inprovenent is that nuch
nore effort nust be expended in post processing. This paper
is a prelimnary work on this subject and only scratches the
surface, but this nethod does seemto show sone prom se for
extracting valuable information froma noisy radi o frequency
data link. The data may still contain sone noise but the
boundaries (data is synchroni zed) of the data words are



knpmn and this is useful even if one half of the data is
noi sy.
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