VERSATI LE 1553 MJXBUS | NTERFACE

M chael Dahan
Manager, Instrunmentation and Tel enetry Systens
| . A l. Tashan, 2450
Lod, | srael

ABSTRACT

Thi s paper presents a 1553 Muxbus Interface which can
acquire data, selectively, fromup to 3 redundant busses and
process it for different airborne or ground test
appl i cations.

The Interface is built using up todate el ectronic
technology in order to overcone the problens encountered in
1553 protocol decoding and to insure proper data integrity.

| NTRODUCTI ON

Modern Aircraft testing requires data acquisition of
| arge quantities of paraneters from airborne el ectronic
systens such as weapon delivery, navigation and flight
control. Cenerally these systens communi cate through seri al
| i nks, using conplex protocols such as the M| 1553 and
requi re special equipnent for data recording, transm ssion
and decommut ati on.

. A 1. Engineering Test Center has devel oped a speci al
Muxbus I nterface which can be connected to up to 3 1553
Muxbuses. Its main functions are: data reception and
prot ocol decodi ng, programmed data sel ecti on and out put
formatting for various communi cati on schenes.

SYSTEM APPLI CATI ONS

This interface can be configured to operate in various
applications, see figures 1 and 2A through 2C.

- As a slave unit to an existing PCM encoder



This configuration is suitable for Mixbus data
transm ssion or recording, after it has been nerged with
data issued fromvarious devices wthin a main PCM data
acqui sition system

- As a synchronous PCM stream for separate 1553 data
recording or transm ssion.

- As a universal PCM decom type streamfor data
acqui sition and processing using a Telenetry Conputer.

In the last two configurations, data can be sel ected
dynam cally. This allows the playback of tapes, where Mixbus
has been recorded either during flight simulation or during
real flight tests. They can al so be used for Avionics
Systens Integration and debuggi ng, where the user is
interested in nonitoring and anal ysing different sets of
data and requires fast setups between runs.

SYSTEM DESCRI PTI ON

The bl ock-diagramimfig.3 depicts the basic functions of
the Interface.

A 1553 Front-end is dedicated to each set of buses
(primary and redundant) and includes receivers, protocol
decoding circuits, a nessage preselection M croprocessor
and a nessage dual port buffer.

The Front End uses a Z8000 16 bit m croprocessor and
speci al gate arrays for protocol decoding. The
m cr oprocessor uses preselection tables in order to filter
all unwanted nessages. This is inportant for exanple, in the
elimnation of all the overhead traffic used in the polling
pr ot ocol .

The nessage buffer is a dual port nenory accessible by
both the presel ection and the nessage sorting
m croprocessors. It is filled on a cycling basis, with the
first location always containing a conmand word. As part of
this process, an index register, pointing to the current
address, is continually updated.

MESSAGE SORTI NG M CROPROCESSCR ( MSM

The MSM which is an Intel 80196 with 8k EPROM and 8k
RAM tracks the nessage buffer pointer and | ocks on nessage



boundari es. Every command/status word is checked and if the
correspondi ng location in the | ook-up sorting table includes
a destination address, the current nessage is transfered to
t he out put buffer.

Sorting can be carried out using either a single command
word as a key or through a conbination of a command and a
single data word. The latter type of data selection is used
to decode 1553B extended protocols, where a nessage is
identified by two keys: the command word and the first data
word in the nessage, which is used as a subaddress.

When the interface is used in the gated cl ock
conmuni cation type configuration, the sorting m croprocessor
carries out word selection, in addition to nessage sorting.
Using a word selection setup in its shared nenory, it only
sends sel ected paraneters, from sel ected nessages to the
out put buffer.

Data Integrity is maintained by treating each nessage as
an indivisible unit during its transfer fromthe nessage
buffer to the sorting m croprocessor and by di sabling
interrupts during the transfer.

Messages sel ected by the nessage sorting processor are
stored in the output buffer at preterm ned |ocations. Each
out put nessage is structured as per fig. 4

Each nessage is preceded by an ei ght word header which
conpletely identifies the nessage, including the word count,
the bus origin(primary or backup), the node command, the
transmt or receive status and any information about errors
encount er ed.

A 32 bit real tine clock, with m croseconds resol uti ons,
provi des proper tine synchronization.

The out put buffer is conposed of dual ported random
access nenories accessed by the sorting m croprocessor and
by the PCMinterface and data is therefore available to the
PCM Encoder whenever it needs it.

PCM | NTERFACE

According to the required application, either a slave or
master or PCM decom interface can be used.



SLAVE | NTERFACE

This option allows selected data stored n the output
buffer to be routed to a host naster PCM encoder for
transm ssion and/ or recording together with other types of
paraneters. Data transfer is under control of the host
device. Different timng schenes can be acconodated
I ncluding the serial address/serial data format of the AYDI N
VECTOR PDS 7000 series or the gated cl ock/serial data formt
adopted by nmany manufacturers of PCM encoders.

If the first approach is enployed the host PCM encoder
can randomy address any location in the output buffer,
wher eas using the other approach the output buffer is
enpti ed, sequentially, by the host device fromthe first
| ocation to the last. In either case the interface requires
the PCM franme pulse as a command to the sorting
m croprocessor to refresh the output buffer.

The Sl ave Interface is inplenmented using a serial to
parall el converter for the serial address input and a
parallel to serial converter for the serial data output.

If the gated clock type of communication is selected, the
out put buffer is enptied using a sequential address froma
counter which is increnented by a derivation of the gated
clock, and reset by the franme pul se.

The bit rate for data transfer to the PCM encoder is up
to 1 Mt per second.

MASTER | NTERFACE

This interface was designed for applications where 1553
Muxbus data has to be transmtted/recorded separately, and
decommut at ed usi ng standard tel enetry equi pnent.

It includes a data formatter which enpties the output
buffer sequentially to a FIFQO, adding synchoni zati on words
at the end of each frane. An internal timng circuit
provides the PCMbit rate and a generated frane pul se
interrupts the nmessage sorting mcroprocessor, initializing
the output buffer refresh cycle.



PCM DECOM | NTERFACE

This option is simlar to the master interface option.
The only difference is that data is outputted as parall el
wor ds acconpani ed by both the word and franme strobes. This
sinmulates the output timng of a standard tel enetry PCM
decommut ati on for processing by a host conputer or data
handl i ng using telenetry denultiplexers and di spl ays.

The master and PCM decom type interfaces output data to
external devices at up to 50 kwords per second (16 bits
words) with higher rates available if required.

SETUP/ DI SPLAY M CROPROCESSOR

The Master and decom type interfaces use an Intel 8751
m crocontroller for the the follow ng tasks:

- Receiving setup records from an external device, through
an RS232 |i ne.

- Passing this setup to the nessage sorting m croprocessor,
usi ng shared nenory.

- Logging on selected data for |local nonitoring, using an
external device, such as a CRT or conputer.

PACKAG NG

The airborne sl ave/ master versions are packaged in rugged
boxes as shown in fig. 5.

The ground versions can be assenbled in rack nount units.
CONCLUSI ON

Aqui sition and decommut ati on of data fromthe 1553 Mixbus
has becone a mmjor need in ground systens integration and
flight test of aircraft avionics systens. The 1553 Mixbus
Interface, described above, can be used as a versatile tool
to inplenent the data handling tasks required in these type
of projects. It uses state of the art technology in order to
I nsure proper protocol decoding and data integrity,
retaining the data formats and communi cati on schenes wel |
known by PCM systens users.
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