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Abstract

The decentralized consensus control of a formation of rigid body spacecraft is studied in the framework of geometric mechanics while accounting for a constant communication time delay between spacecraft. The relative position and attitude (relative pose) are represented on the Lie group SE(3) while the communication topology is modeled as a digraph. The consensus problem is converted into a local stabilization problem of the error dynamics associated with the Lie algebra 𝒟e(3) in the form of linear time-invariant delay differential equations (DDEs) with a single discrete delay in the case of a circular orbit while it is in the form of linear time-periodic DDEs in the case of an elliptic orbit, in which the stability may be assessed using infinite-dimensional Floquet
theory. The proposed technique is applied to the consensus control of four spacecraft in the vicinity of a Molniya orbit.

1 Introduction

In the control of spacecraft formations including formation establishment and maintenance, several types of desired configurations and control strategies have been introduced [1]. Among different control techniques, the leader-follower approach has been widely used in formation control. However, since the leader does not usually receive explicit information from the follower, a small perturbation in the follower due to disturbances can cause failure in the formation [2]. On the other hand, the loss of a leader can result in mission malfunction while leaderless networks are more robust to such cases since the agents do not have to receive explicit information from a leader. In related papers, control strategies are designed based on the assumption that each agent tracks its adjacent agent’s states [3] and hence the loss of one agent is likely to cause the controller to fail. However, leaderless consensus algorithms are capable of managing such cases since they do not rely on specific agents. Therefore, the necessity for considering leaderless consensus for geometric configuration establishment and maintenance between multiple spacecraft arises.

Several papers have considered the decentralized attitude control design where the spacecraft in formation achieve a desired formation with the same but possibly time-varying angular velocity vectors [2, 4]. Quaternion-based hybrid feedback control strategies were proposed on SO(3) for a single rigid body [5] or for a network of rigid bodies [6] where the communication architecture was selected in the form of a serial network. The translational motion control in the formation control of multi-agent systems is investigated in many papers such as [2, 3, 7–9] where the double integrator dynamics are used to represent the dynamics of the system. Some of these papers considered different consensus scenarios such as leaderless consensus, consensus regulation, and consensus tracking [10] and some considered uncertainties in the dynamics model [11, 12]. Decentralized optimal position control is studied in [13] for multi-spacecraft formation where communication between controllers and
estimators are considered in the presence of measurement uncertainties. On the other hand, attitude control of rigid body vehicles is investigated separately in several other papers such as [14].

Time delays arise due to communication delays between agents in a networks in the measurement, or processing delays including delays which occur in the actuators. A few authors have studied delayed feedback control design for formation control in the case that the current states are unavailable for feedback. Consensus problems in multi-agent systems with time delay have been considered in the sense of translational control [8, 9], attitude control [14–16], or consensus problem of multi-agent systems in general [17] with input and/or communication delays for different communication topologies. The formation control of both translational and rotational motion is a more challenging problem, specifically when the coupled dynamics are considered, and despite the importance of this topic, few studies have been dedicated to it. In [4], both the translational and rotational dynamics were considered where the equations were assumed to be decoupled. In order to consider coupled dynamics, the problem of geometric consensus of multi-agents should be defined on the nonlinear manifold of the Lie group SE(3) as in [18–23]. A survey of the work on geometric consensus theory was provided in [24] where the linear consensus algorithms were extended to nonlinear consensus resulting in global convergence properties. A Lyapunov-based feedback control law was designed on the Lie group of rigid body motions SE(3) in [23] to attain desired translational and rotational motions of spacecraft where the relative equations of each spacecraft were written with respect to a virtual leader and a collision avoidance scheme was implemented to ensure collision-free operations.

In this paper, the decentralized position and attitude consensus problem of a multi-agent spacecraft formation with time delay in the communication links between the agents is studied, where each vehicle is modeled as a rigid body and the communication architecture is modeled as a digraph. Therefore, due to time delay which cannot be avoided or ignored, the current states are unlikely to be available for state feedback. The time delay is assumed to be constant and the same in all communication links between the agents. The purpose of control is for the spacecraft, each modeled as a rigid body, to achieve attitude synchronization while they maintain a desired
distance with respect to each other. However, only the relative configurations of the spacecraft are considered and hence the formation at the desired configuration may have non-zero inertial angular and translational velocities. The problem of formation control on the Lie group SE(3) is converted to the stabilization problem of the error dynamics containing relative velocities and exponential coordinates associated with the linear space of the Lie algebra \( \mathfrak{se}(3) \) for two cases: (a) circular orbits and (b) elliptic orbits. The closed-loop error dynamics are in the form of a set of time-invariant DDEs and time-periodic DDEs in cases (a) and (b), respectively. In the first case, the characteristic equation is used to study stability of the system in the frequency domain. In the second case, however, the matrix of coefficients is time periodic and hence infinite dimensional Floquet theory is used for stability analysis of the system.

The implementation on Lie groups enables the treatment of coupled rotational and translational dynamics and hence results in more accurate results compared to the case of considering decoupled dynamics for translational and rotational motions. More importantly, this formulation allows for directly treating control inputs in the body frames of vehicles, without the necessity of doing coordinate frame transformations between inertial and body frames. A tetrahedron-shaped 4-vehicle formation is considered as an example to demonstrate the successful application of the method to establishment and maintenance of relative positions and attitudes.

The paper is organized as follows. In Section 2, some preliminaries on graph theory are given and the mathematical formulation in Lie groups in general is introduced. The formation control on SE(3) is given in Section 3. The stability of consensus is studied in Section 4 for the two cases of circular and elliptical orbits. In Section 5, the fourth order Runge Kutta integration scheme used in the numerical simulations is introduced to illustrate the time update of the translational and rotational infinitesimal displacements. The numerical simulation results are then given in Section 6. Concluding remarks and discussions are presented in Section 7.
2 Mathematical Model

2.1 Communication architecture

It is desired to control the position and attitude of $N$ rigid multi-agent spacecraft in neighboring orbits to a specified consensus state consisting of synchronized attitudes and predetermined relative positions. The communication architecture is such that the digraph $G$ associated with the formation is strongly connected. This is a standard assumption for digraphs where every pair of separate vertices are connected through a directed path [25,26]. The general scheme of the problem is given in Fig. 1 in the case of $N = 4$ with each spacecraft of arbitrary orientation indicated by a small square-head line located at each vertex. It is assumed that, due to communication time delay, the current relative states are not available for state feedback. Here, the time delay is assumed to be known, time-invariant, and identical in all communication links between the spacecraft which is the same situation as in [14,27], although the approach introduced here may be extended to the case of unknown (constant) communication delay with a known upper bound.

![Figure 1: Digraph of the communication architecture between the four spacecraft.](image)

The incidence function $\psi_G$ of the (directed) graph $G$ indicates how the vertices are connected through the (directed) edges of the graph. The communication topology can be described by the adjacency matrix $A = [a_{ij}] \in \mathbb{R}^{N \times N}$ where $a_{ij} = 1$ if the ordered pair of vertices $(i,j)$ is contained in the incidence function $\psi_G$, i.e. $\psi_G(e) = (i,j)$ [28] where $i$ is the tail of the edge $e$ and $j$ is its head. Otherwise, $a_{ij} = 0$. Note that by convention, the tail $i$ of the arrow receives information from the head $j$ of the arrow. This is written as $i \sim j$ to denote that $i$ and $j$ are neighbors. In addition, the degree matrix and normalized adjacency matrix are defined in the
following, which will be used to characterize the type of formation. Let \( d_i, \ i = 1, 2, \cdots, N \), be the degree of each vertex (spacecraft) in the digraph. In the physical sense, \( d_i \) is the number of spacecraft that spacecraft \( i \) receives information from (e.g. \( d_1 = 2 \) for the communication architecture shown in Fig. 1). The degree matrix \( D \) is defined as \( D = \text{diag}(d_i) \in \mathbb{R}^{N \times N} \), \( i = 1, 2, \cdots, N \), and the normalized adjacency matrix is defined as \( \bar{A} = D^{-1}A \) \[14\]. Then, the adjacency matrix, degree matrix, and normalized adjacency matrix associated to the decentralized formation shown in Fig. 1 are obtained as

\[
A = \begin{bmatrix}
0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix}, \quad D = \text{diag}([2,1,2,1]), \quad \bar{A} = \begin{bmatrix}
0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 \\
\frac{1}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix}.
\] (1)

For a formation associated with a digraph, the type of formation can be characterized in the sense of being centralized or decentralized based on the eigenvalues of \( \bar{A} \) as described in the following. For a decentralized or leaderless formation, 1 is a simple eigenvalue of \( \bar{A} \) while the rest of the eigenvalues are inside or on the unit circle \[2, 29\]. This can be verified by solving for the eigenvalues of \( \bar{A} \) in Eq. (1), as examined in \[14\]. For a centralized or leader-follower type of formation, however, at least one of the eigenvalues of \( \bar{A} \) is zero (because of a zero row in \( A \)). Furthermore, if the digraph associated with the formation is acyclic, i.e. no directed circles can be found in the digraph, then it can be shown that the algebraic and geometric means of the eigenvalues of the matrix \( I_N + A \) (where \( I_N \in \mathbb{R}^{N \times N} \) is the identity matrix of the same size as \( A \)) are equal and hence all eigenvalues of \( I_N + A \) are equal to 1 \[30\]. Therefore, since the eigenvalues of \( A \) are shifted from those of \( I_N + A \) by 1, all eigenvalues of \( A \) (and \( \bar{A} \)) are zero. Note that if the digraph associated with a formation is acyclic, then that formation is automatically leader-follower. This can be verified by drawing acyclic digraphs with certain number of vertices and trying all the possibilities and see that for each acyclic digraph, there is always at least one vertex with all arrows going towards that vertex. Then, that vertex represents the leader associated with that digraph, since all other vertices receive information from
it, and hence the formation is centralized.

2.2 System formulation on Lie group

The configuration (i.e. position and attitude) of each spacecraft can be represented by an element $g$ of the Lie group $\text{SE}(3)$, i.e. (also known as Denavit-Hartenberg representation of configuration in robotics)

$$ g = \begin{bmatrix} R & r \\ 0_{3 \times 3} & 1 \end{bmatrix} \in \text{SE}(3), \quad (2) $$

where $R \in \text{SO}(3)$ is the rotation matrix from the spacecraft body frame to the inertial frame and $r \in \mathbb{R}^3$ is the position vector from the origin of the Earth-centered inertial (ECI) frame to the center of mass of the spacecraft expressed in the inertial frame. Due to the geometric structure of the nonlinear manifold $\text{SE}(3)$, the state space is not diffeomorphic to a vector space. Note that the spacecraft index is suppressed in this section. The augmented velocity vector of each spacecraft is

$$ V = [\omega^T, v^T]^T \in \mathbb{R}^6, \quad (3) $$

where $\omega \in \mathbb{R}^3$ and $v \in \mathbb{R}^3$ denote the inertial angular and translational velocities, respectively, expressed in the body frame of the spacecraft. According to Eqs. (2) and (3), the state of each spacecraft can be represented by $(g, V) \in \text{SE}(3) \times \mathbb{R}^6 = \text{TSE}(3)$, the tangent bundle of $\text{SE}(3)$. Now, using the coupled equations, the position and attitude can be considered simultaneously, and hence control design in $\text{SE}(3)$ is more versatile compared to the techniques that consider the translational and attitude dynamics separately, particularly when translational/rotational coupling is present.

A set of mappings required to express the dynamics in a compact form are defined in the following.

**Definition 1.** The adjoint action map is defined for $g = g(R, r) \in \text{SE}(3)$ as

$$ \text{Ad}_g = \begin{bmatrix} R & 0_{3 \times 3} \\ r \times R & R \end{bmatrix} \in \mathbb{R}^{6 \times 6}, \quad (4) $$
where, for $\Omega \in \mathbb{R}^3$,

$$\Omega^x = \begin{bmatrix} 0 & -\Omega_3 & \Omega_2 \\ -\Omega_3 & 0 & -\Omega_1 \\ -\Omega_2 & \Omega_1 & 0 \end{bmatrix} \in \mathfrak{so}(3)$$  \hspace{1cm} (5)

and the space of $3 \times 3$ real skew-symmetric matrices is denoted by $\mathfrak{so}(3)$, the Lie algebra of the Lie group $SO(3)$, such that $e_1^x e_2 = e_1 \times e_2$ for $e_1, e_2 \in \mathbb{R}^3$.

**Definition 2.** The adjoint operator $ad_V$ is defined for $V = [\omega^T, v^T]^T \in \mathbb{R}^6$ as

$$ad_V = \begin{bmatrix} \omega^x & 0_{3 \times 3} \\ v^x & \omega^x \end{bmatrix} \in \mathbb{R}^{6 \times 6}$$  \hspace{1cm} (6)

and the co-adjoint operator is defined as

$$ad^*_V = ad^T_V = \begin{bmatrix} -\omega^x & -v^x \\ 0_{3 \times 3} & -\omega^x \end{bmatrix}.$$  \hspace{1cm} (7)

**Definition 3.** The wedge map $(.)^\wedge : \mathbb{R}^6 \rightarrow \mathfrak{se}(3)$ is defined for $V = [\omega^T, v^T]^T \in \mathbb{R}^6$ as

$$V^\wedge = \begin{bmatrix} \omega^x & v \\ 0_{1 \times 3} & 0_{1 \times 3} \end{bmatrix} \in \mathfrak{se}(3).$$  \hspace{1cm} (8)

Hence, $\mathbb{R}^6$ is isomorphic to the Lie algebra $\mathfrak{se}(3)$ of $SE(3)$.

### 3 Formation Control on Lie Group

The kinematic and kinetic equations of motion of spacecraft $i$ with respect to the inertial frame expressed in the body frame of spacecraft $i$ can be written as

$$\dot{g}_i = g_i V_i^\wedge$$  \hspace{1cm} (9a)

$$\dot{V}_i = \mathbb{I}_i^{-1} ad^*_i V_i + \mathbb{I}_i^{-1} u_i + \mathbb{I}_i^{-1} u^0_i,$$  \hspace{1cm} (9b)

$$(g_i(\eta), V_i(\eta)) = \phi_i(\eta), \quad -\tau \leq \eta \leq 0,$$  \hspace{1cm} (9c)
where all the states are time dependent. In Eq. (9), $u_i$ denotes the delayed consensus algorithm to be introduced, $\tau$ represents the time delay, $\phi(\cdot)$ is the history function (necessary to define the initial value problem since delayed feedback will be used), and the tensor of mass ($m_i$) and inertia ($J_i$) properties is

$$I_i = \begin{bmatrix} J_i & 0_{3\times3} \\ 0_{3\times3} & m_i I_3 \end{bmatrix} \in \mathbb{R}^{6 \times 6}. \quad (10)$$

In Eq. (9), $u_i^g$ represents the gravity gradient forces and moments applied to each spacecraft with the effects of $J_2$ perturbation. This gravity effect can be represented as

$$u_i^g = \begin{bmatrix} M_i^g \\ F_i^g + m_i R_i^T a_i J^2 \end{bmatrix} \quad (11)$$

where the gravity gradient force and moment are obtained as

$$F_i^g = -\frac{m_i \mu_i}{\|r_i\|^3} \left[ I_3 + \frac{3}{m_i \|r_i\|^2} \left( \frac{1}{2} \text{tr}(J_i) I_3 + J_i - \frac{5}{2} \frac{r_i^T R_i J_i R_i^T r_i}{\|r_i\|^2} I_3 \right) \right] R_i^T r_i, \quad (12)$$

$$M_i^g = \frac{3 \mu}{\|r_i\|^5} (R_i^T r_i)^{\times} J_i R_i^T r_i$$

and the acceleration due to $J_2$ is [23]

$$a_i^{J2} = -\frac{3 \mu J_2 R_E^2}{2 \|r_i\|^5} \begin{bmatrix} (r_i \cdot \hat{I}) \left( 1 - \frac{5 (r_i \cdot \hat{K})^2}{\|r_i\|^2} \right) \\ (r_i \cdot \hat{J}) \left( 1 - \frac{5 (r_i \cdot \hat{K})^2}{\|r_i\|^2} \right) \\ (r_i \cdot \hat{K}) \left( 3 - \frac{5 (r_i \cdot \hat{K})^2}{\|r_i\|^2} \right) \end{bmatrix} \quad (13)$$

where $(\hat{I}, \hat{J}, \hat{K})$ is the unit basis of the inertial frame, $R_E$ is the Earth’s radius, and $\mu$ is the gravitational parameter of the Earth.

The relative velocity of spacecraft $i$ with respect to spacecraft $j$ expressed in the body frame of spacecraft $i$ is

$$V_{i/j} = V_i - \text{Ad}_{s_{i/j}^{-1}} V_j, \quad (i,j = 1, 2, \cdots, N), \quad (14)$$
where \( g_{i/j} \) denotes the relative configuration of spacecraft \( i \) with respect to spacecraft \( j \) and can be obtained as

\[
g_{i/j} = g_j^{-1} g_i. \tag{15}\]

Note it can be easily shown that if \( g_i, g_j \in \text{SE}(3) \), then \( g_{i/j} \in \text{SE}(3) \).

Let the desired constant relative configuration between spacecraft \( i \) and spacecraft \( j \) be defined as

\[
g_{d_{i/j}} = \begin{bmatrix} I_3 & r_{i/j}^- \\ 0_{1 \times 3} & 1 \end{bmatrix}, \quad (i, j = 1, 2, \cdots, N). \tag{16}\]

The relative configuration tracking error between each two spacecraft that are connected in the digraph is expressed by the exponential coordinates

\[
X_{i/j} = \left[ \log_{\text{SE}(3)} \left( (g_{d_{i/j}})^{-1} g_{i/j} \right) \right] \big|, \quad (i, j = 1, 2, \cdots, N) \tag{17}\]

where \((\cdot)^\dagger : \mathfrak{se}(3) \to \mathbb{R}^6\) is the inverse mapping of \((\cdot)^\vee\) and \(\log_{\text{SE}(3)} : \text{SE}(3) \to \mathfrak{se}(3)\) is the logarithm map, i.e. the inverse of the exponential map \(\exp : \mathfrak{se}(3) \to \text{SE}(3)\), and is defined as

\[
\log_{\text{SE}(3)}(g) = \begin{bmatrix} \Theta^\times & p \\ 0_{1 \times 3} & 0 \end{bmatrix} \in \mathfrak{se}(3), \tag{18}\]

where \(\Theta\) is the principal rotation vector such that

\[
\Theta^\times = \log_{\text{SO}(3)}(R) = \begin{cases} 
0, & \theta = 0, \\
\frac{\theta}{2 \sin \theta} (R - R^T), & \theta \in (-\pi, \pi), \theta \neq 0,
\end{cases} \tag{19}\]

where \(\theta = \|\Theta\| = \cos^{-1}\left[\frac{1}{2} (\text{tr}(R) - 1)\right]\), with singularity at \(\theta = \pi\), and \(p = S^{-1}(\Theta)r\) where the matrix \(S\) is defined as

\[
S(\Theta) = I + \frac{1 - \cos \theta}{\theta^2} \Theta^\times + \frac{\theta - \sin \theta}{\theta^3} (\Theta^\times)^2. \tag{20}\]
Note that the relative exponential coordinates of the spacecraft configuration $X_{i/j} = [\Theta_{i/j}^T, p_{i/j}^T]^T$ is composed of the relative principal rotation vector $\Theta_{i/j}$ and $p_{i/j} = S^{-1}(\Theta)r_{i/j}$ where $r_{i/j}$ is the relative translational displacement. When the relative configuration $g_{i/j}(t)$ approaches the desired configuration $g_{i/j}^d$, the relative configuration exponential tracking error, represented by the exponential coordinates, goes to zero and the desired formation between the spacecraft is achieved. Furthermore, when the exponential coordinates go to zero, according to Eq. (18), the relative configuration $g_{i/j}$ approaches the desired configuration. Due to the singularity at $\theta = \pi$ in Eq. (18), the controller designed based on the local stability analysis results in the desired configuration as long as the initial principal rotation angle is less than $\pi$ radians. Note that equivalent Taylor series expansion should be used for small principal rotation angles.

The spacecraft are required to achieve a consensus in terms of maintaining a desired distance with respect to each other and achieving attitude synchronization. However, only the relative (not inertial) configurations of the spacecraft are considered and hence the spacecraft formation may have an arbitrary inertial angular and translational velocity as well as independent synchronized angular velocities of the spacecraft. Hence the consensus state cannot be considered as a single rigid body moving in space. To elaborate, after the consensus is achieved, the geometric frame formed by the $N$ spacecraft remains constant in shape and moves with respect to the inertial frame with the translation and angular velocity required to maintain on the orbit. However the spacecraft at the corners of the geometric frame may rotate with respect to that frame while their relative translational velocities remain zero and they have negligible relative angular velocities. When the motion of the set of spacecraft is not committed to be in a predefined format relative to the inertial frame or, more generally, relative to a reference (which is the case in the centralized formation), more fuel efficiency may be achieved [14,31].

On the other hand, delay is unavoidable in the communication links as shown in [16,32–37] and hence the current states are unlikely to be available for state feedback. Therefore, a delayed consensus law is investigated in this work to simulate the more realistic situation.
Therefore, the decentralized delayed consensus algorithm with a constant delay is proposed for spacecraft \( i (i = 1, 2, \cdots, N) \) as

\[
u_i(t) = -(KI_0 + adV_i(t))V_i(t) - \sum_{k=1}^{d_i} a_{i/k} \left[ \Lambda X_{i/k}(t - \tau) + \Gamma \dot{X}_{i/k}(t - \tau) \right]
\]

(21)

where \( \tau \) is the time delay in the communication links in the digraph corresponding to formation, \( a_{i/k} = \frac{1}{d_i} \) if spacecraft \( i \) receives data from spacecraft \( k \), i.e. \( i \sim k \), and is zero otherwise, \( K > 0 \) is a scalar, and \( \Lambda \) and \( \Gamma \) are \( 6 \times 6 \) diagonal control gain matrices. The first three diagonal elements of matrices \( \Lambda \) and \( \Gamma \) are scalars \( \lambda_t \) and \( \gamma_t \) which correspond to the rotational dynamics and the second three diagonal elements of these matrices are scalars \( \lambda_f \) and \( \gamma_f \) which correspond to the translational dynamics.

According to Eq. (21), none of the spacecraft are considered to be leaders, since all connections between the spacecraft are considered in the control law. That is, as long as spacecraft \( i \) receives data from spacecraft \( k \), their relative configurations is taken into account in the consensus design. Therefore, as opposed to [23], there is no need to have the dynamics of a (virtual) leader in this approach, provided that the communications graph is strongly connected, and hence the consensus control is decentralized. The closed-loop dynamics of the system is therefore represented by Eqs. (9), (11), (14), (15), and (21). The tracking error dynamics are obtained by substituting the expressions for \( V_{i/j} \) and \( X_{i/j} \) in Eqs. (14) and (17) into the kinematic and kinetic equations of motion given in Eq. (9) to yield

\[
\dot{X}_{i/j}(t) = B(X_{i/j}(t))V_{i/j}(t)
\]

(22a)

\[
\dot{V}_{i/j}(t) = \dot{V}_i(t) + adV_{i/j}(t)Adg_{i/j}^{-1}(t)V_j(t) - Adg_{i/j}^{-1}(t)\dot{V}_j(t), \quad (i, j = 1, 2, \cdots, N)
\]

(22b)

where the fact that \( \frac{d}{dt} \left( Adg_{i/j}^{-1}(t) \right) = -adV_{i/j}(t)Adg_{i/j}^{-1}(t) \) is used to obtain Eq. (22b) from Eq. (14). In Eq. (22a), the \( B \) operator is obtained from the infinite series expansion given in terms of the Bernoulli numbers and can be expressed in the compact form
for \( X = [\Theta^T, p^T]^T \) as \([38]\)

\[
B(X) = \left( I_3 + \frac{1}{2} \text{ad}_X + F_1(\theta) \text{ad}_X^2 + F_2(\theta) \text{ad}_X^3 \right)
\]  

(23)

where

\[
F_1(\theta) = \frac{3}{\theta^2} - \frac{3}{4\theta} \cot \left( \frac{\theta}{2} \right) - \frac{1}{8} \csc^2 \left( \frac{\theta}{2} \right)
\]

\[
F_2(\theta) = \frac{1}{\theta^4} - \frac{1}{4\theta^3} \cot \left( \frac{\theta}{2} \right) - \frac{1}{8\theta^2} \csc^2 \left( \frac{\theta}{2} \right)
\]  

(24)

and \( \theta \) is given in Eq. (19). Note that \( \dot{V}_i \) in Eq. (22b) is obtained from Eq. (9b) and hence the dynamics in Eq. (22) include the gravity effects given in Eq. (11).

The control goal can then be expressed as

\[
\lim_{t \to \infty} (X_{i/j}(t), V_{i/j}(t)) = (0, 0) \in \mathbb{R}^{C_2^N} \times \mathbb{R}^{C_2^N},
\]  

(25)

where \( C_2^N \) denotes the number of different combinations of \( N \) spacecraft, 2 at a time, without repetitions, i.e. \( N \) choose 2. Using Eq. (14) and the fact that \( \text{ad}_X X = 0 \), it can be shown that

\[
\text{ad}_{V_{i/j}} \text{Ad}_{g_{i/j}} V_j = \text{ad}_{V_{i/j}} V_i.
\]  

(26)

Substituting the consensus protocol given in Eq. (21) into Eq. (9b), substituting the result into Eq. (22b), and using Eq. (26) yields

\[
\dot{V}_{i/j}(t) = -\sum_k a_{i/k} \left[ \Lambda X_{i/k}(t - \tau) + \Gamma B(X_{i/k}(t - \tau)) V_{i/k}(t - \tau) \right] + \text{ad}_{V_{i/j}(t)} V_i(t) + \Ad_{g_{i/j}}(t) \sum_k a_{j/k} \left[ \Lambda X_{j/k}(t - \tau) + \Gamma B(X_{j/k}(t - \tau)) V_{j/k}(t - \tau) \right] - K V_{i/j}(t).
\]  

(27)

Taking time derivative of both sides of kinematics in Eq. (22a) and substituting Eq. (27) into the resulted ordinary differential equation (ODE), the tracking error
dynamics is obtained as

\[ \ddot{X}_{i/j}(t) = \left( \dot{B}(X_{i/j}(t))B^{-1}(X_{i/j}(t)) - K \right) \dot{X}_{i/j}(t) + 
B(X_{i/j})(t) \left( \text{ad}_{V_{i,j}}V_{i}(t) - \sum_{k=1}^{d_{i}} a_{i/k} \left( \Lambda X_{i/k}(t) + \Gamma \dot{X}_{i/j}(t - \tau) \right) \right) + 
\text{Ad}_{g_{i,j}^{-1}(t)} \sum_{k=1}^{d_{j}} a_{j/k} \left( \Lambda X_{j/k}(t) + \Gamma \dot{X}_{i/j}(t - \tau) \right) \]  

(28)

which is a nonlinear delayed differential equation (DDE).

In the stability analysis, we are more interested in the behavior of dynamical system as the time goes to infinity. At this point, the consensus is defined such that the angular velocities (and translational velocities) of the agents are almost the same since the stability is asymptotic. Therefore, the linearization about the origin is possible. Using the Taylor expansions for \( B(X_{i/j}) \) and \( B^{-1}(X_{i/j}) \) and the property of the adjoint function, \( \text{ad}_{X}Y = -\text{ad}_{Y}X \), and after some manipulations the closed-loop dynamics (28) can be linearized about the origin as (see the appendix)

\[ \dot{X}(t) = G(t)X(t) + HX(t - \tau) \]  

(29)

where the augmented state vector \( X \) for a strongly connected communication architecture is defined such that it consists of \( 2C_{2}^{N} \) vectors each of size \( 6 \times 1 \): \( C_{2}^{N} \) vectors in the form of \( X_{j_{1}/j_{2}} \) (\( j_{1} = 1, 2, \cdots, N - 1 \), \( j_{2} = j_{1} + 1, j_{1} + 2, \cdots, N \)) and \( C_{2}^{N} \) vectors being the time derivatives of the first \( C_{2}^{N} \) vectors. The matrices \( G(t) \) and \( H \) in Eq. (29) are

\[
G(t) = \begin{bmatrix}
0_{6C_{2}^{N} \times 6C_{2}^{N}} & I_{6C_{2}^{N}} \\
0_{6C_{2}^{N} \times 6C_{2}^{N}} & -G_{22}(t)
\end{bmatrix}, \quad H = \begin{bmatrix}
0_{6C_{2}^{N} \times 6C_{2}^{N}} & 0_{6C_{2}^{N} \times 6C_{2}^{N}} \\
-H_{21}C & -H_{22}C
\end{bmatrix},
\]  

(30)

where

\[
G_{22}(t) = KI_{C_{2}^{N}} + \text{blkdiag} \left( \text{ad}_{V(t)} \right)
\]  

(31)

and \( H_{21} \) and \( H_{22} \) are \( 6C_{2}^{N} \times 6C_{2}^{N} \) block diagonal matrices constructed from \( 6 \times 6 \)
matrices $\Lambda$ and $\Gamma$, respectively. In Eq. (31), $\text{blkdiag}(\text{ad}_V)$ denotes a block diagonal matrix constructed from $(N - 1)$ matrices of the form $\text{ad}_V(t)$, $(N - 2)$ matrices of the form $\text{ad}_V(t)$, $\cdots$, $(N - j)$ matrices of the form $\text{ad}_V(t)$, $\cdots$, 2 matrices of the form $\text{ad}_V_{N-2}(t)$, and the matrix $\text{ad}_V_{N-1}(t)$ (overall, a block diagonal of $C^N_2$ matrices each of the size $6 \times 6$).

According to the definition above, the $X$ vector for the case of four spacecraft is in the form of $X = \left[ X^T_{1/2}, X^T_{1/3}, X^T_{1/4}, X^T_{2/3}, X^T_{2/4}, X^T_{3/4}, X^T_{1/2}, X^T_{1/3}, X^T_{1/4}, X^T_{2/3}, X^T_{2/4}, X^T_{3/4} \right]^T$. The $C$ matrix for this case can be expressed in general as

$$
C = \begin{pmatrix}
(\frac{\partial t_i}{\partial q_j} - \frac{\partial q_j}{\partial q_i})I_6 & \frac{\partial q_j}{\partial q_i}I_6 & \frac{\partial q_j}{\partial q_i}I_6 & \frac{\partial q_j}{\partial q_i}Q_{1/2} & \frac{\partial q_j}{\partial q_i}Q_{1/2} & 0_{6 \times 6} \\
-\frac{\partial q_i}{\partial q_j}I_6 & (\frac{\partial t_i}{\partial q_j} - \frac{\partial q_j}{\partial q_i})I_6 & -\frac{\partial q_i}{\partial q_j}I_6 & \frac{\partial q_i}{\partial q_j}Q_{1/2} & \frac{\partial q_i}{\partial q_j}Q_{1/2} & 0_{6 \times 6} \\
-\frac{\partial q_i}{\partial q_j}I_6 & -\frac{\partial q_i}{\partial q_j}I_6 & (\frac{\partial t_i}{\partial q_j} - \frac{\partial q_j}{\partial q_i})I_6 & 0_{6 \times 6} & -\frac{\partial q_i}{\partial q_j}Q_{1/2} & -\frac{\partial q_i}{\partial q_j}Q_{1/2} \\
\frac{\partial q_i}{\partial t_j}Q_{2/1} & -\frac{\partial q_i}{\partial t_j}Q_{2/1} & 0_{6 \times 6} & (\frac{\partial t_i}{\partial q_j} - \frac{\partial q_j}{\partial q_i})I_6 & \frac{\partial q_i}{\partial q_j}I_6 & \frac{\partial q_i}{\partial q_j}Q_{2/3} \\
\frac{\partial q_i}{\partial t_j}Q_{2/1} & 0_{6 \times 6} & -\frac{\partial q_i}{\partial t_j}Q_{2/1} & -\frac{\partial q_i}{\partial t_j}I_6 & (\frac{\partial t_i}{\partial q_j} - \frac{\partial q_j}{\partial q_i})I_6 & -\frac{\partial q_i}{\partial q_j}Q_{2/3} \\
0_{6 \times 6} & \frac{\partial q_i}{\partial t_j}Q_{3/1} & -\frac{\partial q_i}{\partial t_j}Q_{3/1} & \frac{\partial q_i}{\partial t_j}Q_{3/2} & -\frac{\partial q_i}{\partial t_j}Q_{3/2} & (\frac{\partial t_i}{\partial q_j} - \frac{\partial q_j}{\partial q_i})I_6 \\
\end{pmatrix}
$$

(32)

where

$$
Q_{i/j} = I_6 - \begin{pmatrix}
0_{3 \times 3} & 0_{3 \times 3} \\
(\nu_{i/j}^d) \times & 0_{3 \times 3}
\end{pmatrix}
$$

(33)

and $s_{ij} = 1$ if spacecraft $i$ receives data from spacecraft $j$, i.e. $i \sim j$, and $s_{ij} = 0$ otherwise. Since $s_{ij} = 0$ implies that $s_{ji} \neq 0$ or vice versa for directed graph, there is always more than 6 zeros in the matrix $C$. Furthermore, there is always more than one zero in every row of $C$ for the case of a leaderless graph. Note that the relative exponential coordinate $X_{i/j}$ is expressed in the body frame of spacecraft $i$ and hence the mapping $X_{i/j} = \text{Ad}_{\theta_{i/k}} X_{k/l}$ holds. More specifically, for the communication
architecture under study (see Fig. 1), the $C$ matrix becomes

$$
C = \begin{bmatrix}
-\frac{1}{2}I_6 & 0_{6\times6} & \frac{1}{2}I_6 & 0_{6\times6} & Q_{1/2} & 0_{6\times6} \\
-\frac{1}{2}I_6 & -\frac{1}{2}I_6 & -\frac{1}{2}I_6 & \frac{1}{2}Q_{1/2} & 0_{6\times6} & 0_{6\times6} \\
-\frac{1}{2}I_6 & 0_{6\times6} & -\frac{1}{2}I_6 & 0_{6\times6} & 0_{6\times6} & -Q_{1/3} \\
0_{6\times6} & -\frac{1}{2}Q_{1/2} & 0_{6\times6} & -\frac{1}{2}I_6 & I_6 & 0_{6\times6} \\
0_{6\times6} & 0_{6\times6} & 0_{6\times6} & 0_{6\times6} & -I_6 & -Q_{2/3} \\
0_{6\times6} & \frac{1}{2}Q_{3/1} & 0_{6\times6} & \frac{1}{2}Q_{3/2} & 0_{6\times6} & -I_{6\times6}
\end{bmatrix}.
$$

(34)

4 Stability Analysis

In this section, the local stability of the closed-loop dynamics is studied using the linearized system of Eq. (29) for two cases: a) circular orbits and b) elliptic orbits. Equation (29) is in the form of a set of linear time-invariant DDEs and time-periodic DDEs in cases (a) and (b), respectively. In the first case, the characteristic equation can be used to study stability of the system in the frequency domain. In the second case, however, infinite dimensional Floquet theory needs to be implemented for stability analysis of the system.

4.1 Stability analysis in the case of a circular orbit

In this case, the velocities of the spacecraft ($V_i, i = 1, 2, \cdots, N$) can be approximated as the constant circular orbital velocity since the orders of the spacecraft relative velocities (and the spacecraft velocities relative to a nearby circular orbit) are much less than the circular velocity itself. Hence, $G_{22}$ in Eq. (29) is nearly a constant matrix and characteristic equation of the linearized system in Eq. (29) can be written as

$$
\det\left(sI_{12C_2^N} - G - He^{-\tau s}\right) = \\
\det(sI_{6C_2^N}) \det\left(sI_{6C_2^N} + G_{22} + \left(H_{22} + \frac{H_{21}}{s}\right)e^{-\tau s}C\right) = 0.
$$

(35)

Remark 1. According to the determinant of partitioned matrices, the characteristic
The system becomes unstable when the eigenvalues leave the left half complex plane. The exponential polynomial in Eq. (38) is of the order of $12C_2^N$ and the stability condition cannot be obtained parametrically in the general case. Therefore, some assumptions need to be made to study stability in the system.

**Remark 2.** If one assumes that the delayed exponential coordinates and their time derivatives are not included in the feedback, i.e. $H_{21} = 0$ and $H_{22} = 0$, then the characteristic equation (38) can be expressed as

$$\prod_{l=1}^{6C_2^N} (s + K + s_{b_l}) = 0,$$

where $s_{b_l}$ ($l = 1, 2, \cdots, 6C_2^N$) are eigenvalues of blkdiag($ad_V$). Any of the factors of polynomial in the conservative characteristic equation in this case can be expressed
\[ s + K + s_{b_i} = 0. \]  

(40)

Therefore, in order for the system with no delayed feedback to be stable, it suffices that

\[ K > \rho_1 \]  

(41)

where

\[ \rho_1 = \max(\|s_{b_i}\|), \quad l = 1, 2, \cdots, 6C_2^N. \]  

(42)

Besides, using a symbolic toolbox, it can be shown that, for the communication architecture represented by the matrix \( C \), the characteristic equation given in Eq. (38) of the linearized system is independent of the translational velocities of the spacecraft. Therefore, provided that the norm of the angular velocities are small (as will be seen in the simulation results), the stability can be studied based on the characteristic equation with either \( H_{21} \) or \( H_{22} \) being zero. For \( H_{21} = 0 \) and \( H_{22} \neq 0 \), the characteristic equation can be approximated as

\[
\prod_{l=1}^{C_2^N} \left( s + K + \gamma e^{-\tau_s} s_{C_l} \right) = 0.
\]  

(43)

where \( s_{C_l} \) (\( l = 1, 2, \cdots, 6C_2^N \)) are eigenvalues of \( C \) and, without loss of generality,

\[ \gamma = \max(\gamma_l, \gamma_f) \]  

(44)

is used.

Any of the factors of polynomial in the characteristic equation in this case can be expressed as

\[ s + K + \gamma e^{-\tau_s} s_{C_l} = 0 \]  

(45)
To investigate stability, the imaginary axis crossings should be studied. As described before, $s = 0$ is not a root for the characteristic equation. Hence, $s$ is assumed to be in the imaginary form of $s = j\omega$. Then, the (complex) eigenvalue of $C$, $s_{C_1}$, is written in the polar form and is substituted into Eq. (45) with $s = j\omega$. Separating the real and imaginary parts and some algebra, $\omega^2$ is obtained as

$$\omega^2 = \gamma^2 \|s_{C_1}\|^2 - K^2.$$  

(46)

If there is a real solution for $\omega$, it implies that the eigenvalues of the system cross the imaginary axis and, as a result, the system becomes unstable. Therefore, in order for the system to be stable, $\omega$ needs to be either imaginary or complex. Hence, according to Eq. (46),

$$K > \gamma \rho_2$$

(47)

for stability, where $\rho_2 = \max(\|s_{C_l}\|)$, ($l = 1, 2, \ldots, C_2^N$).

However, none of the assumptions above can be used in the linear stability analysis, since when $H_{21} = 0$ the determinant in Eq. (36) is no longer nonzero and hence $s = 0$ is a root of the characteristic equation. Therefore, the equilibrium becomes non-hyperbolic and nonlinear terms, given up to the quadratic order in the appendix, should also be considered in the analysis and stability should be determined based on the normal form. Therefore, the stability analysis given in this section provides only a reasonable choice of the control gains such that, based on Eqs. (41) and (47),

$$K > \rho_1 + \gamma \rho_2.$$  

(48)

The stability of the system based on the selected control gains can then be verified by investigating the spectral radius of the monodromy matrix obtained using the method introduced in Section 4.2. \hfill \Box

According to Eqs. (21), when

$$\lambda = \max(|\lambda_r|, |\lambda_f|)$$

(49)
is zero, only the derivatives of the exponential coordinates are included in the feedback. However, it is desired for the exponential coordinates themselves to be in the feedback as well. Therefore, \( \lambda \) should be a small positive number. On the other hand, according to the expression for \( \rho_1 \) in Eq. (42) and due to the fact that the velocity adjoint function \( (\text{ad}_V) \) is a lower triangular matrix with diagonal block matrices being only in terms of the angular velocity components, \( \rho_1 \) is of the order of the maximum norm of the angular velocities of the spacecraft in orbit at consensus which, without loss of generality, can be assumed to be a small number. Therefore, according to Eq. (48) and what discussed above, a good choice for the control gains \( \Lambda, \Gamma, \) and \( K \) to guarantee the asymptotic stability of the closed-loop coupled translation- and attitude dynamics in the case of circular orbit is such that \( K \gg \lambda > 0 \) and \( K \gg \gamma > 0 \). A set of control gains satisfying this condition can also be used as a guess for the case of an elliptic orbit which will be presented in the simulation results.

Note that in a special case, if each agent receives information from one and only one other agent, e.g. when the communication architecture can be represented by a directed cycle graph, then the summation notation in the control law will be relaxed. Also, in the case of a centralized formation control, a feedback control law could be designed [23] based on the relative configuration of each spacecraft with respect to the (actual or virtual) chief in order to cancel the nonlinear terms of the closed-loop dynamics and achieve global asymptotic stability of the system. However, such a control law cannot be designed in the case of a decentralized control.

### 4.2 Stability analysis in the case of an elliptic orbit

In this case, the velocities of the spacecraft can be approximated as the time-periodic velocity of the elliptic orbit. As a result, the governing equations describing the dynamics of the system become in the form of periodic DDEs. After linearization about the equilibrium state, periodic DDE is expressed as in Eq. (29), where the \( G(t) \) matrix is periodic with the period of the orbit. This can be realized from Eqs. (30) and (31) and the fact that the velocities of the agents are periodic with the period of the orbit. It can be shown that the periodic DDE in Eq. (29) can be treated as an abstract ODE [39].
In general, the abstract representation of Eq. (29) is the evolution of the history function \( \phi \) in a Banach space [39,40], i.e.

\[
\dot{\mathcal{Y}}(t) = \mathcal{A}(t)\mathcal{Y}(t),
\]

(50)

with \( \mathcal{Y}(0) = \phi \), where the operator \( \mathcal{A}(t) \) is periodic. Using a numerical method called the Chebyshev spectral continuous time approximation (CSCTA) [39], the abstract ODE representation can be approximated with a large-dimensional system of ODEs.

An infinite dimensional dynamic map can then be defined for the closed-loop system as [41]

\[
m_X(i) = \mathcal{U}m_X(i - 1)
\]

(51)

that maps the state vector \( X \) in the time interval \([-T, 0]\) to that in \([0,T]\), where \( T \) is the (orbital) period, and subsequently to the other periods after that. In Eq. (51), \( m_X \) is an expansion of the state vector \( X \) in some basis which satisfies the initial condition of \( m_X(0) = m_\phi \), where \( \phi(.) \) is the history function and \( m_\phi \) is the expansion of \( \phi(\theta) \), and \( \mathcal{U} \) is the infinite dimensional monodromy operator. All eigenvalues of \( \mathcal{U} \) must lie inside the unit circle in the complex plane for the system to be stable. The stability of the closed-loop system may then be investigated in the parameter space of available control gains using Floquet theory to obtain the spectral radius of the monodromy operator which must be less than unity for asymptotic stability.

To approximate \( \mathcal{U} \) by a matrix of finite dimension, the CSCTA technique is used. Note that another numerical technique that can be used to efficiently generate an approximation to the infinite-dimensional monodromy operator \( \mathcal{U} \) is expansion in terms of Chebyshev polynomials as discussed in [42].

In the CSCTA method, the interval \([t - \tau, t]\) is discretized into \( n = m - 1 \) subintervals whose unequal lengths are determined from the \( m \) Chebyshev collocation points defined on \([-1, 1]\). Chebyshev collocation points can be introduced as the projections of the equispaced points on the upper half of the unit circle onto the horizontal axis.
\[ t_\alpha = \cos \frac{\alpha \pi}{n}, \quad \alpha = 0, 1, 2, \ldots, n. \]  

(52)

The illustration for the Chebyshev collocation points is given in Fig. 2. A Chebyshev spectral differentiation matrix \( D \) is defined as

\[
D_{11} = \frac{2n^2 + 1}{6} = -D_{m,m}, \quad D_{\beta\beta} = -\frac{t_\beta}{2(1 - t_\beta^2)}, \quad \beta = 2, \ldots, n
\]

\[
D_{\alpha\beta} = \frac{c_\alpha(-1)^{\alpha+1}}{c_\beta(t_\alpha - t_\beta)}, \quad \alpha \neq \beta, \quad \alpha, \beta = 1, 2, \ldots, m,
\]

\[
c_\alpha = \begin{cases} 
2, & \alpha = 1, m \\
1, & \text{otherwise}
\end{cases}
\]

(53)

Application of CSCTA discretizes the infinite-dimensional abstract representation of the DDE system, i.e. Eq. (50), into a \( mq \)-dimensional set of periodic ODEs, where \( q = 12C_2^N \) (\( q = 72 \) when \( N = 4 \)) is the dimension of the system in Eq. (29). That is,

\[
\dot{Y}(t) = \hat{A}(t)Y(t)
\]

(54)

where the \( mq \)-dimensional \( Y(t) \) vector is expressed as

\[
Y(t) = \left[ X^T(t) \quad X^T(t - \tau) \right]^T = \left[ Y_0^T(t) \quad Y_1^T(t) \quad Y_2^T(t) \quad \cdots \quad Y_n^T(t) \right]^T
\]

(55)

where \( Y_\alpha(t) = X \left(t - \frac{\tau}{2} (1 - t_\alpha)\right) \), \( \alpha = 0, 1, 2, \ldots, n \). The \( mq \times mq \) time-varying matrix \( \hat{A}(t) \) in Eq. (54) is expressed as

\[
\hat{A}(t) = \begin{bmatrix} G(t) & 0_{q \times q} & \cdots & 0_{q \times q} & H \\
& & & & \\
& & & & \\
& & & & \frac{2}{\tau} \left[ D_{mq\times mq}^{(q+1, mq)} \right] \end{bmatrix}
\]

(56)

where the matrices \( G(t) \) and \( H \) are given in Eq. (30), \( D_{mq\times mq} = D_{m\times m} \otimes I_q \), and \( \otimes \) is the Kronecker product. Superscript \((q+1, mq)\) on \( D_{mq\times mq} \) refers to the fact that only rows of \( D_{mq\times mq} \) between \((q+1)\) and \(mq\) are written into the remaining \((m-1)q \times mq\) part of matrix \( \hat{A}(t) \). Note that the \( 2/\tau \) factor in front of the portion of \( D_{mq\times mq} \) above accounts for the fact of rescaling the standard collocation expansion interval \([-1, 1]\)
The monodromy matrix $U$ associated with Eq. (54) is the approximation of the monodromy operator $\mathcal{U}$ introduced by Eq. (51), which is obtained by the numerical propagation of $\dot{U} = \hat{A}(t)U$ with the initial condition $U_0 = I_{mq}$. The spectral radius of the monodromy matrix associated with Eq. (54) must be less than unity in order for the closed-loop system to be locally asymptotically stable. Note that the spectral accuracy of the CSCTA technique is inherited from Chebyshev spectral collocation [44]. The exponential convergence of CSCTA is numerically verified in [39].

5 Integration Scheme of the Delayed Consensus

In this section, an integration scheme is developed that will further be used in the simulation results. Due to time delay in the communication links, the effects of time delay should be considered when developing the integration scheme. More details on the Runge-Kutta technique that accommodates time delay in the systems can be found in [45,46]. Furthermore, the evolution of the rotation matrices requires a careful treatment when integrating the states of the system. Therefore, any integration scheme used for the system under study must account for both time delay and the evolution of the rotation matrices. Note that due to the evolution of the rotation matrices, the MATLAB dde23 integrator cannot be applied for such system. However, the delayed fourth-order Runge-Kutta integration scheme proposed here accounts for both time delay and rotation matrices.

Let the $\oplus$ operator be defined such that when applied to two variables $a$ and $b$, i.e. $a \oplus b$, it preserves the set to which those variables belong. Also, let $\delta t$ be the
time step and $h$ and $\hat{h}$ be the nearest integers to $t_\delta$ and $\tau/\delta t$, respectively, such that for $h \leq \hat{h}$ (i.e. $t_h \leq \tau$) the history function $\phi(\eta)$, $-\tau \leq \eta \leq 0$, needs to be used to evaluate the states $(g, V)$ at time $(h - \hat{h}) \delta t \approx t_h - \tau$.

The operator $\oplus$ is equivalent to a summation when used for any variables other than the rotation matrix, including the augmented velocity vector $V = [\omega^T, v^T]^T$ and the displacement vector $r$. For rotation-type elements of the configuration (i.e. $R_h \oplus \delta R_h$), however, the $\oplus$ operator acts as described in the following. The angular velocity $\omega_h$ at time $t_h$ is first extracted from velocity vector $V_h$ at time $t_h$. Then, the infinitesimal principal rotation $\delta \Theta_h$ at time $t_h$ is used in the Rodriguez formula as

$$\delta R_h = \exp_{\text{SO}(3)}(\delta \Theta_h) = I + \frac{\sin \delta \theta_h}{\delta \theta_h} \delta \Theta_h^\times + \frac{1 - \cos \delta \theta_h}{\delta \theta_h^2} (\delta \Theta_h^\times)^2,$$ \hspace{1cm} (57)

where $\delta \theta_h = \| \delta \Theta_h \| = \omega_h \delta t$ is the infinitesimal principal rotation angle at time $t_h$, to obtain the infinitesimal rotation matrix $\delta R_h$ at the corresponding time step. The time-updated rotation matrix is then obtained as $R_{h+1} = R_h \delta R_h$. Note that likewise the non-rotational terms, the rotation matrix is also iterated four times at each time interval using a new iterated value of the angular velocity as described above. Furthermore, since $(g, V)$ and $(\delta g, \delta V)$ are members of $\text{SE}(3) \times \mathbb{R}^6$, according to the aforementioned properties of the $\oplus$ operator,

$$(g, V) \oplus (\delta g, \delta V) \in \text{SE}(3) \times \mathbb{R}^6$$ \hspace{1cm} (58)

and

$$g \oplus \delta g = \begin{bmatrix} R \delta R & r + \delta r \\ 0_{1 \times 3} & 1 \end{bmatrix}, \hspace{1cm} V \oplus \delta V = V + \delta V.$$ \hspace{1cm} (59)

Therefore, the states of the system at the $(h + 1)$th time step can be obtained in terms of those at the $h$th time step as

$$(g_{h+1}, V_{h+1}) = (g_h, V_h) \oplus \frac{1}{6} (k_{1,h} + 2k_{2,h} + 2k_{3,h} + k_{4,h}) \delta t$$ \hspace{1cm} (60)
where

\begin{align*}
    k_{1,h} &= f\left(t_h, \ (g_h, V_h), \ (g_{h-h}, V_{h-h})\right), \\
    k_{2,h} &= f\left(t_h + \frac{\delta t}{2}, \ (g_h, V_h) \oplus \frac{k_{1,h}}{2}, \ (g_{h-h}, V_{h-h}) \oplus \frac{k_{1,h}}{2}\right), \\
    k_{3,h} &= f\left(t_h + \frac{\delta t}{2}, \ (g_h, V_h) \oplus \frac{k_{2,h}}{2}, \ (g_{h-h}, V_{h-h}) \oplus \frac{k_{2,h}}{2}\right), \\
    k_{4,h} &= f\left(t_h + \delta t, \ (g_h, V_h) \oplus k_{3,h}, \ (g_{h-h}, V_{h-h}) \oplus k_{3,h}\right),
\end{align*}

(61)

and where \( f \) denotes the dynamics of the system given in Eq. (9). \( k_1, k_2, k_3, \) and \( k_4 \) at each time step are therefore arrays containing elements of \((\delta g, \delta V)\)-type.

It can be realized from Eqs. (9) and (21) that the governing equations of the closed-loop dynamics form a set of retarded DDEs. Therefore, the method of steps can be followed confidently without much concern about the possibility of discontinuity growth. The method of steps converts each DDE to a sequence of ODEs as described in the following. In this method, the time is divided into intervals of length \( \tau \) as \([0, \tau]\), \([\tau, 2\tau]\), etc. Then, in each time interval, the DDE is written in the form of an ODE such that all time derivatives and functions of the current states form the homogeneous part of that ODE and the delayed terms are replaced with the solution of the ODE corresponding to the previous time interval to construct the nonhomogeneous part of the current ODE. For more details about this method, the reader is referred to [47].

As mentioned before, the extended Runge-Kutta integration scheme introduced in this section accounts not only for the time delay but also for the evolution of the rotation matrix, which is mandatory when rotation matrices are considered as the attitude parametrization set. In addition, because of the order of integration, the integration scheme proposed in this section is more accurate than, for instance, forward difference integration. To the authors knowledge, this is the first time that such a scheme is developed for formation control on SE(3) including time delay in the system. This integration scheme is further used in the numerical simulations.
Table 1: Initial displacement (km) and velocity (m/s) deviations of spacecraft with respect to the periapsis of the Molniya orbit.

<table>
<thead>
<tr>
<th>( r_1/M )</th>
<th>( r_2/M )</th>
<th>( r_3/M )</th>
<th>( r_4/M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.7532</td>
<td>−0.8635</td>
<td>−0.1334</td>
<td>−7.1323</td>
</tr>
<tr>
<td>1.9249</td>
<td>−0.5206</td>
<td>5.5692</td>
<td>1.1558</td>
</tr>
<tr>
<td>−4.0549</td>
<td>2.0701</td>
<td>3.1424</td>
<td>0.7080</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( v_1/M )</th>
<th>( v_2/M )</th>
<th>( v_3/M )</th>
<th>( v_4/M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>−263</td>
<td>60</td>
<td>260</td>
</tr>
<tr>
<td>−15</td>
<td>−125</td>
<td>80</td>
<td>120</td>
</tr>
<tr>
<td>−42</td>
<td>−136</td>
<td>37</td>
<td>−137</td>
</tr>
</tbody>
</table>

6 Simulation Results

Four microsatellites \((N = 4)\) each of mass 60 kg and inertia tensor of

\[
J = \begin{bmatrix}
4.97 & 0 & 0 \\
0 & 6.16 & 0 \\
0 & 0 & 8.37 \\
\end{bmatrix} \text{ kg.m}^2
\]  

are assumed to be in moderate proximity in neighboring Earth orbits which are in the neighborhood of a Molniya orbit. The initial deviations of each spacecraft expressed in the ECI frame are given in Table 1 with respect to the periapsis of the Molniya orbit. The body frame of each spacecraft is initially assumed to be aligned with its drag frame. That is, the \(x\)-axis of the body frame of each spacecraft is initially in the direction of its velocity vector, the \(z\)-axis is normal to the orbital plane of the spacecraft orbit, and the \(y\)-axis is obtained from the right hand rule.

The desired formation configuration is selected such that the four spacecraft construct a tetrahedron-shaped formation of 1 km edge length such that the coordinates of the four spacecraft are given in a “tetrahedron frame” as

\[
(0,0,0), \quad (-1,0,0), \quad \left(-\frac{1}{2}, \frac{\sqrt{3}}{2}, 0\right), \quad \left(-\frac{1}{2}, -\frac{\sqrt{3}}{6}, \frac{\sqrt{2}}{3}\right).
\]

The communication delay is selected as \(\tau = 1\) s. The history function is selected to
be constant and is equal to \( \phi = (g_0, V_0) \) where \( g_0 \) and \( V_0 \) are chosen as

\[
\begin{align*}
\mathbf{g}_1(t_0) &= \begin{bmatrix} 0.7956 & -0.2435 & 0.5547 & 3650.2 \\ 0.6053 & 0.2839 & -0.7436 & -2826.9 \\ 0.0236 & 0.9274 & 0.3733 & -5651.2 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \\
\mathbf{g}_2(t_0) &= \begin{bmatrix} -0.1655 & 0.9722 & 0.1656 & -5646.0 \\ 0.3770 & -0.0928 & 0.9215 & 3645.2 \\ -0.9113 & 0.2150 & -0.3512 & -2830.4 \\ -0.1655 & 0.9722 & 0.1656 & -5646.0 \end{bmatrix}, \\
\mathbf{g}_3(t_0) &= \begin{bmatrix} -0.1160 & 0.1075 & 0.9874 & 3645.6 \\ 0.9695 & 0.2282 & 0.0890 & -2824.3 \\ -0.2158 & 0.9677 & -0.1307 & -5644.6 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \\
\mathbf{g}_4(t_0) &= \begin{bmatrix} -0.5754 & 0.2821 & 0.7677 & 3640.8 \\ 0.8012 & 0.3830 & 0.4598 & -2829.2 \\ -0.1643 & 0.8796 & -0.4464 & -5648.6 \\ 0 & 0 & 0 & 1 \end{bmatrix},
\end{align*}
\]

\[ (63a) \]

\[
\begin{align*}
V_1(t_0) &= [0, 0, 0.0150, 9.7572, 0, 0]^T, \\
V_2(t_0) &= [0, 0, 0.0145, 9.4509, 0, 0]^T, \\
V_3(t_0) &= [0, 0, 0.0111, 9.7724, 0, 0]^T, \\
V_4(t_0) &= [0, 0, 0.0075, 9.9737, 0, 0]^T
\end{align*}
\]

\[ (63b) \]

where expressions for \( \mathbf{g} \) and \( \mathbf{V} \) are given in Eqs. (2) and (3), the displacements are in km, the velocities are in km/s, and angular velocities are in rad/s. In Eq. (63), the initial orientations of the spacecraft 2-4 are assumed to be different from the initial orientation of spacecraft 1 through 3-1-3 Euler angles \([\pi/12, \pi/12, \pi/12], [\pi/6, \pi/6, \pi/6], \) and \([\pi/4, \pi/4, \pi/4], \) respectively. Furthermore, given the initial translational deviations of the spacecraft in Eq. (63), the initial linear velocities of the spacecraft are chosen as in Eq. (63b) to be consistent with the dynamics of each spacecraft on its orbit. As mentioned before, the \( \mathbf{x} \)-axis of the body frame of each spacecraft is initially in the direction of its translational velocity vector. Therefore, the initial angular velocities are obtained as \( \omega_{i0} = \dot{\nu}_{i0} - \dot{\phi}_{0i_{fpa}} \) \((i = 1, 2, 3, 4), \) where \( \nu_{i0} \) and \( \phi_{0i_{fpa}} \) denote the the initial true anomaly and flight path angle of spacecraft \( i. \) Using Eqs. (2.93) and (2.94) in [48] and the relation between the angular momentum magnitude and the rate of true anomaly \((\dot{\nu}_i = h_i/r_i^2),\) the initial angular velocity norms are obtained as

\[
||\omega_{i0}|| = \frac{h_i}{r_i^2} \frac{1 + e_i \cos \nu_i}{1 + 2e_i \cos \nu_i + e_i^2},
\]

\[ (64) \]

where \( e_i \) denotes the eccentricity of the orbit of spacecraft \( i. \)
In the consensus problem, it is important for the error dynamics of the rotational and translational motion to become zero almost at the same amount of time. To satisfy this requirement, the elements of the control gain matrices $\Lambda$ and $\Gamma$ are selected as $\lambda_t = \gamma_t = 0.08$ and $\lambda_f = \gamma_f = 0.02$. Furthermore, according to the numerical simulations, $\rho_1 = 0.0390$ rad/s and $\rho_2 = 6.2668$ (which is the determinant of the $C$ matrix in Eq. (34)). Also, according to Eq. (48) and as discussed at the end of Section 4.1, the control gain $K$ is set to be $K = 1$ to satisfy the stability condition given in Eq. (48).

The spectral radius of the monodromy matrix associated with Eq. (54) obtained by the CSTM technique with 5 Chebyshev collocation points and time step $\Delta t = 10s$ for the aforementioned system parameters and control gains is $\rho = 5.6980 \times 10^{-6}$ which is less than 1 and hence the system is locally asymptotically stable. Note that the size of the $\hat{A}(t)$ matrix in Eq. (56) for $q = 72$ and $m = 5$ is $360 \times 360$. Also note that the spectral radius for a more circular orbit is less than that of a more elliptic orbit with the same semimajor axis. For instance, the spectral radius obtained for a circular orbit of the same semimajor axis as the Molniya orbit, i.e. $a \approx 27078$ km, is obtained as $\rho = 2.9943 \times 10^{-6}$.

The relative positions of the spacecraft with respect to the Molniya orbit are shown in Figs. 3 and 4 in the ECI and local vertical local horizontal (LVLH) frames, respectively, where the asterisk $*$ denotes the location of the perigee of the Molniya orbit at the initial epoch in the left panel of the figure while it denotes the location on that orbit at the time the tetrahedron consensus is achieved in right panel, the circle $\circ$ denotes the location of the vehicles at the perigee of the Molniya orbit, and the cross $\times$ denotes their location when the desired configuration is achieved. The 3-dimensional relative configuration (displacement and attitude) is shown in Fig. 5 in the LVLH frame of one spacecraft which indicates that not only are the desired relative displacements achieved, but also all spacecraft have the same attitude at the desired configuration. The 2-dimensional relative displacements are shown in Fig. 6 with respect to the body frame of each spacecraft where the corresponding spacecraft can be identified by having the same initial $\bigcirc$ and final $\times$ positions in its own body frame. Relative displacements in only the last 10% of the elapsed time are shown.
Figure 3: Relative positions of the spacecraft formation with respect to the Molniya orbit in the ECI frame at the initial epoch and after consensus is achieved.

Figure 4: Positions of the spacecraft formation with respect to the Molniya orbit in the LVLH frame. The asterisk * remains on the Molniya orbit.

in Fig. 7 where the black tetrahedron (with each spacecraft at each corner) in each panel is the desired relative position shown in the body frame of the corresponding spacecraft. Note that the desired position is shaped in the common $x - y$ plane of the body frame of the spacecraft. Note that the consensus tetrahedron shown in Figs. 3-6
corresponds to the time when the consensus is achieved. The consensus tetrahedron is not stationary in any of the frames used in these figures, including the spacecraft body frames since they are free to rotate independently of the tetrahedron.

Figure 5: Relative positions and attitudes of the formation shown in the LVLH frame of one of the spacecraft a) at the initial time, b) after 5 percent of the final time, c) after 10 percent of the final time, and d) at the final time where consensus is achieved.

Figure 6: Relative positions of the formation with respect to the body frame of each spacecraft.

The time history of relative position with respect to one spacecraft is shown in Fig. 8. Note that all three curves approach the desired 1 km separation distance. The translational and angular velocity norms for the four spacecraft are plotted in
Figure 7: Relative position of the formation with respect to the body frame of each spacecraft with the transient response omitted.

Fig. 9. Note that in order for the formation to have a constant configuration, there may exist a slight difference between the translational velocities in the ECI frame. Furthermore, the *absolute* angular velocity of the spacecraft may not necessarily be zero at the desired formation. The norm of error dynamics of the system are shown in Fig. 10 in terms of the translational and angular velocities/positions. The numerical value for $\omega_0$ from Eq. (64) is of the order of 0.001 rad/s or less. However, in order to check the validity of the local stability analyses given in Section 4, the initial angular velocity norms for the four spacecraft are assumed to be 0.015, 0.0145, 0.0111, and 0.0075 rad/s (Eq. (63b)), i.e. much greater than what the spacecraft experience in reality. The initial relative angular velocities are then obtained from Eq. (14) at
Figure 9: Norms of the translational and angular velocities of each spacecraft.

Figure 10: Relative translational and angular displacement error dynamics in terms of the exponential coordinates (top row) and relative velocity tracking errors (bottom row).

$t = 0$ as to be about 0.03 rad/s or less. According to the numerical simulations, the proposed consensus designed based on the linearized system would still be capable of stabilizing the nonlinear system if the initial angular velocities were selected to be as large as about 0.04 rad/s, which correspond to initial relative angular velocities of about 0.08 rad/s.
Figure 11: Norms of a) control force, b) gravity force, c) control torques, and d) gravity gradient torque for all four spacecraft.

The control force, gravity force (including $J_2$ and inertia effects), control torque, and gravity gradient torque applied to each spacecraft are shown in Fig. 11. According to the figure, the norm of the steady state control torque applied to one spacecraft is less than the norm of the gravity gradient torque while those applied to other spacecraft is greater than the norm of the gravity gradient moment. Furthermore, at around $t = 1770$ s the norm of the gravity gradient torque is minimum which indicates that the body frames of the spacecraft are almost aligned with the LVLH frame at this point. Note that the control forces and moments do not vanish when consensus is achieved. The reason is that they should still compensate for the gravity gradient moments and the natural tendency of the spacecraft to drift apart due to being in different orbits.

7 Conclusion

In this paper, the decentralized leaderless spacecraft consensus was studied where a constant time delay was assumed in the communication links. Each spacecraft was assumed as a rigid body and the Lie group SE(3) was used to model the coupled
translational and rotational dynamics of the spacecraft. To model the tracking error, exponential coordinates were used. The desired relative pose was defined as all spacecraft pointing to the same direction at all times while having a desired constant relative position with respect to each other. The use of SE(3) simplifies the controller design by allowing one control law to be obtained for translational and rotational motions, despite the presence of rotational/translational coupling terms.

The proof of local asymptotic stability was provided for two cases of circular and elliptic orbits by the use of exponential coordinates. In the case of a circular orbit, the error dynamics of the system are in the form of time invariant delay differential equations (DDEs) and hence stability was studied in the frequency domain to obtain a conservative characteristic exponential polynomial of the controlled system. Then, by the investigation of the imaginary axis crossings of the eigenvalues of that characteristic equation, stability conditions were obtained in terms of the control gains. In the case of an elliptic orbit, the error dynamics are in the form of time periodic DDEs and the linearized equations must be treated using infinite dimensional Floquet theory to guarantee local asymptotic stability. The numerical method of Chebyshev spectral continuous time approximation was then used for the discretization of the abstract ODE representation of the error dynamics.

In a simulation of four spacecraft in the neighborhood of the Molniya orbit, the proposed controller was able to bring the spacecraft to the desired relative pose which included a tetrahedron formation for the translational motion while the relative attitudes of the spacecraft were zero. Note that the absolute positions and attitudes of the four spacecraft were not constrained, and that the attitudes were not synchronized with the tetrahedron so that the final formation is not a rigid body. This choice was made since, according to the literature on decentralized control, when the absolute motions of the spacecraft in formation are not committed to be restricted, greater efficiency in terms of control effort may be achieved.
References


Appendix

Closed-loop dynamics derivations

The closed-loop dynamics in Eq. (29) can also be expressed as

\[
\dot{X}(t) = G(t)X(t) + HX(t - \tau) + \begin{bmatrix} 0_{36 \times 1} \\ W(t) \end{bmatrix} + O(3) \tag{A.1}
\]

where the nonlinear quadratic vector field \( W \) is

\[
W(t) = [W_{1/2}^T(t), W_{1/3}^T(t), W_{1/4}^T(t), W_{2/3}^T(t), W_{2/4}^T(t), W_{3/4}^T(t)]^T \tag{A.2}
\]
Some terms in the closed-loop dynamics (28) are investigated in details here. The inverse of the invertible matrix \( B_{i/j} = B(X_{i/j}) \) is

\[
B_{i/j}^{-1} = I - \frac{1}{2} \text{ad}_{X_{i/j}} + \frac{1}{4} \text{ad}^2_{X_{i/j}} - F_1(\theta) \text{ad}^2_{X_{i/j}} + \cdots
\]

\[
= I - \frac{1}{2} \text{ad}_{X_{i/j}} + \frac{1}{4} \text{ad}^2_{X_{i/j}} - \frac{1}{12} \text{ad}^2_{X_{i/j}} + O(3) \quad (A.4)
\]

Hence, keeping the quadratic terms, the first term in Eq. (28) can be expressed as

\[
\dot{B}_{i/j} B_{i/j}^{-1} \dot{X}_{i/j} = \left( \frac{1}{2} \frac{d}{dt} (\text{ad}_{X_{i/j}}) - \frac{1}{4} \frac{d}{dt} (\text{ad}^2_{X_{i/j}}) + \frac{1}{12} \frac{d}{dt} (\text{ad}^2_{X_{i/j}}) + O(3) \right) \dot{X}_{i/j}
\]

\[
= \frac{1}{2} \frac{d}{dt} (\text{ad}_{X_{i/j}}) \dot{X}_{i/j} + O(3) \quad (A.5)
\]

Also, since the adjoint function is anti-commutative, the multiplication of the B
operator, the adjoint relative velocity, and the absolute velocity can be obtained as

\[
B_{i/j}^{\text{ad}} V_i = -B_{i/j}^{\text{ad}} V_j = -B_{i/j}^{\text{ad}} B_{i/j}^{-1} X_{i/j}
\]

\[
- B_{i/j}^{\text{ad}} B_{i/j}^{-1} X_{i/j} = - \left( I + \frac{1}{2} \text{ad} X_{i/j} + F_1(\theta) \text{ad}^2 X_{i/j} + F_2(\theta) \text{ad}^4 X_{i/j} \right) \text{ad} V_i (I - \frac{1}{2} \text{ad} X_{i/j} + \text{ad}^2 X_{i/j} - F_1(\theta) \text{ad}^2 X_{i/j} + \text{h.o.t.}) \dot{X}_{i/j} = -\text{ad} V_i \dot{X}_{i/j} + \frac{1}{2} \left( \text{ad} V_i \text{ad} X_{i/j} - \text{ad} X_{i/j} \text{ad} V_i \right) \dot{X}_{i/j} + O(4)
\]

(A.6)

Furthermore, it can be shown that

\[
\text{Ad}_{g_{i/j}}^{-1} = \begin{bmatrix}
R_{i/j}^{-1} & 0_3 \\
-R_{i/j}^{-1} & R_{i/j}^{-1}
\end{bmatrix}
\]

(A.8)

Using definition of logarithm function in SE(3) given in Eq. (18), the definition of the exponential coordinates given in Eq. (17), and Eq. (19), it can be shown that

\[
R_{i/j}^{-1} = \exp(-\Theta_{i/j}^\times) (R_{i/j}^d)^{-1} = I - \frac{\sin(\theta)}{\theta} \Theta_{i/j}^\times + \frac{1 - \cos(\theta)}{\theta^2} (\Theta_{i/j}^\times)^2.
\]

(A.9)

The fact that \( R_{i/j}^d = I_3 \) and

\[
\dot{r}_{i/j} = S(\Theta_{i/j}) p_{i/j} + \dot{r}_{i/j}^d = p_{i/j} + \frac{1 - \cos(\theta)}{\theta^2} \Theta_{i/j}^\times p_{i/j} + \frac{\theta - \sin(\theta)}{\theta^3} (\Theta_{i/j}^\times)^2 p_{i/j} +
\]

\[
\dot{r}_{i/j}^d
\]

are also used to obtain Eq. (A.9). Therefore, the Adjoint function can be implicitly expressed in terms of the exponential coordinates as

\[
\text{Ad}_{g_{i/j}}^{-1} = \begin{bmatrix}
I & 0_3 \\
-(r_{i/j}^d)^\times & I
\end{bmatrix} +
\begin{bmatrix}
-\Theta_{i/j}^\times + \frac{1}{2} (\Theta_{i/j}^\times)^2 \\
-p_{i/j}^\times + \Theta_{i/j}^\times (r_{i/j}^d)^\times - \frac{1}{2} (\Theta_{i/j}^\times)^2 (r_{i/j}^d)^\times & -\Theta_{i/j}^\times + \frac{1}{2} (\Theta_{i/j}^\times)^2
\end{bmatrix} +
\]

\[+ O(3)
\]

(A.11)
where $r_{ij}^d$ is constant, $\Theta$ and $p$ are the rotation and translation parts of the exponential coordinate vector $X$, and the Taylor expansions for $\sin \theta / \theta$ and $(1 - \cos \theta) / \theta^2$ are employed to retrieve the results.