Vibrations in MagAO: Resonance sources identification and first approaches for modeling and control
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ABSTRACT

The Magellan Telescope Adaptive Optics System (MagAO) is subject to resonance effects induced by elements within the system instrumentation, such as fans and cooling pumps. Normalized PSDs are obtained through frequency-based analysis of closed-loop on-sky data, detecting and measuring vibration effects. Subsequently, a space-state model for the AO loop is obtained, using a standard AO loop scheme with an integrator-based controller and including the vibration effects as disturbances. Finally, a new control alternative is proposed, focusing on residual phase variance minimization through the design and simulation of an optimal LQG control approach.
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1. INTRODUCTION

The 6.5m Magellan Telescope Adaptive Optics System (MagAO),\textsuperscript{1} designed by the MagAO Team from the University of Arizona, is noticeable for being the first AO system in the southern hemisphere based on an adaptive secondary mirror, and the first AO system able to provide high quality diffraction-limited images (0.6 to 1.0 microns), reaching resolutions up to 20 [mas].\textsuperscript{2}

The system, however, is not exempt from additional factors which are able to reduce the acquired data’s reliability. These factors include resonance effect from the telescope itself, as well as the effect of certain instrumentation elements. It is of great interest to identify these perturbation sources, to be able to recognize precisely how the instrumentation elements are influencing the data captured by the sensors.

This research work has been conducted using closed-loop on-sky data taken during observing runs of the MagAO Team at the Clay Telescope in Las Campanas Observatory, in order to study (under different operation conditions) the frequency-domain data captured by sensors of the MagAO system.\textsuperscript{3,4} Data is obtained from both the VisAO science camera\textsuperscript{5} and the waveform sensor’s modal amplitudes.

Spectral analysis of sampled data allows an extension of the research work into obtaining mathematical models to describe the system. For this process, a standard AO loop scheme is used,\textsuperscript{6} taking into account the presence of disturbances due to turbulence and vibration components, to obtain a space-state model for the AO loop. Autoregressive models\textsuperscript{7} are used to describe the temporal correlation of the turbulence and vibration phases. A modal control approach is employed, to be able to evaluate the effects of vibrations on each mode separately (vibrations primarily affect tip/tilt modes).

The next step is to improve the system’s performance by designing a control scheme for the proposed model. Previous work has been made studying the design of LQG control or frequency-based control for specific AO systems.\textsuperscript{6} With a state-space model, LQG control can be implemented on simulation and compared to the integrator-based controller alternative, and a predictive control approach (MPC) is analysed for the system.
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2. VIBRATIONS IN MAGAO

2.1 On-sky Data

This research work was conducted using closed-loop on-sky data taken during the 2014b observing run by the University of Arizona MagAO Team, the night of October 31st, 2014, at the Clay Telescope in Las Campanas Observatory.

During this night, real-time data has been captured from two sensors: the VisAO Science Camera and the Pyramidal Wavefront Sensor.

1. X and Y-axis movement of the brightest pixel captured by the CCD camera is registered, at a capture rate of $\sim 42$ [Hz]. This set of data is hereby referred to as "CCD data".

2. Wavefront’s modal amplitudes from the first 200 modes are registered by the PWFS. The sensor’s capture rate is $\sim 990$ [Hz], however only one in three measurements are stored, thus giving us a capture rate of $\sim 330$ [Hz]. Only tip and tilt modes will be used in this analysis, since they are most subject to vibration components. This set of data is hereby referred to as "WFS data".

The system is tested under different conditions, and for each test, CCD data and WFS data is recorded simultaneously, within a time interval of approximately one minute. Specifically, the status of five of the system instrumentation elements are tested: primary fans, primary pump, louvers, VisAO fans and bayside stages.

Table 1 presents the system element’s status during six of the tests conducted during the observing run.

<table>
<thead>
<tr>
<th>Test</th>
<th>Primary Fans</th>
<th>Primary Pump</th>
<th>Louvers</th>
<th>VisAO Fans</th>
<th>Bayside Stages</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Off</td>
<td>Off</td>
<td>Closed</td>
<td>On</td>
<td>On</td>
</tr>
<tr>
<td>B</td>
<td>On</td>
<td>Off</td>
<td>Closed</td>
<td>On</td>
<td>On</td>
</tr>
<tr>
<td>C</td>
<td>On</td>
<td>On</td>
<td>Closed</td>
<td>On</td>
<td>On</td>
</tr>
<tr>
<td>D</td>
<td>On</td>
<td>On</td>
<td>Open</td>
<td>On</td>
<td>On</td>
</tr>
<tr>
<td>E</td>
<td>Off</td>
<td>Off</td>
<td>Closed</td>
<td>Off</td>
<td>On</td>
</tr>
<tr>
<td>F</td>
<td>Off</td>
<td>Off</td>
<td>Closed</td>
<td>On</td>
<td>Off</td>
</tr>
</tbody>
</table>

Additionally, one set of CCD and WFS data from the previous observing run (2014a) is available, with the same system element’s status from Test A.

Power spectral densities (PSDs) of the time-domain data captured by the sensors are obtained, using the Welch method.\(^8\) PSDs from the CCD and WFS data are obtained, hereby referred to as “CCD PSDs” and “WFS PSDs”. Due to each of the datasets’ capture rate, frequency components up to 21 [Hz] can be analysed with the CCD PSDs, while the WFS PSDs are limited up to 165 [Hz].

2.2 PSD Normalization Process

It is of interest to obtain RMS values (root-integrated-power) in units of [mas], for each vibration component as well as for the total PSD.

Since we can relate CCD camera pixel length to its corresponding angular resolution value in [mas], it is possible to obtain CCD PSDs measurable in units of [mas\(^2\)/Hz]. Then, a normalization process is necessary to obtain WFS PSDs in units of [mas\(^2\)/Hz], based on the CCD PSDs.

In previous work,\(^3,4\) WFS PSDs has been normalized by amplifying them in order to obtain the same RMS value as the CCD PSDs within a range of 15 to 21 [Hz], assuming lower frequencies to be subject to aliasing.

Results here presented take a different approach at normalizing the WFS data. Instead, time-domain WFS data is amplified to match the variance of the time-domain CCD data, therefore, matching the average power of both signals. WFS PSDs obtained from the amplified WFS datasets are measured in units of [mas\(^2\)/Hz]. The numerical results obtained differ from the ones previously presented.
2.3 Inherent Vibration Components

PSDs from WFS data of 2014a and 2014b (Test A) observing runs are presented in Figures 1 and 2 respectively.

![Figure 1](image1.png)

Figure 1: Vibration PSDs measured in closed-loop on-sky. WFS data observed during 2014a observing run. WFS data is normalized matching CCD data variance. Peaks are labeled with RMS values in [mas]. Total RMS value in [mas] is presented. Left: X axis. Right: Y axis.

![Figure 2](image2.png)

Figure 2: Vibration PSDs measured in closed-loop on-sky. WFS data observed during Test A (see Table 1) of 2014b observing run. WFS data is normalized matching CCD data variance. Peaks are labeled with RMS values in [mas]. Total RMS value in [mas] is presented. Left: X axis. Right: Y axis.

Both sets of data presented here are “all-off” data, that is, the main instruments (primary fans, primary pump, louvers) are off or closed, so no resonance components from them are present.

RMS values for the 2014a WFS PSDs are 5.8 [mas] and 5.1 [mas] for X and Y axis respectively. Since the night of the 2014b observing run was subject to worse weather conditions and astronomical seeing, higher RMS values are expected. The RMS values obtained from the 2014b WFS PSDs (Figure 2) are 12.9 [mas] and 9.0 [mas] for X and Y axis.

However, independently of these conditions, the vibration peaks on both sets of PSDs coincide. This is evidence that there are inherent vibrations on the system. These vibration peaks are present in all WFS data. They can be attributed to different factors, such as the telescope’s resonance frequency’s harmonics (it is known the telescope presents resonance at \( \sim 7 \) [Hz], and equidistant vibration peaks in the Y-axis data, multiples of the frequency value 7.28 [Hz], are observed) or the observatory’s electrical grid (peaks near 60 [Hz] and 120 [Hz]).
2.4 Resonance Sources Identification

Instrumentation influences on the observed sensor data can be analysed by observing differences between WFS PSDs. For each instrument, we compare the WFS PSDs obtained from two tests which differ only on the specific instrument’s state (see Table 1). The frequency peaks present in only the dataset where the instrument is working are contributed to the specific instrument.

**Primary Fans Effect**  By comparing WFS PSDs from Tests A and B, we can identify the influence of the primary mirror cell fans. The ratio between WFS PSDs from Test B (primary fans on) and Test A (primary fans off) is obtained. WFS PSD from Test A is smoothed in order to counter noise effects. Peaks observed in the PSD ratio correspond to frequency components caused by this instrument.

![Figure 3: Identification of vibrations induced by primary fans, on the sensor’s captured data.](image)

There is a vibration peak in the Y-axis WFS PSD, at 80.5 [Hz]. To measure the RMS value contributed by this instrument at the resonance frequency, root-integrated-power is calculated for both tests. Figure 4 presents the Y-axis PSDs for Tests A and B near 80.5 [Hz].

![Figure 4: Vibrations induced by primary fans in Y-axis WFS data PSD. RMS value of resonance contribution is included for each peak.](image)

By integrating between 80 [Hz] and 81 [Hz], a RMS value (root-integrated-power) of 0.43 [mas] is obtained for Test A and 0.68 [mas] for Test B. Therefore, this vibration contributes with a RMS value of 0.53 [mas]. This value is presented in Figure 4.
**Primary Pump Effect**  WFS PSDs from Tests B and C are compared, following the same method presented for the primary fans, in order to analyse the effect of the primary mirror cell glycol cooling pump.

![Graphs showing PSDs](image)

*Figure 5: Identification of resonances induced by primary pump.*

In this case, there are vibration peaks present in both the X-axis and the Y-axis WFS PSDs.

![Graphs showing vibrations](image)

*Figure 6: Vibrations induced by primary pump in X-axis WFS data PSD. RMS value of resonance contribution is included for each peak.*

![Graphs showing vibrations](image)

*Figure 7: Vibrations induced by primary pump in Y-axis WFS data PSD. RMS value of resonance contribution is included for each peak.*

It is possible to attribute the second vibration peak (at 57.5 [Hz]) as the second harmonic for the first vibration peak (at 28.7 [Hz]).
**Louvers Effect**  WFS PSDs from Tests C and D are compared, following the same method presented before.

![Figure 8](image)

**Figure 8:** Identification of resonances induced by louvers.

There are vibration peaks in the X-axis and the Y-axis WFS data.

![Figure 9](image)

**Figure 9:** Vibrations induced by louvers in X-axis WFS data PSD. RMS value of resonance contribution is included for each peak.

![Figure 10](image)

**Figure 10:** Vibrations induced by louvers in Y-axis WFS data PSD. RMS value of resonance contribution is included for each peak.

The louvers have the strongest influence in WFS PSDs among the instrumentation of interest.

**VisAO Fans and Bayside Stages Effect**  Tests A and E are compared to analyse the VisAO Fans influence, while Tests A and F are compared to analyse the Bayside Stages influence. However, no vibration peaks were detected. Therefore, these instruments do not induce vibrations.
3. MODELING FOR MAGAO

3.1 Model Structure

The standard structure for an AO closed loop, consisting of a wavefront sensor (WFS), a deformable mirror (DM) and a controller, is presented in Figure 11.

![Figure 11: Block diagram for AO closed-loop system.](image)

A modal control approach will be used. For each of the wavefront modes, a different control design can be implemented, following the structure presented.

In Figure 11, \( \varphi \), \( \varphi^{cor} \) and \( \varphi^{res} \) represent the modal amplitudes for total disturbance phase, correction phase and residual phase, respectively. Total disturbance \( \varphi \) is defined as the sum of the contributions from the turbulence signal \( \varphi^{tur} \) and several vibration signals \( \varphi^{vib} \).

\[
\varphi_k = \varphi^{tur}_k + \varphi^{vib,1}_k + \cdots + \varphi^{vib,n}_k
\]  

(1)

The WFS measurement process and the DM correction process are assumed to be linear, and are modeled by a scaling factor and a time delay. Measurement white noise \( w \) is also included.

\[
y_k = D \varphi^{res}_{k-1} + w_k
\]  

(2)

\[
\varphi^{cor}_k = Nu_{k-1}
\]  

(3)

Then, the resulting model is presented in Figure 12.

![Figure 12: Block diagram for AO closed-loop system, with linear models for WFS and DM.](image)
3.2 Controller Modeling

The classical integrator is the most common controller in AO applications.\textsuperscript{6} As such, the MagAO loop is modeled with an integrator-based controller.

\[ G(z) = \frac{g}{1 - az^{-1}} \]  \hspace{1cm} (4)

While \( a \) is generally unity, the controller gain \( g \) is adjusted according to noise and performance requirements. This value can be chosen by taking a minimum variance control approach,\textsuperscript{9} designing \( g \) to minimize variance of residual slopes \( \varphi^{res} \).

The residual phase modal amplitude \( \varphi^{res} \) is determined by the two inputs of the AO loop: total disturbance phase modal amplitude \( \varphi \) and measurement noise \( w \).

\[ \varphi^{res}(j\omega) = E(j\omega)\varphi(j\omega) + H(j\omega)w(j\omega) \] \hspace{1cm} (5)

The rejection transfer function \( E(z) \) and the noise transfer function \( H(z) \) are defined by

\[ E(z) = \frac{1 - az^{-1}}{1 - az^{-1} + DNgz^{-2}} \quad H(z) = \frac{-Ngz^{-1}}{1 - az^{-1} + DNgz^{-2}} \] \hspace{1cm} (6)

From equation (5), it is possible to express the PSD of \( \varphi^{res} \) as a function of PSDs of \( \varphi \) and \( w \). PSDs are denoted by \( \langle |\cdot| \rangle \).

\[ \langle |\varphi^{res}(j\omega)|^2 \rangle = |E(j\omega)|^2\langle |\varphi(j\omega)|^2 \rangle + |H(j\omega)|^2\langle |w(j\omega)|^2 \rangle \] \hspace{1cm} (7)

By Parseval’s theorem, the residual phase variance \( \sigma_{res}^2 \) is given by the corresponding PSD’s integration.

\[ \sigma_{res}^2 = \int \langle |\varphi^{res}(j\omega)|^2 \rangle d\omega \] \hspace{1cm} (8)

Then, one can design the controller gain \( g \) to obtain the transfer functions \( E(j\omega) \) and \( H(j\omega) \) which minimizes:\textsuperscript{10}

\[ \sigma_{res}^2 = \int |E(j\omega)|^2\langle |\varphi(j\omega)|^2 \rangle d\omega + \int |H(j\omega)|^2\langle |w(j\omega)|^2 \rangle d\omega \] \hspace{1cm} (9)

In order to obtain the optimal value for \( g \), estimates for the total disturbance phase’s and measurement noise’s PSDs and a model for the AO loop (that is, values for \( D \) and \( N \)) are necessary.

In the following modeling process, we will define \( a = 1 \) for the controller and \( D = N = 1 \) for the AO loop. Then, the closed loop is stable for values between 0 and 1 for the controller gain \( g \). We will set the value of \( g \) to 0.5.

3.3 Disturbance Phase Estimation

As previously stated, we will define the static gains from the WFS and DM processes as unity (\( N = D = 1 \), as well as \( a = 1 \) and \( g = 0.5 \) for the controller. Additionally, we will use only the WFS PSDs from Test A, since all analysis here presented is analogous for other measurement tests. Finally, only the X-axis PSD will be modeled.

MagAO WFS’s on-sky data captured during the 2014b run correspond to the output \( y \) of the AO loop. Then, it is possible to estimate the PSD of total disturbance phase \( <|\varphi(j\omega)|^2> \) from the output’s PSD \( \langle |y(j\omega)|^2 \rangle \).

\[ \langle |y(j\omega)|^2 \rangle = |H_{y\varphi}(j\omega)|^2\langle |\varphi(j\omega)|^2 \rangle + |H_{yw}(j\omega)|^2\langle |w(j\omega)|^2 \rangle \] \hspace{1cm} (10)

where the transfer functions are defined by

\[ H_{y\varphi}(z) = \frac{Dz^{-1}(1 - az^{-1})}{1 - az^{-1} + DNgz^{-2}} \quad H_{yw}(z) = \frac{1 - az^{-1}}{1 - az^{-1} + DNgz^{-2}} \] \hspace{1cm} (11)
Measurement noise PSD. From equation (10), it is possible to consider the output PSD as being
defined by a disturbance phase PSD component \(|H_{y\phi}(j\omega)|^2(|\varphi(j\omega)|^2)\) and a measurement noise PSD component
\(|H_{yw}(j\omega)|^2(|w(j\omega)|^2)\).

The measurement noise PSD component is defined by the noise variance \(\sigma^2_w\). An upper bound for the noise variance is to define it such that the power at high frequencies on the output PSD is determined by its noise
PSD component. An estimate for the measurement noise PSD component, choosing the upper bound for the
noise variance, is presented in Figure 13a.

Disturbance Phase PSD. From equation (10) we can obtain an estimate of the total disturbance phase PSD. The measurement noise PSD component is considered to be comparably small, so the disturbance phase PSD is estimated by

\[ \langle |\varphi(j\omega)|^2 \rangle = \frac{\langle |y(j\omega)|^2 \rangle}{|H_{y\varphi}(j\omega)|^2} \] (12)

The disturbance phase PSD estimate is presented in Figure 13b.

![Figure 13: Output PSD components from measurement noise and total disturbance phase.](image)

Even though we have obtained estimates of the disturbance phase PSD and the measurement noise PSD, these are not sufficient to compute the optimal value for controller gain according to (9). The optimal design of
controller gain \(g\) needs precise estimates for the disturbance phase PSD and the measurement noise PSD at a
greater frequency range, as well as reliable values for the WFS and DM static gains \((D\) and \(N)\).

3.4 Disturbance Phase Modeling

A modeling alternative widely used to describe temporal correlation of turbulence and vibration phases are
autoregressive models (AR).\(^7\) Studies have shown that a second order model (AR2) for each phase leads to good
performance.\(^11\) Then, the turbulence phase \(\varphi_{\text{tur}}\) can be modeled as

\[ \varphi_{\text{tur}}^{k+1} = a_1^{\text{tur}} \varphi_{\text{tur}}^k + a_2^{\text{tur}} \varphi_{\text{tur}}^{k-1} + v_{\text{tur}}^k \] (13)

where \(v_{\text{tur}}\) is gaussian white noise, with variance \(\sigma^2_{v,\text{tur}}\).

Following the same approach, vibration phases \(\varphi_{\text{vib},i}\), for each one of the \(n\) vibrations to be modeled, can be
described by a second order autoregressive process, subject to gaussian white noise \(v_{\text{vib},i}\).

\[ \varphi_{\text{vib},i}^{k+1} = a_1^{\text{vib},i} \varphi_{\text{vib},i}^k + a_2^{\text{vib},i} \varphi_{\text{vib},i}^{k-1} + v_{\text{vib},i}^k \] (14)
Values for $a_1$ and $a_2$ for each AR2 model are obtained by defining a second order continuous-time transfer function with natural frequency $\omega_o$ and damping ratio $\zeta$ for each vibration phase. By matching pole location, $a_1$ and $a_2$ are given as functions of $\omega_o$, $\zeta$ and the time step for the control loop $T$.

\begin{align*}
  a_1 &= 2e^{-\zeta\omega_o T} \cos(\omega_o T \sqrt{1 - \zeta^2}) \\
  a_2 &= -e^{-2\zeta\omega_o T}
\end{align*} \tag{15} \tag{16}

Turbulence and vibration phases, therefore, are determined by their natural frequency $\omega_o$, damping ratio $\zeta$ (resonant for vibration peaks) and noise variance $\sigma_v^2$.

It is possible to identify vibration peaks on the total disturbance phase PSD obtained from the output PSD. Each one of these can be associated to an AR2 resonant process. These will be the vibration phases $\varphi^{vib,i}$.

Through an iterative method, second order autoregressive models are found for each of the detected vibration peaks, defining values for $\omega_o$, $\zeta$ and $\sigma_v^2$ for each peak. Figure 15 presents two of the AR2 models describing vibration phases.

The disturbance phase ($\varphi$) component due to vibrations ($\varphi^{vib,T} = \varphi^{vib,1} + \ldots + \varphi^{vib,n}$) is modeled by the sum of several AR2 models. On the other hand, the turbulence phase $\varphi^{tur}$ is defined as nonresonant and with a low natural frequency, in order to fit the lower frequencies on the total disturbance phase PSD.
Figure 16: Left: Total vibration phase PSD modeled after the sum of resonant AR2 models. Right: Turbulence phase PSD modeled after the low frequency components on the total disturbance phase PSD.

The complete model for the total disturbance phase PSD is presented in Figure 17.

Figure 17: Total disturbance phase PSD estimate, modeled after the sum of nonresonant (for turbulence) and resonant (for vibrations) AR2 models.
A Kalman approach (a special case of the LQG approach\(^6\)) is proposed in order to minimize the variance of the slope residuals, including estimates for the disturbance phase temporal evolution.

### 4.1 LQG Control Approach

The model proposed for the MagAO system in Section 3, considering vibration effects, is described by

\[
y_k = w_k + D\varphi_{k-1} - DN_{u_{k-2}}
\]

\[
\varphi_k = \varphi_{k}^{\text{tur}} + \varphi_{k}^{\text{vib},1} + \cdots + \varphi_{k}^{\text{vib},n}
\]

\[
\varphi_{k+1}^{\text{tur}} = a_1^{\text{tur}} \varphi_{k}^{\text{tur}} + a_2^{\text{tur}} \varphi_{k-1}^{\text{tur}} + v_{k}^{\text{tur}}
\]

\[
\varphi_{k+1}^{\text{vib},i} = a_1^{\text{vib},i} \varphi_{k}^{\text{vib},i} + a_2^{\text{vib},i} \varphi_{k-1}^{\text{vib},i} + v_{k}^{\text{vib},i}
\]

In order to use an LQG approach for controller design, a state-space representation is required. The state vector can be defined as the phase signals, following their AR2 process model.

\[
\begin{bmatrix}
\varphi_{k+1} \\
\varphi_k
\end{bmatrix} =
\begin{bmatrix}
a_1 & a_2 \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
\varphi_k \\
\varphi_{k-1}
\end{bmatrix}
+ \begin{bmatrix}
v_k \\
0
\end{bmatrix}
\]  

Then, the recursive process defining the state vector is:

\[
x_{k+1} = Ax_k + v_k
\]

\[
\Rightarrow x_k =
\begin{bmatrix}
\varphi_{k+1}^{\text{tur}} \\
\varphi_{k+1}^{\text{vib},1} \\
\varphi_{k+1}^{\text{vib},2} \\
\vdots \\
\varphi_{k+1}^{\text{vib},n}
\end{bmatrix}
\]

\[
A =
\begin{bmatrix}
a_1^{\text{tur}} & a_2^{\text{tur}} & 0 & 0 & \cdots & 0 & 0 \\
1 & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & a_1^{\text{vib},1} & a_2^{\text{vib},2} & \cdots & 0 & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & a_1^{\text{vib},n} & a_2^{\text{vib},n} \\
0 & 0 & 0 & 0 & \cdots & 1 & 0
\end{bmatrix}
\]

\[
v_k =
\begin{bmatrix}
v_k^{\text{tur}} \\
v_k^{\text{vib},1} \\
v_k^{\text{vib},2} \\
\vdots \\
v_k^{\text{vib},n}
\end{bmatrix}
\]

The output equation is defined.

\[
y_k = Cx_k - DN_{u_{k-2}} + w_k
\]

\[
\Rightarrow C =
\begin{bmatrix}
0 & D & 0 & D & \cdots & 0 & D
\end{bmatrix}
\]
\[ \hat{x}_{k+1|k} = A\hat{x}_{k|k-1} + L(y_k - \hat{y}_{k|k-1}) \]
\[ = A\hat{x}_{k|k-1} + L(y_k - C\hat{x}_{k|k-1} + DN_{u_k-2}) \]  

where \( L \) is the stationary Kalman gain. Defining measurement noise variance \( \sigma_w^2 \), \( L \) is computed by
\[
L = APC^T(CPC^T + \sigma_w^2)^{-1}
\]

\( P \) corresponds to the solution for the following discrete-time algebraic Ricatti equation
\[
P = APA^T + APC^T(CPC^T + \sigma_w^2)^{-1}CPA^T + R_v
\]

\( R_v \) is the phase noise covariance matrix, defined as
\[
R_v = 
\begin{bmatrix}
\sigma_{v,tur}^2 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \sigma_{v,vib,1}^2 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & \sigma_{v,vib,n}^2 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0
\end{bmatrix}
\]

The control design objective is to minimize error variance, being \( \varphi^{res} \) the error signal. Then, the cost function \( J_{LQR} \) is defined by
\[
J_{LQR} = \sigma_{res}^2 = E\left\{ \sum_{k=0}^{N} \left( \varphi_{k}^{res} \right)^T \left( \varphi_{k}^{res} \right) \right\}
\]
\[
= E\left\{ \sum_{k=0}^{N} \left( \varphi_{k} - \varphi_{k}^{cor} \right)^T \left( \varphi_{k} - \varphi_{k}^{cor} \right) \right\}
\]
\[
= E\left\{ \sum_{k=0}^{N} \left( [1 \ 0 \ 1 \ 0 \ \cdots \ x_k - N_{u_k-1}]^T \left[ [1 \ 0 \ 1 \ 0 \ \cdots \ x_k - N_{u_k-1}] \right) \right\}
\]

For each step \( k \), an estimation for the following state vector \( \hat{x}_{k+1|k} \) is available. Therefore, \( u_k \) is defined in order to minimize the cost function in (32).
\[
\hat{u}_k = N^{-1} \left[ 1 \ 0 \ 1 \ 0 \ \cdots \right] \hat{x}_{k+1|k}
\]

4.2 Simulation Results

In order to observe and compare integrator-based controller performance and LQG control performance, an estimate for the total disturbance phase is desirable. By interpolating the time-domain output data measured on-sky and inverting the closed-loop transfer function, an estimate for the temporal evolution of the phase modal amplitude \( \varphi \) is obtained.

The phase PSD obtained from the time-domain phase estimate and the previously obtained phase PSD estimate presented in Figure 13b differ slightly due to the interpolation process, specially on higher frequencies.

The AO loop is simulated, using both an integrator-based controller and the LQG control method presented in section 4.1. Graphical results are presented in Figure 18.
Figure 18: Output PSDs obtained from AO loop simulation. RMS values are presented for each output signal.

Figure 18a presents both the real output PSD and the simulation result for the output PSD using an integrator-based controller. These signals should be equal, attributing the difference at higher frequencies to the interpolation process to obtain the time-domain phase estimate used during simulation.

Incorporation of AR2 models for turbulence and vibration phases in the LQG control design allows to counter these effects on the output’s frequencial components, as shown on Figure 18b. Thus, the output’s RMS value for this control alternative is significantly lower than the integrator approach.

The LQG control is designed from a disturbance phase PSD estimate using Test A output data (see Table 1). Therefore, it takes into account only vibration components detected in Test A.

Test D data (with primary fans on, primary pump on and louvers open) is used to test the LQG control alternative. A new time-domain phase estimate is obtained for Test D, and both an integrator-based controller and the LQG control method are simulated for the AO loop. Graphical results are presented in Figure 19.

Figure 19: Output PSDs obtained from AO loop simulation, for Test D. RMS values are presented for each output signal.

Since the LQG control approach designed for Test A is used in Test D data, it does not take into account the new vibration effects caused by the instrumentation, as observed in Figure 19b. Therefore, during on-sky
measurements, the disturbance phase’s models should be constantly updated, in order to include new possible frequency components, as the ones induced by the system’s instrumentation.

4.3 Predictive Control Approach

LQG control previously presented for the AO loop is the optimal control scheme in terms of the minimization of residual phase variance. However, this is guaranteed only within the linearity of the system, exempt from constraints.

The model predictive control (MPC) approach is useful when imposing constraints to the system’s signals. As an example, Figure 20 presents the graphical results for output PSDs when the LQG controller is applied and the controller output $u$ is constrained.

![Figure 20: Effect of constrained controller output on LQG control performance. RMS values are presented for each case.](image)

Model predictive control is often used for control systems subject to saturation. For this method, the control objective is not only to minimize the residual slope variance at the present step, but also to use an estimator for the residual slope and minimize its variance in the future.

The MPC cost function is presented.

$$J_{MPC} = \mathbb{E} \left\{ \sum_{k=\ell}^{\ell+N} \left( (\varphi_{k}^{res})^T (\varphi_{k}^{res}) \right) \right\} = \mathbb{E} \left\{ \sum_{k=\ell}^{\ell+N} \hat{J}_{MPC,k} \right\}$$

$$\hat{J}_{MPC,k} = \left( [1 \ 0 \ 1 \ 0 \ \cdots] x_k - Nu_{k-1} \right)^T \left( [1 \ 0 \ 1 \ 0 \ \cdots] x_k - Nu_{k-1} \right)$$

(34)

The control objective for MPC is to find a set of actuation signals $u_\ell, \ldots, u_{\ell+N}$ which minimizes the cost function $J_{MPC}$, given an initial state vector $x_\ell$.

The proposed model defines the disturbance phase modal amplitudes as state vectors, through autoregressive models. Then, $\hat{x}_k$ (for $k \geq \ell$) only depends on previous values for the state vector, and specifically, on $x_\ell$. Therefore, $\hat{J}_{MPC,k}$ depends only on the controller output at the previous step ($u_{k-1}$) and the initial state vector value $x_\ell$.

In conclusion, the $J_{MPC}$ minimization problem is reduced into minimizing each $J_{MPC,k}$ separately, thus giving the same result as the LQG approach.
In order to benefit from a model predictive control approach, the disturbance phases must be defined not only by the previous disturbance phases (regressive model), but also by an external input signal $u$.

It is known that certain instruments of the MagAO system (primary fans, primary pump, louvers) are responsible for the presence of vibration peaks on the captured data PSD. A nonlinear model which includes the status of these instruments and their influence on the disturbance phase could benefit from a predictive control approach.

5. CONCLUSIONS

We have presented an optimal closed-loop LQG control law for the MagAO system, based on a state-space model obtained from the spectral analysis of sensor data. The control approach here suggested has been previously tested and implemented on different AO systems. The main improvement of this technique over integrator-based control (even with an optimized controller gain) is integration of temporal evolution of turbulence and vibrations, through second order autoregressive models.

Due to the limited data available from the MagAO loop, the model here obtained can be improved with different captured data or knowledge of the dynamics of instruments involved. With a precise model available, and the design of an optimal controller (the LQG controller analysed in this document or other alternatives), the next step would be to put the new controller designs into practice and, thus, implementing vibration mitigation techniques on the system.
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