Secondary craters and ejecta across the solar system: Populations and effects on impact-crater–based chronologies
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Abstract—We review the secondary-crater research over the past decade, and provide new analyses and simulations that are the first to model an accumulation of a combined primary-plus-secondary crater population as discrete cratering events. We develop the secondary populations by using scaling laws to generate ejecta fragments, integrating the trajectories of individual ejecta fragments, noting the location and velocity at impact, and using scaling laws to estimate secondary-crater diameters given the impact conditions. We also explore the relationship between the impactor size–frequency distribution (SFD) and the resulting secondary-crater SFD. Our results from these analyses indicate that the “secondary effect” varies from surface to surface and that no single conclusion applies across the solar system nor at any given moment in time—rather, there is a spectrum of outcomes both spatially and temporally, dependent upon target parameters and the impacting population. Surface gravity and escape speed define the spatial distribution of secondaries. A shallow-sloped impactor SFD will cause proportionally more secondaries than a steeper-sloped SFD. Accounting for the driving factors that define the magnitude and spatial distribution of secondaries is essential to determine the relative population of secondary craters, and their effect on derived surface ages.

INTRODUCTION AND HISTORIC CONTEXT

Impact Crater Populations, and the Application of Craters as Chronological Markers

Impact craters are the most abundant landforms in the solar system. Impact craters are observed on almost every solid surface from Mercury to Pluto and Charon, and across target bodies visited by spacecraft that range from the roughly 0.5 km asteroid Itokawa to moons and planets that are thousands of km in diameter. The single impact-crater-less (as far as we know) exception is Jupiter’s moon Io, which we discuss further in later sections. Craters range in size from microscopic pits to enormous basins several thousand km in diameter. Because of their ubiquity in space and in time, impact craters are central to understanding the evolution of planetary surfaces.

Impact craters form from projectiles striking a surface with sufficient energy and momentum to excavate surface material and create a cavity. There are several sources of projectiles, each of which form a corresponding crater population: primary craters, secondary craters, and sesquinary craters.

Primary impactors are comets and asteroids that strike a surface to make primary craters. (Primary craters include impacts from human-made objects; for instance, many past spacecraft deliberately ended their missions by impacting the Moon, see e.g., Wagner et al. 2017.) During the formation of a primary crater, material is ejected from the target; craters formed by material ejected from a primary crater with sufficient
Secondary craters across the solar system

reimpact speed to also form craters are known as secondary craters, also called simply “secondaries.” (Secondary-crater formation requires that the escape speed of the body be greater than the minimum speed necessary to make a secondary crater.) In some cases, the speed of an ejected fragment exceeds the escape velocity of the target; if this fragment subsequently strikes its source, or some other object, after following an independent trajectory through space, the resulting crater is called a sesquinary crater (Zahnle et al. 2008). These are called sesquinary, or “one-and-a-half,” craters because the sesquinary projectile comes from outside the target’s Hill Sphere like a primary projectile, but the source of the impactor is the target itself like a secondary projectile.

Secondary craters are hardly a secondary consideration when evaluating the evolution of a planetary surface: the physics of the processes that eject fragments, the lower energy impact that makes secondaries, and their spatial and size–frequency distributions (SFDs) crosscut all aspects of crater studies. A single primary crater can broadcast up to ~10^6 or more secondaries (Bierhaus et al. 2001; McEwen et al. 2005; Dundas and McEwen 2007; Preblich et al. 2007)—depending on the size of the primary crater—in a geologic instant. These secondaries are distributed at least locally, and perhaps globally (Shoemaker et al. 1994). Crater ejecta in general, and secondary cratering in particular, are in effect a transmission of the primary impact energy to a much broader region than the primary impact site itself.

Crater populations, both primary and secondary, are often approximated as power laws over certain diameter ranges. Though a power law is a poor description over the full diameter range of the populations, power laws are usually reasonable approximations over specific diameter segments. In the differential power law formulation, craters have the size–frequency relationship \( \frac{dN}{dD} = kD^{-b} \), where \( dN \) is the number of craters in the diameter range \( dD \), with representative diameter \( D \), and \( k \) and \( b \) are constants derived by a fit to the data. The cumulative distribution is the integral of the differential distribution, or \( N(D > D') = cD^{-\alpha} \), where \( N \) is the number of craters with diameter \( D \) and larger, with \( c = k/(1 - b) \) and \( \alpha = b - 1 \). The parameters \( b \) and \( \alpha \) are the power law indices for the differential and cumulative versions of the power laws, respectively. When plotted on a log–log plot, a power law forms a straight line with slope equivalent to its power law index. This relationship is the source of the now widespread use of the word “slope” used to describe a crater SFD; we continue that terminology here. A “steep” slope has a relatively large value of \( \alpha \) or \( b \).

In this paper we plot crater populations using the relative format, or “R-plot” (Crater Analysis Technical Working Group 1979). The relative format is the differential data normalized to a −3 differential slope (i.e., \( b = 3 \)), thus a −3 differential slope plots as a horizontal line in an R-plot (while a −2 differential slope is +1 slope in an R-plot, and −4 differential slope is −1 slope in an R-plot). The R-plot is a useful tool to interpret crater SFDs: the vertical position of a data point corresponds to the spatial density of craters at that diameter bin (higher R-values mean higher spatial density); deviations from a single power law parameter are easily visible if they exist; and as a practical matter, it is a more compact means to display the data.

Researchers use craters to understand the physical characteristics of the target surface (by evaluating crater morphology), as well as derive estimates of relative and absolute surface ages. The principle behind impact-crater–based chronology is simple: the longer a surface is exposed to an impacting population, the more impacts it experiences. Thus, an older surface will have more craters than a younger surface, normalized by area. Comparing crater spatial densities between terrains gives relative ages; in the event the flux rate of impacts is known, then one can use the observed crater distribution to derive an absolute surface age. This simple picture becomes more complicated in the face of several factors, such as whether or not the stochastic addition of spatially random secondary craters to the observed crater population significantly changes a derived surface age (e.g., Williams et al., 2018). In addition to analysis of secondary-crater populations, data from long-lived orbiting spacecraft around Mars (Daubar et al. 2013, 2014) and the Moon (Speyerer et al. 2016) provide an unprecedented opportunity to evaluate both the Hartmann production function (HPF) and the Neukum production function (NPF) against the current impact rate (Hartmann and Daubar 2017).

The “Secondary Effect” Debate

The recognition of secondary craters as a fundamental component of crater populations began in the 1960s with Eugene Shoemaker’s observations of lunar craters from Ranger images (Shoemaker 1965). He proposed that secondaries comprise a significant fraction of the small (<1 km) craters on the Moon, and wrote “With decreasing crater size below 200 m, the predicted number of secondary craters rapidly becomes much greater than the number of primaries expected on the basis of extrapolation.” Around this same time, Roberts (1964) examined ejecta fields surrounding ground-explosion craters on Earth, including the 100 kt
Sedan explosion (an underground nuclear detonation), and observed “Small secondary craters more than 5000 ft from Sedan ground zero were noted during a search. . . . Inside 5000 ft, these small craters, ranging in diameter from 1.5 to 6 ft, were too numerous to note on the map. In all probability, the total number of all secondary craters surrounding Sedan may be in the tens of thousands.”

However, there was not universal agreement on the effect that secondaries have on a surface’s overall crater SFD, and the implications for deriving a surface age, and the debate regarding the effect of secondary contamination of crater measurements and surface ages continued through the 1970s, and indeed continues to the present day. Some workers concluded that secondaries dominated for diameters \(\leq 1\) km on the Moon and Mars, and significant numbers of small circular craters could not be distinguished as primaries or secondaries based on morphology (Soderblom et al. 1974; Wilhelms et al. 1978; Carr 2006). Others argued that small circular craters are chiefly primaries, and that secondaries are easily identified and removed from crater counts (e.g., Neukum and Ivanov 1994; Neukum et al. 2001), or that obvious secondaries can be removed, and the remaining “background” secondaries accumulate in tandem with small primaries and preserve the validity of a crater-based chronology (Hartmann 2005, 2007). The magnitude and variability of the “secondary effect” is central to understanding the ages derived from the two most common crater production functions used by the community, the HPF (see Hartmann [2005] for a recent description of the HPF as formulated for Mars) and the NPF (see Ivanov 2001).

The views of Neukum and Ivanov (1994) and others that secondaries are unimportant to chronology are based largely on the work of Neukum et al. (1975) and continue in more recent work (e.g., Werner et al. 2009). Neukum et al. (1975) tested the idea that shallow circular secondaries may contaminate primary crater populations by identifying craters in circular rings around Bessel crater (16 km diameter) in southern Mare Serenitatis (on Earth’s Moon), concluding that (1) secondaries account for \(\leq 30\%\) of craters near 1 km diameter in the immediate vicinity of the primary, and (2) the secondary population rapidly falls to almost zero at a distance of 7 crater radii. However, the very largest secondary is expected to be \(\sim 5\%\) as large as the primary (Melosh 1989; Singer et al. 2015), so the 16 km diameter Bessel would not be expected to produce many, if any, secondary craters \(\sim 1\) km. (Sometimes the very largest secondaries can be as big as 10% the diameter of their parent primary [Robbins and Hynek 2011b], but there are never more than a few of these very largest secondaries.) Only primary craters larger than \(\sim 100\) km are expected to produce large numbers of secondaries \(\geq 1\) km on any solar system body. Nevertheless, Neukum et al. (1975) stated: “It is clear that the contribution of secondary craters can be neglected in the km-size range for all areas which do not lie in the immediate vicinity of large primary craters.” This result has been cited many times in subsequent papers (Neukum and Ivanov 1994; Neukum et al. 2001; Hartmann 2005) as justification for expecting secondaries to be \(<10\%\) of total crater numbers. Similar examples are in more recent work, such as Werner et al. (2009) who wrote, “the percentage of hypothetically globally unrecognized secondary craters is usually \(<5\%\) for any measurement and has a minor effect on ages . . . [and we] conclude that crater count measurement are ‘contaminated’ by secondary cratering by percentages smaller than the assumed statistical error.” Likewise, Quantin et al. (2016) studied secondaries around 7 km diameter Gratteri crater on Mars, and concluded that secondaries are unimportant to dating Noachian (\(>3.7\) Ga) terrains, and further concluded that secondaries are globally unimportant to chronology for ages \(>\sim 20\) Myr. As we will show below, the fact that small secondaries from a recent small primary crater have little effect on dating Noachian terrains should not be surprising. Rather, large secondaries from even larger Noachian primary craters and basins are of concern to dating Noachian terrains.

In the 1980s to 1990s, many workers who had argued for or against the significance of secondary craters moved on to other areas of research, and the question of the secondary-crater effect on crater-based chronologies lay mostly dormant. Meanwhile, the observation of a steeper SFD (differential power law exponent \(b \sim 4.1-4.7\)) from craters \(<1\) km on Gaspra, where secondaries must be extremely rare or absent due to low surface gravity, was considered evidence for a steep primary SFD for small craters (Neukum and Ivanov 1994; Chapman et al. 1996). Evidence for a steep SFD for primaries was not new—Shoemaker (1965) reached the same conclusion based on meteorite fall data combined with crater measurements—but it did not prove that secondaries were unimportant when applying a crater-based chronology. Nevertheless, Neukum and Ivanov (1994) concluded “. . . we are dealing with a primary crater distribution over this whole range \([D \leq 10\) km].” Other review papers of crater-based chronologies (Hartmann and Neukum 2001; Neukum et al. 2001; Ivanov et al. 2002) made no mention of secondary craters.

Other papers were published in the 1980s that advanced our understanding of crater ejecta and secondary cratering. Melosh (1984) explained how a high-energy impact event generates fast-moving ejecta.
that remain lightly shocked through spallation of near-surface material. Though a focus on the work was to explain the presence and physical state of lunar and Martian meteorites on Earth, the ejection mechanisms described in the analysis also provide a basis for understanding the production and distribution of secondary craters created from spall fragments (one type of high-speed ejected material). Schultz and Gault (1985) explored the evolution in crater morphology as a group of impactors changed from tightly clustered (approximating a single impactor) to more widely dispersed. A key finding was that less tightly clustered impactors lead to noticeable differences in crater morphology—in particular, resulting in more shallow craters, a possible explanation for the generally more shallow secondaries (see Bierhaus and Schenk [2010] and references therein). Vickery (1987) measured the size of secondary craters as a function of distance from their parent primary to derive fragment sizes, and although her data set was limited relative to today’s standards, she found strong trends in the decrease of ejected fragment diameter (inferred from secondary-crater diameter) as function of distance from the primary crater.

The study of secondary craters got a revival in the new millennium. At least two developments led to this revival

1. Several new planetary-spacecraft missions (see Table 1) provided high-quality image data of planetary surfaces across the solar system, expanding areal coverage and increasing spatial resolution. These images enable crater measurements over larger surface areas and to smaller diameters. The higher resolution images of Mars (McEwen et al. 2005) and Europa (Bierhaus et al. 2005) led to nearly coincident conclusions that secondaries should dominate the small craters.

2. The discoveries on Earth of meteorites from the Moon and Mars required crater ejecta to exceed escape velocity, and because of the inverse relationship between ejected mass and ejection velocity, much more mass (i.e., more fragments) falls back to make secondary craters. Head et al. (2002) estimated that an impact event that delivered a discovered meteorite to Earth must have ejected at least \(10^6\) rocks larger than 3 cm in diameter at greater than Mars escape velocity (5 km s\(^{-1}\)). This work demonstrated that the production of fast-moving ejecta is a natural consequence of primary cratering, resulting in widespread ejecta.

Today, secondary craters are widely recognized as contributors to the total crater population, though there is no consensus on their effect on crater-based chronologies, and little work exists to describe how secondary crater populations may differ between planetary objects. In this work we have two goals. First, we summarize the current state of knowledge of secondary craters, reviewing literature in roughly the past decade (since the previous review, McEwen and Bierhaus 2006). Second, we provide new results that (1) explore the evolution of overall primary-plus-secondary crater SFDs using the most up-to-date information on secondary populations, and (2) investigate how the overall crater SFD will vary as a function of both the primary impact flux and the resulting secondary-crater population.

In support of those two goals, the remainder of the paper is structured as follows. In the Recent Work section, we focus on the work relevant to secondary cratering in roughly the last decade. In the New Results section, we present new work that seeks to improve the connection between theoretical expectations and actual observations. In the Consequences for Crater SFDs and Age Determination section, we describe the consequences of secondary craters when interpreting impact crater measurements, concluding that secondaries affect crater populations and companion surface age estimates on many solar system bodies when using craters at and smaller than the km scale, though the magnitude of their effect varies. Finally, we tie these together in last section and distill the characteristics of secondaries that are true regardless of planetary body, and those characteristics that will be unique to each planetary body.

**RECENT WORK**

Many studies utilize the crater populations visible in the data returned by the missions listed in Table 1. Though not all of them address or consider secondary craters as a central topic of investigation, many authors use these data, as well as analytical considerations, to understand secondary cratering as a process, as well as the effect of secondaries on impact crater SFDs. McEwen and Bierhaus (2006) summarized the recent discoveries and important considerations of secondary cratering at the time, as well as providing new insights—in particular, McEwen and Bierhaus (2006) showed that secondaries must produce a steeper SFD than primaries (over the size range creating the secondaries) because of the size-velocity relation of ejected fragments (Vickery 1986). Due to the significant increase in data sets across the solar system since 2006, there have been several studies since that review that investigate the relative abundance of secondaries and their effects on impact crater SFDs. In the following subsections, we review work completed during the decade since McEwen and Bierhaus (2006). First we review the secondary-crater research in order from the inner to
outer solar system, and then transition to studies that address broader-scale topics such as crater SFDs and implications for crater chronology.

Data/Observations

Fifty years after the first major publications on secondary craters, the debate over their abundance and effect has not disappeared. For those studies that use images to measure crater populations, there at least seems to be a consensus that secondary craters—in addition to obvious rays and clusters—are present in the “background” population up to tens of percent, even if there is not agreement over the maximum contribution they may add, or their effect on crater-based chronologies.

Mercury Data

Mariner 10 data of Mercury from the 1970s identified an SFD slope increase in the crater population of Mercury at $D < \approx 10$ km (shallower for diameters >10 km, steeper for diameters <10 km). Strom (1977) attributed the $D < 10$ km crater density increase to secondary craters. From the first Science papers of MESSENGER’s flybys of Mercury before entering orbit in 2011, Strom et al. (2008) again identified this steepening slope and attributed it to possible secondary craters.

While there are broad theoretical reasons to support the Strom et al. conclusions, and the shape of the SFD has been argued to support this interpretation (Strom et al. 2011), examination of the rich MESSENGER data set with particular focus on the secondary-crater population is still in the early stages. Xiao (2016) and Xiao et al. (2016) examined secondary craters on Mercury. Xiao (2016) found that self-secondaries, classical “ray” secondaries, and background secondaries are all abundant. A notable finding from the study is “Secondaries are widespread outside of the impact ray, and they are part of the distant secondary crater population, because they show a continuous extension from the main secondaries cluster within the rays. … The density of secondaries gradually decreases perpendicularly outward from the ray over a distance of dozens of kilometers. Without the regional context that shows the impact ray nearby, such distant secondaries could be easily mistaken as primaries.” This is similar to the conclusion reached by Preblich et al. (2007) when examining lunar rays. Xiao et al. (2016) examined secondary craters on Mercury. Xiao (2016) found that self-secondaries, classical “ray” secondaries, and background secondaries are all abundant. A notable finding from the study is “Secondaries are widespread outside of the impact ray, and they are part of the distant secondary crater population, because they show a continuous extension from the main secondaries cluster within the rays. … The density of secondaries gradually decreases perpendicularly outward from the ray over a distance of dozens of kilometers. Without the regional context that shows the impact ray nearby, such distant secondaries could be easily mistaken as primaries.” This is similar to the conclusion reached by Preblich et al. (2007) when examining lunar rays. Xiao et al. (2016) focused on the self-secondary crater population of the young Hokusai crater; due to its small area and young age, they examined craters with $D \leq 0.1$ km. While they found a large and steep population of secondaries, and they concluded that craters of this size were unusable for age estimation, the measured craters are two orders of magnitude smaller than the $\approx 10$ km SFD slope change.

### Table 1. A partial list of planetary missions since the mid-1990s with attention to those that provided new image data of planetary surfaces.

<table>
<thead>
<tr>
<th>Mission</th>
<th>Target</th>
<th>Arrival date at target</th>
<th>Instrument name</th>
<th>Highest resolution visible images$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Galileo</td>
<td>Jupiter system Mar eclipsing Mars</td>
<td>December 1995</td>
<td>Solid-State Imager (SSI)</td>
<td>~10 m/px</td>
</tr>
<tr>
<td>Mars Global Surveyor</td>
<td>Mars</td>
<td>September 1997</td>
<td>Mars Orbital Camera (MOC)</td>
<td>1.5 m/px</td>
</tr>
<tr>
<td>Mars Odyssey</td>
<td>Mars</td>
<td>October 2001</td>
<td>THERmal Emission Imaging System (THEMIS)</td>
<td>18 m/px</td>
</tr>
<tr>
<td>Mars Express</td>
<td>Mars</td>
<td>January 2004</td>
<td>High-Resolution Stereo Camera (HRSC)</td>
<td>2 m/px (but blurred)</td>
</tr>
<tr>
<td>Cassini</td>
<td>Saturn system Mars</td>
<td>June 2004</td>
<td>Imaging Science Subsystem (ISS)</td>
<td>~10 m/px</td>
</tr>
<tr>
<td>Mars Reconnaissance Orbiter</td>
<td>Mars</td>
<td>March 2006</td>
<td>High-Resolution Imaging Science Experiment</td>
<td>25 cm/px</td>
</tr>
<tr>
<td>Lunar Reconnaissance Orbiter</td>
<td>Moon</td>
<td>June 2009</td>
<td>Lunar Reconnaissance Orbiter Camera (LROC)</td>
<td>50 cm/px</td>
</tr>
<tr>
<td>MESSENGER</td>
<td>Mercury Vesta, Ceres</td>
<td>March 2011 (Vesta); March, 2015 (Ceres)</td>
<td>Mercury Dual Imaging System (MDIS)</td>
<td>~10 m/px Vesta: 20 m/px Ceres: 35 m/px</td>
</tr>
<tr>
<td>Dawn</td>
<td>Vesta, Ceres</td>
<td>July 2011</td>
<td>Dawn Framing Camera</td>
<td></td>
</tr>
<tr>
<td>New Horizons</td>
<td>Pluto, Charon</td>
<td>July 2015</td>
<td>Long-Range Reconnaissance Imager (LORRI)</td>
<td>Pluto: 80 m/px Charon: 160 m/px</td>
</tr>
</tbody>
</table>

$^a$The resolutions listed are representative of the highest resolutions achieved. In the case of missions that view multiple planetary objects (e.g., Galileo and Cassini), the range given represents the data available for multiple surfaces.
One ongoing study by one of the authors of this work (Robbins) includes classification of individual craters as primary or secondary over a large geologic mapping area. This study covers approximately 4% of Mercury’s surface in support of a geologic mapping effort over the Rembrandt basin area, 50–15°S by 65–115°E (Hynek et al. 2016). The area contains approximately 10,400 craters $D \geq 3$ km, though an additional $\approx$36,000 craters were identified to ensure complete $D \geq 3$ km statistics. The overall crater statistics of the region show the same kind of increased slope observed in previous work for $D < \approx 10$ km (Strom et al. 2011). Robbins then separated only morphologically “obvious” secondary craters, using the common criteria of crater clustering, crater chains, herring-bone ejecta patterns, and highly elliptical craters with a major axis pointing to the primary.

Figure 1 is an R-plot of the results of this study. The $R$-value of the total crater population shows an increase for diameters $\leq 10$ km. The decrease in $R$-value at the smallest sizes is due to the finite resolution of the images, and not the behavior of the actual population; the completeness limit is between 3.5 and 4 km for the images used. The plot illustrates that the $R$-value increase at $\approx 10$ km is due to the increasing population of secondaries for these sizes; the primary craters maintain a $-2.62 \pm 0.03$ differential slope, while the secondaries have a $-4.82 \pm 0.07$ differential slope. If these data are representative of the global crater populations, secondaries are more numerous than primaries below 5 km.

The data in Fig. 1 are consistent with those presented in Xiao (2016), see his figs. 3 and 9, which compare the measurements from Ostrach et al. (2015) that have a slightly positive slope in R-format (corresponding to a slope more shallow than $-3$ differential) for craters $>10$ km, and a steeply sloped secondary population for crater diameters $<10$ km. In both studies, the secondaries in local areas reach saturation, a condition when the formation of a new crater on average destroys a pre-existing crater of similar size. (Saturation is in effect the maximum spatial density of craters a surface can sustain, which is also dependent on the SFD of the impacting population, see Chapman and McKinnon 1986.) When a surface is saturated, disentangling which craters are primary and secondary and evaluating the relative density is an extremely challenging task. But saturation also renders an accurate age estimate impossible (except that the surface is old enough to have reached saturation), so surfaces saturated with craters become divorced from the fundamental question of how much error background secondaries introduce into an age estimate. For unsaturated regions, the collective work done by coauthor Robbins, who identified only obvious secondaries, and that of Xiao (2016), who found evidence for extensive background secondaries outside of crater rays, suggest that background secondaries are an important contributor to the observed crater population $<10$ km.

The interplay of the primary and secondary-crater SFDs of course depends on the SFD of the impacting population. Recent observations of near-Earth asteroids, or NEAs (Granvik et al. 2016), suggest that the low-albedo objects are more likely to disrupt as they achieve lower perihelion. There are several interesting connections that may exist between the crater SFD observations of Mercury and the nature of small-body populations within the inner solar system. The differential slope of primary craters on Mercury, illustrated by Fig. 1, is shallower than that of similar diameters on the Moon. In the event that low-albedo objects are rare or absent as impactors on Mercury, then comparing the primary-crater SFD on the Moon with that of Mercury may give some sense of the relative proportion of low- and high-albedo objects within the impacting population. More to the matter at
hand, i.e., the role of secondaries within impact-crater SFDs, our simulations (see the New Results section) indicate that secondaries are more consequential to the small-crater population, and introduce greater error to impact-crater based chronologies, as the primary crater SFD becomes more shallow. If the impactor SFD on Mercury is shallower than the impactor SFD on the Moon and Mars, then secondaries on Mercury are more problematic for a crater-based chronology than for the steeper impactor SFD for the Moon and Mars.

An additional consideration in the abundance of large (>1 km) secondaries on Mercury is the age of major plains relative to heavy bombardment (McEwen et al. 2017a). Most intercrater plains on Mercury date to the period of heavy bombardment (Strom et al. 2008). Many large (>200 km) impact craters and basins were still being produced, leading to the abundant large (>1 km) secondaries, and not much happened since then to erase these secondaries. A comparable population of large secondaries could have been produced on the Moon and Mars during this time period, but would appear to have been erased or are difficult to recognize today. The Moon contains two main terrains: highland and maria. The ancient highlands are saturated with craters smaller than ~10 km, with an SFD that matches saturation equilibrium (Hartmann and Gaskell 1997). Secondaries from the youngest lunar impact basins have been recognized and mapped (Wilhelms et al. 1978), revealing the “steep” SFD expected for secondaries. The lunar maria is less than 3.5 Gyr old, and there are no younger primary craters on the Moon larger than Hausen (167 km diameter), i.e., there is an absence of primaries capable of producing abundant secondaries >1 km over the maria. On the young volcanic plains of Mars, the largest primary young enough to contribute significant numbers of large secondaries is ~100 km diameter (Strom et al. 2015). In addition, extensive erosion at the Noachian/Hesperian boundary (~3.6–3.7 Ga; Irwin et al. 2013; Michael 2013) has erased craters smaller than tens of km diameter on Noachian-aged terrains, including the basin secondaries. The only impact basins on Mars that postdate this period of erosion are Lyot and Lowell, which do exhibit a significant population of large secondary craters (Robbins and Hynek 2011a, 2011b, 2014).

Lunar Data

In recent years, the Lunar Reconnaissance Orbiter has provided a rich data set to revisit the crater measurements that began in the Apollo era, provided high-resolution data sets over much larger areas, and even made the first direct estimates of the current impact rate.

Several studies have concluded that secondary craters are unimportant for the ~km-scale lunar crater population. Kirchoff et al. (2013) examined the superposed craters on the floors of large impact craters near 100 km diameter; their measurements for the superposed craters are generally for diameters >600 m. When obvious secondaries were removed from the measurements, the resulting crater SFDs for most of the younger terrains examined in this study matched the Marchi et al. (2009) production function, which is derived from models and observations of NEOs—not craters—indicating little potential contribution by background secondaries in this diameter range. However, background secondaries are likely abundant at smaller diameters, as described in Shoemaker’s original work. Both Ivanov (2006) and Williams et al. (2014b) used bolide measurements reported in Brown et al. (2002), in conjunction with crater scaling laws, to estimate the small primary-crater population on the Moon and Mars. Ivanov (2006) concluded that the data are most consistent with secondaries comprising well below 25–50% (or up to 75% using what he terms an unrealistic scaling) of the <200 m craters. In contrast, the similar study in Williams et al. (2014b) concluded: “Since our Monte Carlo simulations demonstrate that the existing crater chronology systems can be applied to date young surfaces using small craters on the Moon and Mars, we conclude that the signal from secondary craters in the isochrons must be relatively small at these locations, as our Monte Carlo model only generates primary craters.”

Other studies concluded that secondaries are more consequential to the small lunar population. Namiki and Honda (2003) re-examined the steepening of the lunar SFD <3 km diameter, and they concluded that secondary craters were the likely cause. Hirata and Nakamura (2006) reanalyzed Tycho secondaries and concluded that there are many small secondary craters far from the primary crater and that “A dominant contribution of secondaries to the SFD of all lunar craters is thus strongly suggested.” Dundas and McEwen (2007) concluded that Tycho produced almost $10^6$ secondaries larger than 63 m diameter, in spite of forming in the heavily fragmented highlands over which impact spallation is expected to be less important (Melosh 1984; Hartmann and Barlow 2006). Wells et al. (2010) showed that secondary craters that are not obvious secondaries in visible images could be distinguished by circular polarization ratio radar images, providing further evidence that unrecognizable secondaries are embedded in the sub-km crater population. Strom et al. (2015) reiterated the view that secondary craters can dominate the cratering record at small diameters.

The new data suggest that the SFDs of secondaries exhibit significant variability, even if there is a useful
characterization that their SFDs are steep. The SFD slope for Copernicus secondaries mapped in Singer et al. (2014) displays a very steep cumulative slope of $\sim -6$ to $\sim -4$ depending on which portion of the size range was fit (they studied 0.2–6 km diameter secondaries). Their study focused on more obvious secondaries: those in chains or clusters with clear radial indicators such as v-shaped ejecta pointing back to the parent crater. Kirchhoff et al. (2013) found that small secondary clusters can have a wide range in crater SFD slope from very shallow to very steep. Krishna and Kumar (2016) performed an extensive, detailed study of the boulder and secondary-crater population around a 3.8 km primary crater. They found variation in the slope of the secondaries, ranging from $\sim -3$ cumulative to $\sim -4.5$ cumulative. The steep slopes observed in these studies are consistent with SFD slopes found for secondary craters across the solar system (Shoemaker 1965; Bierhaus et al. 2005; McEwen et al. 2005; Strom et al. 2011).

In as-yet unpublished work, Robbins has examined $\sim 6\%$ of the lunar surface, 0–90°W by 0–33°N, for secondary versus primary crater populations, similar to the Mercury study briefly described in the previous section. This region is mostly maria and includes the large and prominent Copernicus, Kepler, and Aristarchus craters. From a complete crater database of $D \geq 1$ km craters ($\approx 30,500$ in this area) (Robbins 2016), there is an upturn, similar to that observed on Mercury, in the SFD for craters $D < \approx 4$ km. After removing morphologically obvious secondary craters from the population, the upturn in slope is at half that diameter, $D \approx 2$ km. Robbins and Hynek (2014), which is discussed in more detail in the next section, found similar results at Mars. Robbins and Hynek (2014) concluded that this upturn at $D \approx 2$ km is likely an artifact of an incomplete separation of primary and secondaries with $D < \approx 2$ km, such that the steeper $D < \approx 2$ branch is due to a mixture of primary craters and “background” secondaries. The ongoing work of the Robbins lunar study will help determine whether a similar conclusion is appropriate for the Moon.

After several decades of research, we find it remarkable that the groundbreaking work of Shoemaker (1965) identified key results that remain important to the present day, and which provide the foundation for discussion and analysis in the remainder of this paper.

1. Fresh primary craters have a distinctively different morphology than fresh secondary craters that appear close to their parent primary.
2. Distant secondaries become more widely separated, more circular, and increasingly difficult to distinguish from primaries.
3. There are large numbers of shallow circular craters that cannot be assigned to either primary or secondary origin based on morphology.
4. Secondary craters have a very steep SFD, much steeper than known primary craters larger than 1 km, so there should be a crossover diameter below which secondaries are more abundant than primaries.

One of the most striking recent results is the observation of 222 small primary impact craters (between a few meters and 40 m diameter), and $5 \times 10^4$ new dark and bright spots from before and after Lunar Reconnaissance Orbiter Camera images (Speyerer et al. [2016], which extends the work of Robinson et al. 2015). They estimate $\sim 10^5$ new spots form each year, largely from far-flung impact ejecta, although a large fraction of them may originate from meteoroid streams (McEwen et al. 2017b). In most cases, craters cannot be resolved in these spots, but the spatial patterns and association with new primary craters in some cases indicate they are from the impact of ejecta. Their observations, detecting of order $2 \times 10^2$ primaries and $1 - 5 \times 10^4$ secondary craters (or ejecta impact sites without craters) over the same time period, are the first direct estimate of the relative accumulation of primary and secondary craters on the Moon, albeit at small diameters. Also, this result validates the expectation that high-velocity impacts on medium-gravity planetary bodies should produce widespread secondaries (Shoemaker 1965; Bierhaus et al. 2012). Because small primaries generate fewer secondaries (both clustered and spatially random) than larger primaries (see the New Results section), it seems reasonable to expect the contrast between the relative number of primaries and secondaries will increase as larger craters form and broadcast their secondary population.

**Martian Data**

The impact crater records—both primary and secondary crater records—of Mars have been interpreted through the lens of the Moon (Hartmann and Neukum 2001; Ivanov 2001; Neukum et al. 2001). The presence of an atmosphere and active geology complicate small-crater analysis on Mars—small craters, including secondaries, are most affected by the ongoing erosional processes (see review by Williams et al. 2018). Small craters on the Moon and Mars also fade with time; however, their erosion (since volcanism ended on these planets) results from ongoing impact gardening from subsequent cratering events. Because of its atmosphere and active volatile transport each year, small crater erasure is more complicated on Mars, occurring at different rates depending on local wind, local volatile content, and underlying geologic materials.
Many studies in the past decade use the standard production functions to assign ages to geologic regions or units on Mars (a small sampling includes Werner and Tanaka 2011; Goudge et al. 2012; De Pablo et al. 2013; Rodriguez et al. 2014; Baker and Head 2015; Landis et al. 2016), while a smaller set of papers address the effect that secondaries have on the crater populations and derived ages; we focus on that smaller set of papers here.

The McEwen et al. (2005) observations of the secondary crater population from the young, ~10 km primary-crater Zunil reset the stage for contemporary discussion of Martian secondaries. Based on their observations of Zunil secondaries, they proposed that most Martian craters smaller than some crossover diameter are secondaries rather than primaries, and are not reliable for chronology. Tornabene et al. (2006) analyzed other rayed craters on Mars and found a spatial correlation between rays and clustered secondaries. The ray systems ranged from tens to nearly $10^3$ km in length, with a general trend to increasing ray length for increasing primary-crater size, though postformation processes can erode portions of the ray system. Their results show that, as on the Moon, the formation of a primary will distribute a population of secondaries far beyond the immediate neighborhood of the parent primary; this is true for both recognizable secondaries (those in clusters and rays) and those that are spatially random.

Hartmann (2007) compared the observed small-crater (<30 m) production rate from Malin et al. (2006) with the HPF and NPF. The NPF is ~6–11× higher than the Malin et al. (2006) observed rate, while the HPF is 3–6× higher than the Malin et al. (2006) rate. In his 2007 paper, Hartmann was careful to describe that his production function does not assume primary craters only, rather it is representative of primary-plus-background secondary crater accumulation. More recent monitoring of the current Martian impact rate (Daubar et al. 2013) provides a longer baseline, with results that are generally consistent with those in Hartmann (2007). (Our simulations [Fig. 5 and corresponding discussion] for the Moon suggest the inclusion of background secondaries in the standard production functions is likely an important contributor to the overestimate of production functions relative to observations of the direct impact rate for small craters.)

Werner et al. (2009) used observations and theoretical arguments, drawn in part from Soderblom et al. (1974) and König (1977), to estimate the effect of secondaries on the overall observed crater SFD at Mars. The objective of the Werner et al. (2009) analysis was to determine at what sizes, and over what time scales, secondaries might degrade a surface age estimate derived from a crater-based chronological system. They concluded that while secondaries eventually are more numerous than primaries smaller than a certain diameter, that condition does not occur for well-resolved (by Mars Express) crater populations until a surface reaches ages well in excess of 3 Ga. They reiterated the finding of Neukum (1983) that the crossover diameter—the diameter at which secondaries become more numerous than primaries—should move to ever larger diameters as a surface ages and accumulates larger craters, which in turn generate larger secondaries. They argued that the consistency of the ~1 km diameter transition from shallow to steep, regardless of surface age, is evidence that secondaries do not substantively impact the overall crater population. They also utilized the Soderblom et al. (1974) derivation that the slope of the secondary crater population from a single primary crater bounds the slope of the entire secondary crater population. In subsequent sections, we discuss new work that describes both the dependence of the secondary SFD on the primary SFD, and that the crossover diameter cannot migrate to arbitrarily large sizes. Our results suggest that the long-standing finding of Neukum (1983) (who suggested that the crossover diameter can migrate to large sizes) is not a strong constraint on the secondary population, and the secondary population from a single primary cannot be representative of the secondary population as a whole, contrary to the Soderblom et al. (1974) assumption.

Several recent studies examining Martian secondary impact craters were also done by Robbins and Hynek (2011a, 2011b, 2014). Lyot is ~220 km in diameter and is the largest “young” impact crater on Mars (age estimates typically put it at early Amazonian to late Hesperian [Werner 2008; Robbins et al. 2013]). The researchers found that secondary craters in tight clusters from this impact could be plausibly traced as far as 5000 km across the planet. Examining the SFD of secondaries on the continuous ejecta, they found steep cumulative slopes of ~5.6, and within the distant clusters, the average cumulative slope was ~3.9 (Robbins and Hynek 2011a).

A broader study by Robbins and Hynek (2011b) focused on examining the near-field morphologically identifiable secondary crater populations of 24 primary Martian craters with diameters 19.3–222 km. From the study of nearly 13,000 secondary craters, they found that the SFD slopes around these primaries varied significantly from ~3.3 to ~8.0, a wide range that suggests material differences—or other properties—can result in significantly steeper slopes than previously observed. In addition, they performed an area study and showed that, on average, the spatial density of secondary craters peaked approximately 2.4 primary...
crater radii from the rim of the primary, and that the radial distribution was approximately Gaussian. They also showed that this holds over ≈2 orders of magnitude in primary crater size, even if there are nonobvious secondary craters: The spatial density of all craters around moderately well-preserved primary craters peaks at ≈2.4 primary crater radii, indicating that even if they are not obvious morphologically, secondary craters can still be present and revealed through a spatial statistics argument. The authors extrapolated that if just 30 large, Holden-sized craters occurred uniformly across Mars’ surface (Holden is a ~150 km diameter crater in their study), $D < 5$ km craters would be mostly secondary craters across the entire Martian surface, and there are ≈95 Holden-sized and larger craters on Mars. As demonstrated in Bierhaus et al. (2012), and which we explore further in the New Results section, the spatial relationship between a primary crater and its secondary population is a function of surface gravity and the minimum impact speed necessary to form a secondary, so the observed spatial relationships observed on Mars likely are not applicable to cratered surfaces in general.

Robbins and Hynek (2014) studied the global secondary crater population through the methods introduced in the previous sections on Mercury and the Moon, though in this published work, the effort was global and based on a $D \geq 1$ km crater database (Robbins and Hynek 2012). They examined craters on the planet individually and determined the subjective likelihood that an impact was primary or secondary. Only craters that displayed classic morphologic criteria of secondary impact craters were marked as secondaries, which means that the results will be conservative: the results will, by design, miss “less obvious” secondary craters and treat them as primary craters by default. Even with this conservative approach, 72,208 craters with $D \geq 1$ km were classified as secondary, while 308,998 with $D \geq 1$ km were classified as primaries. They found, as one might expect, that the distribution of these “obvious” secondary craters was nonuniform, concentrated around younger, large primary craters (with the young, large Lomonosov and Lyot pair dominating). However, they found that if one lowers the threshold for at what point secondary craters are considered a “significant” contaminator of primary craters—e.g., when they are equal in number versus when secondaries comprise 25% of the total population—secondaries become an important component of crater populations over large areas of the planet for ~km-scale crater studies.

Most recently Quantin et al. (2016) examined the secondary-crater population from the primary crater Gratteri. They estimated that ~1/2 of Gratteri secondaries are concentrated in clusters resident in ~2% of the surface around Gratteri (within 400 km), with the remaining secondaries scattered in 98% of the surface. They present the view that secondaries cause uncertainty in age for surfaces <10–20 Myr old, but that older surfaces are less affected by secondaries: as a surface accumulates more spatially random secondaries, the existing spatial density is not as affected by another exposure to a shower of secondary craters. They conclude that surfaces between 10 Myr (or 20 Myr) to 100 Myr are amenable to dating by impact craters. Interestingly, they do not consider the effects of larger impacts as a surface remains exposed for longer durations, accumulating secondaries from larger, less-frequent primaries. Over longer time scales, primary impacts larger than Zunil deposit a greater number of secondaries in one region than another. (As we will discuss in the New Results section, the ability to constrain an age, given a crater number density, can be no better than the spread of possible crater number densities for that age. As time passes, secondaries contribute to the spread in allowable number densities on a surface, thus affecting the uncertainty in an age estimate. Although we do not simulate Mars in our results reported here, nevertheless, all plots in Fig. 5 show consistency at least in that the variability in the total number density of craters is quickly dominated by secondaries.) Finally, Hartmann and Daubar (2017) examined young terrains on Mars, in conjunction with direct observations of newly formed craters on Mars, and found that the HPF overpredicts the production rate of small craters by a factor of 4–8.

**Current/Past Impact Rates on Terrestrial Planets**

Before we move to observations of the outer solar system, we first address a topic relevant for the inner solar system, namely direct observation of the current impact rate. One reason the relative abundance of primaries versus secondaries has been in debate is because we did not know the formation rate of small primary craters. Observations of Mars spanning more than a decade (Malin et al. 2006; Daubar et al. 2013, 2015) and several years at the Moon (Speyerer et al. 2016) are now providing useful estimates of the current impact rate at which very small primary craters (<50 m) form.

The observed new crater SFD on both Mars (for $D > 4$ m, Daubar et al. 2013) and the Moon (for $D > 7$ m, Speyerer et al. 2016), especially their Extended Data fig. 5), are shallower than the NPF and HPF, which leads to a discrepancy between the model crater production functions and the SFD of recently formed craters. Speyerer et al. (2016) fitted a subset of their lunar data above the completeness limit, from 10 to
20 m, and from that subset derived a steeper SFD than the NPF, and estimated an impact rate for these diameters that is 33% higher than the NPF. We note that a fit to the entire data set above the Speyerer et al. (2016) completeness limit (i.e., a fit to all craters >7 m diameter, rather than only those between 10 and 20 m) would result in a slope more shallow than the NPF. Interestingly, observations of Earth bolides (Brown et al. 2013) are also shallower than the crater-scaled sizes from lunar production functions. This suggests that the NPF and HPF include a contribution of background secondaries in their derivation of the small-crater formation rate—inclusion of these background secondaries steepens their production rates relative to that observed. However, the completeness limits on new crater discoveries both at Mars and the Moon may comprise fuzzy diameter boundaries, flattening the slopes even at diameters for which craters are well resolved. Another possibility is that the SFDs for both primaries and secondaries are similar in this size range. Secondaries at these diameters are made by ejecta from a range of primary-crater diameters, and the majority of the secondaries could be from larger (and thus less-frequent) primary craters. We know that at larger diameters, primaries have varying SFDs. Because of the relationship between primary and secondary SFDs (see later discussion), secondaries in the <20 m size range are a mixture of SFDs as well, and on average will be less steep than the secondaries made by an exclusively steep primary SFD.

The observations of the actual crater production rate sidestep many of the problems that plague crater analyses (distinguishing primaries from secondaries, inferring an impactor diameter, attaching a formation rate to observed craters to invert a crater density into an age estimate), but there are two caveats to keep in mind. First, what is not known is whether the impact rate in the most recent decades is typical of geologic time. Many workers have assumed a constant impact rate over the past ~3 Ga (e.g., Neukum et al. 2001). Some workers have suggested that impact rates in recent geologic time have increased (McEwen et al. 1997; Culler et al. 2000; Mazrouei et al. 2015), have declined (Hartmann et al. 2007; Quantin et al. 2007; Robbins 2014), or have fluctuated (e.g., Bottke et al. 2007; Kirchoff et al. 2013). However, the current impact rate has varied over time; secondary crater production must follow the same pattern. The second caveat is that the diameter range for the observed, newly formed impact craters is only from a few meters to a few tens of meters (for diameters thought to be complete). We say “only” here because the diameter range of relevance for secondaries is roughly three orders of magnitude (from a few meters to a few km). We hope for the continued long life of existing orbiters, and the introduction of new orbiters that will permit us to extend the baseline observations of the actual impact rate to longer time scales, and thus presumably to include larger impactors.

**Icy Satellites**

Though Cassini has been the only source of new high-resolution image data of icy satellites in the past decade, ongoing analysis of Galileo data also has provided new results for icy surfaces. In addition to the widespread clustered craters on Europa interpreted as secondaries (Bierhaus et al. 2005), secondary craters from a few specific primaries on Europa are traceable to their parent primary. The large impact structure, Tyre ($D \approx 38$ km), has the best radial image coverage at resolutions acceptable for mapping secondary craters, as well as a higher resolution inset (Bierhaus and Schenk 2010; Singer et al. 2013). Secondaries from the bright-rayed crater Pwyll ($D \approx 27$ km) can be mapped up to ~1000 km away in the few small high-resolution images taken over a prominent ray (Alpert and Melosh 1999; Bierhaus et al. 2001). On Ganymede, prominent secondary fields are observed around the large impact basin Gilgamesh ($D \approx 585$ km) and the central peak crater Achelous ($D \approx 35$ km), the latter of which formed on younger, resurfaced grooved terrain. Singer et al. (2013) used all of these secondary fields to derive icy-ejecta size-velocity distributions and SFD slopes, finding generally steep SFDs, and a relatively rapid decrease in maximum secondary diameter as a function of range from the parent primary. In addition, the image coverage on Ganymede allows identification of secondaries originating from other primary craters, although only for limited areas around the primary (Hoogenboom et al. 2015). Furthermore, even larger craters on Ganymede’s bright terrain ($D > 1$ km) may be dominated by secondaries as indicated by their significant spatial clustering (Kirchoff, 2018).

An interesting contrast emerged from comparing the Galilean satellites with the Saturnian satellites. While adjacent secondary craters and secondary clusters are prominent on the Galilean satellites, they are largely absent on the Saturnian satellites. Rhea is the only Saturnian satellite to show an “obvious” set of secondary impact craters, characterized as a tight clustering of many small craters within, on the rim, and outside the east half of Inktomi crater (66.4°E, −11.9°N, $D \approx 49$ km) (Kirchoff and Schenk 2010; Hoogenboom et al. 2015; Robbins et al. 2015). The clustering and relatively steep SFD cumulative slope of $-3.9 \pm 0.2$ (which is near the average slope common to secondary craters in the inner solar system) are hallmarks of a secondary population. Bierhaus et al.
(2012) developed a hypothesis to explain the contrast between the Galilean and Saturnian satellites, which we subsequently review in more detail. In brief, simple differences between the typical primary impact speed, and the surface gravity—which, when combined with \( v_{\text{min}} \) (the minimum impact speed necessary to form a secondary crater), defines the spatial relationship of secondaries to their parent primary—can have significantly different outcomes. The higher surface gravities of the Galilean satellites result in a spatial distribution of secondaries that is familiar relative to the observations from the terrestrial planets, whereas the lower surface gravity of the mid-sized Saturnian satellites causes a different geometry between a primary and its secondary population.

**Pluto and Charon**

New Horizons data returned from the Pluto system provided (1) new information on outer solar system primary impactor populations, and (2) created a new mystery, namely the lack of secondary craters on both objects. Smaller (<10 km) craters on Pluto and Charon show a shallow (\( \sim -2 \) differential or shallower) SFD for primary craters (Moore et al. 2016; Singer et al. 2016; Robbins et al. 2017), confirming that small Kuiper Belt Objects (KBOs) hitting Pluto and Charon—and thus members of the same transneptunian populations hitting the Saturnian and Jovian satellites—should have a shallow slope at this diameter range. Though low densities of secondaries on these bodies are predicted (Bierhaus and Dones 2015), there are no obvious secondary craters apparent on either Pluto or Charon. Image scales should be adequate to observe secondary craters (as good as 80 m/px on Pluto and 160 m/px on Charon), although higher resolution coverage is limited in areal extent. Degradation of surface features occurs relatively quickly on Pluto due to its seasonal sublimation and redeposition of frosts, and also due to active endogenic geologic processes. On Charon, however, there are broad surfaces with no obvious degradation mechanisms other than micrometeorite bombardment. Further research is needed to deconvolve the various circumstances (e.g., low primary impact velocities, surface materials, dynamical environments) that lead to the apparent dearth of secondary craters on Pluto and Charon. The apparent total absence of secondaries on these bodies, in contrast with the unique abundance on Mercury, suggests there is a relationship between impact velocity and the nature of material ejected during the formation of a primary impact crater.

**Self-Secondary Cratering**

The idea of self- or auto-secondary cratering, where fragments ejected from a primary impact may form secondary craters on the ejecta blanket of the parent crater, was introduced by Shoemaker et al. (1968) and has recently received more attention. We do not discuss the effect of auto-secondaries on a crater-based chronology; however, we briefly describe them in this paper for completeness. Further work in the field may raise important considerations for chronology—e.g., using superimposed small crater populations on the ejecta blankets of large craters to derive an age for the large primary impact. On several lunar primary craters, researchers found different crater densities on individual melt ponds both within and outside of the crater, and also across the ejecta blanket (Plescia et al. 2010; Plescia 2012; Zanetti et al. 2014, 2016; Van der Bogert et al. 2017); debate is ongoing about the importance of variations in target properties versus self-secondary cratering. An additional study concluded self-secondaries are present around Hokusai crater on Mercury (Xiao et al. 2016). Furthermore, some misshapen, small (<100 m diameter) craters may even have been formed on partially molten melt ponds or modified/partially filled by melt (Plescia and Cintala 2012; Williams et al. 2014a, 2014b; Zanetti et al. 2015). These observations imply some small craters formed after the ejecta blanket but before, or shortly after, the impact melt was emplaced.

However, the mechanism for this process is not obvious, in part because if they form in the same fashion as traditional secondaries, they require a unique and potentially rare combination of ejection angle and speed. It could be that self-secondaries result from high-angle ejecta that are launched soon after the impact, at speeds just below escape velocity, and the ejecta take some time to reimpact the surface. For example, an ejecta fragment launched from near the center of the crater at a nearly vertical angle (89.8°) and just below the lunar Hill sphere escape velocity (2.34 km s\(^{-1}\)) could reimpact Aristarchus’ ejecta blanket (for this example we used \( \sim 1.25 \text{ times the crater radius} \)) after a 40 min ballistic flight time (substantially longer than it takes the ejecta blanket to form). However, laboratory experiments show that most material is ejected at angles of 45° ± 15° (Cintala et al. 1999; Anderson et al. 2003; Durda et al. 2012); indeed these experiments into granular media do not see ejection angles above 60°. Much, if not all, of the material near the impact point is vaporized or at least melted, rather than ejected as solid fragments (e.g., Melosh 1989). At lower ejection angles, the velocity must also be lower in order to still impact the ejecta blanket, and thus the flight times are shorter. A fragment ejected at 80° would impact the same point in the ejecta blanket as the above example if launched at a velocity of 345 m s\(^{-1}\), which would yield a 6.4 minute time of flight. Material spalled off the...
surface (Melosh 1984) could be ejected as a solid fragment at high velocity, and may have a different trajectory than the main excavation flow. Numerical experiments have found that more oblique (>30° from normal) primary impacts may produce such high-angle spall fragments (Artemieva and Zanetti 2016).

The Sedan nuclear explosion is often invoked to argue that significant second-self cratering is possible. However, the explosives were buried 193.5 m deep and video of the event shows that the explosion domed up the surface by ~90 m. Extensional stresses must have created vertical fractures in this dome, and the video shows vertical jets of debris erupting from several locations. This event does not resemble an impact event for early-stage ejecta.

A second possibility—explored in an attempt to reconcile the differing crater densities on dense versus rubbly lava flows and ejecta versus melt ponds—is the role of different target materials which can form different crater sizes from the same impactor size (Dundas et al. 2010; Artemieva and Zanetti 2016; Van der Bogert et al. 2017). At Arcturus on the Moon, where differing crater densities were observed across the ejecta blanket, there was an association of lower crater density with areas covered by more melt ponds (Zanetti et al. 2014). The size difference of ~20% expected between craters formed on frozen melt ponds and a more porous ejecta unit from the same size impactor may not seem like it could account for the total magnitude difference in crater densities observed, but the steep SFD makes this effect significant to model terrain ages.

Although the details of auto-secondary formation are under development and are even less understood than nearby or distant secondaries, the differing crater densities are an intriguing observation. Because ejecta blankets of large impact craters are often treated as younger, fresh surfaces with a chronologically valuable superimposed small-crater population, it is important to understand the existence and magnitude of self-secondaries (Plescia and Robinson 2015; Xiao et al. 2016).

**Effect on Crater SFDs and Impact-Crater Based Chronologies**

Dating of surfaces from impact-crater statistics relies on the basic assumption that there is a deterministic relationship between a surface age and a crater spatial density—a given crater density corresponds to a given age. The key question for the effect of secondaries on impact-crater chronologies is whether or not the accumulation of secondaries, on average, preserves the deterministic relationship between a certain number and sizes of craters within a surface and the age of that surface. On one hand, when millions of craters form essentially simultaneously as secondaries, this is an extreme violation of the requirement for statistical age determination. Fresh secondaries that are close to their source primary often are distinctive in morphology and in part can be excluded from crater counts, but distant secondary craters (sometimes called “(far-) field secondaries,” or “background secondaries”) can be difficult to distinguish from primaries because they are more circular and may be less obviously clustered. On the other hand, Quantin et al. (2016) and Hartmann (2007) argued that field secondaries can dominate the cratering statistics yet give useful chronology data, but the resulting error bars must be much larger than for a population of only primaries, and quantitative error bars have not been derived or published. Most workers agree that secondaries should be avoided, but debates persist about the reliability of crater-derived chronologies when secondary craters might be present.

Another important observation that we note is the evolution of the crossover diameter across the solar system. On Mercury, a steeper crater SFD occurs for crater diameters ≤10 km; on the Moon, Mars, and the Galilean satellites, the steepening occurs for diameters ~<1 km; on the Saturnian satellites (where steepening exists), it occurs for diameters <1 km; and on Pluto and Charon, secondaries do not seem to exist at all. There are obvious differences between these objects, including surface properties and impact speeds. The very high impact speeds on Mercury, along with the large-diameter secondary population, is a compelling contrast with the absence of secondaries on Pluto and Charon, and the low mean impact speeds on those KBOs. In addition to the factors discussed later, the mean impact speed—and perhaps target properties—may have consequences for crater ejecta, and thus the resulting secondary-crater population (or its absence).

Even though secondaries can be as large as ~5% of their parent primary, there are only a few of those biggest secondaries, and the vast majority of secondaries are typically smaller than the primary by ~10² to 10³. Thus, the largest craters on a world are safely assumed to be primaries. This basic fact sometimes gets lost in the discussion of crater-based chronologies—we fundamentally subscribe to the power and validity of crater-based chronologies when primary craters are the dominant population. However, small areas and young surfaces lack significant numbers of large craters so smaller craters must be considered, and small-crater populations are more likely to contain significant numbers of secondaries. In these cases we must understand the secondary effect. What seems the least controversial within the community is the generally
“steep” SFD of secondaries (where “steep” is for $\alpha > 4$, or equivalently, $b > 3$), though as mentioned in previous sections, studies of individual secondary populations show a range of SFDs.

As described earlier, the “reference standard” crater population derives from decades of analysis of the lunar surface. Cumulative numbers of maria craters from $\sim 1–100$ km have exponent $\alpha \sim 2$, whereas those from $\sim 100–1000$ m have $\alpha \sim 3.8$ (Hartmann et al., 1984). The idea that this change in slope at 1 km represented the crossover diameter between primaries and secondaries, citing Shoemaker (1965), has been often repeated in the cratering literature (e.g., Soderblom et al. 1974; Wilhelms et al. 1978; Carr 2006). However, the actual analysis of Shoemaker (1965) does not exactly match that simple summary.

From direct interpretation of the Ranger VII photographs, Shoemaker (1965) concluded “In the diameter range from 300 m to 1 km . . . craters of this size are predominantly secondary.” However, since secondaries are concentrated in identifiable rays (prominent in the Mare Cognitum regions imaged by Ranger VII), as discussed at length in Shoemaker (1965), the crossover diameter for areas between rays must be at a smaller diameter. Based on extrapolation of the telescopically observed primary craters $>1$ km and a model for secondary crater generation from this population of primaries, he predicted that the crossover diameter would be “a little above 200 m” rather than 300 m to 1 km. Furthermore, based on the terrestrial meteorite infall rate, Shoemaker concluded that the primary SFD had to become steeper than the extrapolation for craters $<1$ km diameter, so the crossover diameter at which secondaries exceeded primaries must be at an even smaller diameter.

A major advance in understanding the steepness of the production function for small primary craters on the Moon and Mars has come from direct observation of new impacts (Malin et al. 2006; Daubar et al. 2013; Speyerer et al. 2016). If the impactor SFD that makes small craters (roughly $<1$ km) in fact maintained the same slope (cumulative exponent $\alpha \sim 2$) as $1–100$ km craters (as suggested most recently by Xiao and Strom 2012), then the cumulative number of new craters $\geq 10$ m diameter should be $10^4$ times less than predicted by the Hartmann and Neukum functions. Instead, the numbers of new craters at $\sim 10–20$ m express an SFD that is similar to the production functions at that size range. From these data on hundreds of new impacts, it is now clear that the lunar and Martian primary production functions for craters in the diameter range observed ($\sim 5–50$ m diameter) must be steeper than for larger craters, unless today’s impact rate is not typical of geologic time. If the production function has $\alpha \sim 2$ to small size craters, then the new crater data would require that the current cratering rate is $\sim 10^4$ times greater than the long-term average. In the absence of any other evidence for such a dramatic recent change, such as a new asteroid family, we conclude that this is highly unlikely.

In contrast, the production function may be much shallower in the outer solar system where the impactor population is dominated by comets rather than asteroids (Zahnle et al. 2003). Bierhaus et al. (2012) suggested that the primary production function has $\alpha \sim 1$ on the icy Galilean and Saturnian satellites for crater diameters smaller than a few tens of km, an observation that received strong support from the New Horizons flyby of Pluto and Charon, whose surfaces also show a shallow crater population with $\alpha \sim 1$ for diameters $<10$ km (Singer et al. 2016; Robbins et al. 2017). Even if the impactors striking Pluto and Charon are not the same mix of small-body reservoirs as those hitting the satellites of the giant planets, there is overlap between the populations (Bierhaus and Dones 2015; Greenstreet et al. 2015).

Why do secondaries and small primaries produce similarly steep production functions in the inner solar system? Hartmann (1995) suggested this could be because small asteroids impacting the planets are in fact secondary fragments from impacts on asteroids, so the fragments have the same SFD as high-velocity ejecta from impacts on planets. However, ejecta has a strong size-velocity anticorrelation (Vickery 1987; Singer et al. 2013, 2015), so small fragments reimpact at higher velocities than larger fragments. This has the effect of greatly steepening the SFD of secondary craters (McEwen and Bierhaus 2006; see their fig. 7). Ejecta from asteroids impact planets with velocities that have no relation to fragment size, so the SFD of small primary craters would not be expected to be as steep as that of secondaries, unless the SFD of small asteroids is very steep for some other reason. Some explanation other than that of Hartmann (1995) is needed. Possibly smaller rocks ejected from asteroids are more likely to reach resonances sending them to Earth, either due to higher ejection velocity (e.g., Cellino et al. 1999) or the Yarkovsky effect (Farinella et al. 1998; Bottke et al. 2006).

Where does all of this leave us for chronology using small craters? The answer is not straightforward because the magnitude of secondaries depends on the age of the surface, the impacting population, how many secondaries are made for a given impact, and how they are distributed over the surface. We discuss this in more detail in the Consequences for Crater SFDs and Age Determination section.
Scaling Laws and Ejecta Mechanics

The consequence of secondaries to the local, regional, and global crater populations depends on their production and distribution. Crater scaling laws, derived from impact experiments, observations of craters, and modeling all describe the physical relationships between impactor, target, and resulting crater. Researchers often use the scaling laws to connect impactor diameter to crater diameter, assess target strength, or examine the evolution of ejecta during the excavation process.

Mechanics of Excavation and Target Properties

As the impact shock and rarefaction waves travel through a planetary surface, material is ejected both through a bulk excavation flow, which creates approximately the upper half of the transient crater cavity, and through spallation of near-surface material from stress-wave interference (e.g., Melosh 1989). Spalls are unique ejecta fragments in that they are launched at high velocity but low shock pressures (Melosh 1984, 1989). Spalls may form distal secondary craters or even be ejected off of the parent planetary body. However, spall fragments should make up only a small part of the overall mass of ejecta. In the main excavation flow, intact fragments launched from closer to the impact point are subjected to higher shock pressures, and as a result are smaller fragments with higher velocities compared with those launched farther from the impact point. This physical process results in larger secondary craters near the primary, and smaller or comparably sized secondary craters farther from the primary. Secondary craters do not get larger with range as one might expect given the higher impact velocity, because the high-velocity fragments are smaller (Vickery 1986).

Dynamic fragmentation of material, such as that occurring during an impact, has been studied through laboratory experiments, field experiments such as explosion testing, analytical and numerical modeling, and empirical studies. In impact science, Grady–Kipp fragmentation has been used to predict the “characteristic” or most common size of fragments from the dynamic breakup of coherent rock or ice (Grady and Kipp 1985; 1987; Melosh 1989, chapter 6; Grady 2008). Ramesh et al. (2015) presented a summary of impact-relevant dynamic fragmentation research to date and highlighted where new studies would advance this field. The question of how these mechanisms can be scaled from laboratory settings to planet-wide processes is still a topic needing active research. Empirical studies can complement other lines of inquiry on dynamic fragmentation.

Bart and Melosh (2010a, 2010b) measured boulder diameters and distances from their source craters for several lunar primary craters. Eight of the 10 craters they examined have diameters <1 km, one crater is ~4 km diameter, and one crater is ~27 km diameter. For the <1 km craters, they found that the presence of the fine-grained lunar regolith decreases the volume of ejecta blocks, as the excavation flow first must eject the overlying regolith before reaching the more competent rock below. They fit their data to the relationship \( d_{\text{max}} = A v_{ej}^{-\beta} \), where \( d_{\text{max}} \) is the largest boulder diameter ejected at velocity \( v_{ej} \), and \( A \) and \( \beta \) are fit to the data. They found \( \beta \) ranging from 0.5 for the smallest craters to almost 4 for the largest crater. When they include the data from Vickery (1987), there is a trend of increasing \( \beta \) with increasing crater size, suggesting a scale-dependent effect for the excavation flow, or at least the late-stage excavation flow.

Similar studies used secondary craters to estimate ejecta fragment sizes and velocities (e.g., Vickery 1986, 1987; Singer et al. 2013, 2014), which in turn constrain ejecta fragment size-velocity distributions. In these papers, the authors measured the diameter of secondary craters around their parent primary and used scaling laws to estimate the fragment diameter that made the secondary. The Singer et al. results expand the Vickery results, and provide data for icy surfaces, to define the \( (d_{\text{max}} = A v_{ej}^{-\beta}) \) relationship of crater ejecta. The Singer et al. data also suggest that \( \beta \) increases (and thus \( -\beta \) decreases) for larger diameter primary craters.

Although there is scatter in the relationship, the consistent trend seen in the Vickery data, Bart and Melosh data, and the Singer et al. data demonstrate the inverse velocity relationship for crater ejecta, as well as scale-dependent behavior of \( \beta \). The increase of \( \beta \) as primary-crater diameter increases suggests that the largest ejecta blocks from the largest craters are hard to make, or preserve in flight, or both. This may have to do with pre-existing fractures or the absence of large, competent material in the surface and near-surface of regolith and mega-regolith. This observation may help explain why the crossover diameter does not always migrate to progressively larger sizes as a surface ages. Although larger primary craters generate larger secondaries, there are only a handful of those maximum-sized secondaries, not enough to impact the overall SFD at the size. (Plus, many researchers avoid “obvious secondaries” in their crater measurements, and at least on the terrestrial planets, the very largest secondaries are typically part of the obvious population.) Because of the primary-crater diameter dependence of \( \beta \), the fragment diameters also decrease more quickly for the larger primaries. If generally true, then large primary craters may not generate enough secondaries to impact the overall crater SFD at diameters near, but still smaller than, the largest
Scaling Laws and Mass to Make Secondaries

Impact crater scaling laws use impactor properties (diameter, density, mass, impact velocity) and target properties (strength, density, surface gravity) to estimate a number of characteristics of the resulting crater. A common parameter of interest is the crater diameter; however, scaling laws also provide quantitative relationships between ejecta mass and ejecta speeds. Housen and Holsapple (2011) provided a comprehensive description of impact crater experiments, and the resulting scaling fits, with special attention to crater ejecta. Because secondary craters are the result of crater ejecta, the Housen and Holsapple (2011) work provides a mechanism to explore the formation of secondary craters.

In particular, Bierhaus et al. (2012) used scaling laws outlined in Housen and Holsapple (2011) to explore the variation of secondary-crater production as the conditions of an impact change, using the Saturnian and Galilean satellites as a test case to evaluate the theory. Bierhaus and Dones (2015) expanded the analysis to include Pluto and Charon. In brief, the mass available to make secondary craters depends on the primary crater population, and the inherent variations of just a few parameters (surface gravity \( g \), impact speed \( U \), and escape velocity \( v_{esc} \), they assumed a constant 45° impact angle). Because these parameters are different between worlds, the resulting primary and secondary crater populations can be different even if the impacting population is the same. The importance of primary impact velocity for the resulting crater ejecta velocity distribution is consistent with results in fig. 5 of Artemieva and Ivanov (2004), which shows an expanded volume of higher velocity ejecta for a 35 km s\(^{-1}\) impact relative to a 10 km s\(^{-1}\) impact.

Another important parameter introduced in Bierhaus et al. (2012) is \( v_{min} \), the minimum speed necessary to form a secondary crater; this parameter is not part of scaling laws but fundamental to whether and how many secondary craters form on a surface. Above some speed, ejecta blocks form secondary craters rather than landing intact or breaking up and making a rough surface with no obvious crater. The velocity range between \( v_{min} \) and \( v_{esc} \) defines the range of ejection velocities that form secondary craters (see Fig. 2). Note that there can be cases for which \( v_{esc} < v_{min} \), in which case no secondary craters form on that object, in theory.

Using the relationships defined by scaling laws, in conjunction with \( v_{min} \), it is possible to estimate the amount of mass available to make secondaries for a given, single-sized impactor. Bierhaus et al. (2012) provided the analytical steps, and applied them to the Saturnian satellites using a 1 km diameter comet; Bierhaus and Dones (2012) applied the analysis, using a 1 km asteroid, to the inner solar system: Mercury, the Moon, Mars, and Vesta. In brief, the methodology estimates the mass ejected between the two limiting velocities (\( v_{min} \) at the lower limit and \( v_{esc} \) at the higher limit) via the equation

\[
\frac{M(v > \hat{v})}{m_i} = C_4 \left( \frac{\hat{v}}{v_i} \right)^{-3\mu} \left( \frac{\rho_i}{\rho_i} \right)^{1-3\nu}
\]

where \( C_4, \mu, \) and \( \nu \) are constants; \( M(v > \hat{v}) \) is the mass ejected faster than velocity \( \hat{v} \); \( v_i \) is the impactor velocity (scaled by \( \cos(45^\circ) = 0.71 \) to account for an average impact angle); \( \rho_i \) is the density of the target; and \( \rho_i \) is the impactor density. The mass available to make secondaries is \( m_{sec} = M(v > \hat{v}_{min}) - M(v > \hat{v}_{esc}) \); see graphic in Fig. 2. Table 2 summarizes the results of both studies, normalizing the mass available to make secondaries (\( m_{sec} \)) by the impactor mass (\( m_i \)). There are striking trends from this analysis

1. Mercury should express the most significant secondary population of the inner solar system, and
maybe the most significant secondary population in
the solar system. This is due to the very high
primary impact speed(s), which generate significant
amounts of fast-moving ejecta, and the high escape
velocity, meaning much of the ejecta are retained to
make secondary craters. This prediction is borne
out by observations of crater populations seen in
MESSENGER image data (Strom et al. 2008,
2011).

2. Io, the Jovian satellite with frenetic volcanic
activity, has the highest value of \( m_{sec}/m_i \) for any
object in the solar system, over an order of
magnitude larger than Mercury. Io’s value results
from the same combination of parameters that lead
to the relatively large result for Mercury: high
impact speeds, and an escape velocity high enough
to retain much of that fast-moving ejecta. Other
factors contribute to Io’s increase over Mercury:
Io’s lower surface gravity leads to larger craters,
and the bulk density difference between a typical
comet and asteroid means the normalization factor
\( m_i \) is smaller for Io. An amazing feature of Io’s
surface, as seen from all missions with resolved
images of Io to date, is that the surface is crater
free (at resolutions of available data), so we are
unable to compare this estimate against
observations. (A related analysis by Zahnle et al.
[2008] predicts that Ionian primary impacts should
produce sesquinary craters on other Jovian moons,
especially Europa.)

3. An impactor of a given size will make more
secondaries on the Moon than on Mars because the
faster mean primary impact speed on the Moon,
and lower surface gravity, results in a larger
transient primary crater on the Moon—and thus
more mass is available to make secondaries.

4. Although Vesta should have fewer secondaries per
impact, by a factor of several, than Mars, and \(~10 \times\)
less than the Moon, the value is nonzero. Given the
relatively low surface gravity of Vesta (compared
with the Moon and Mars), more of the secondary
population from each primary impact is globally
distributed (not unlike our results for Enceladus, see
the New Analysis section). The expected presence of
secondaries on Vesta is confirmed by Dawn
observations (Neeseemann et al. 2014).

5. For the Galilean and Saturnian icy satellites,
Europa should have the most secondaries per
impact. This is because a high mean impact speed
(and thus large primary impact crater), and
relatively large escape velocity (compared with the
Saturnian satellites), result in the most mass
available to make secondaries for these bodies.

6. If \( v_{min} \) is of order 150 m s\(^{-1}\) for icy surfaces (the
value used in the analysis), then Mimas does not
have secondary craters, because \( v_{min} > v_{esc} \). (The
velocity to reach the Hill Sphere of Mimas is
\(~130 \text{ m s}^{-1}\), which effectively is the escape velocity,
see Bierhaus et al. [2012] and Alvarellos et al.
[2005].)

7. Tethys, Dione, Rhea, and Callisto should have
comparable secondary populations (by mass),
though their spatial distributions will be different.

A caveat to this analysis relates to the role of
impact melt: the calculations summarized above do not
account for how much of the ejected mass is melted
material. Melosh (1989) described an impact melt model
that depends on gravity and impact velocity, thus the
same-sized primary crater will generate different
amounts of melt on different target bodies. While
ultimately impact melt plays a role in the fraction of
mass available to make secondaries, there are clear
dependencies between impact velocity, surface gravity,
jection-velocity distributions, and escape speed that we
have considered.

Ultimately, impact melt caveat included, this
analysis demonstrates that one must consider the
specifics of each object in regard to the magnitude of
the secondary population and the consequences to
crater SFDs and associated analyses (e.g., deriving

<table>
<thead>
<tr>
<th>Object</th>
<th>( m_{sec}/m_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner solar system</td>
<td></td>
</tr>
<tr>
<td>Mercury</td>
<td>10.0</td>
</tr>
<tr>
<td>Moon</td>
<td>4.1</td>
</tr>
<tr>
<td>Mars</td>
<td>1.2</td>
</tr>
<tr>
<td>Vesta</td>
<td>0.3</td>
</tr>
<tr>
<td>Jovian satellites</td>
<td></td>
</tr>
<tr>
<td>Io</td>
<td>167.3</td>
</tr>
<tr>
<td>Europa</td>
<td>4.6</td>
</tr>
<tr>
<td>Ganymede</td>
<td>3.2</td>
</tr>
<tr>
<td>Callisto</td>
<td>2.2</td>
</tr>
<tr>
<td>Saturnian satellites</td>
<td></td>
</tr>
<tr>
<td>Mimas</td>
<td>0.0</td>
</tr>
<tr>
<td>Enceladus</td>
<td>1.5</td>
</tr>
<tr>
<td>Tethys</td>
<td>2.4</td>
</tr>
<tr>
<td>Dione</td>
<td>2.4</td>
</tr>
<tr>
<td>Rhea</td>
<td>2.0</td>
</tr>
<tr>
<td>Iapetus</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 2. A list of solar system objects with zero or
low atmospheric densities, and the ratio of \( m_{sec} \), the
mass available to make secondaries, to \( m_i \), the mass of
a single impactor. The impactor is a 1 km diameter
asteroid for the inner solar system objects, and a 1 km
diameter comet for the outer solar system objects. The
values for rocky surfaces (Io, and inner-solar-system
objects) assume \( v_{min} = 250 \text{ m s}^{-1} \), and the values for
icy outer-planet satellites assume \( v_{min} = 150 \text{ m s}^{-1} \).
surface ages). The New Analysis section matures these earlier studies to resolve the bulk mass differences into actual secondary crater populations.

**Io**

We briefly address Io because of its prominence in Table 2: Io theoretically has considerably more mass than any other body to make secondary craters for a given impact. (This assumes that the impact speed distributions are approximately correct, and that the scaling law estimate for \( M_{\text{sec}} \) at least preserves the relative magnitude between objects, even if the absolute value is incorrect.) Zahnle et al. (2008) and Alvarellos et al. (2008) considered a related calculation, specifically that fast-moving impactors striking Io should generate large quantities of ejecta that escape Io to hit Europa (and other moons). (However, their prediction for the number of Ionian sesquinaries on Europa does not match observations—they predict that Ionian sesquinaries on Europa are nearly as abundant as native Europan secondaries, but observations show clustered secondaries dominate Europa’s crater population [Bierhaus et al. 2005]). Nevertheless, Io ejecta should reach Europa.

To date it has been impossible to test this hypothesis because no impact crater is visible in any images of Io. Of course, Io lacks significant moderate- or high-resolution image coverage, and so the crater-free appearance could be the result of a limited data set. But even sparsely cratered Europa expresses craters that would be visible in the limited Io coverage, so clearly the volcanism drives an incredible resurfacing rate. The total absence of any observed crater on Io provides an important minimum value on the resurfacing rate of the body (Johnson and Soderblom 1982). A valuable imaging investigation for any future exploration of Io would include the search for a primary impact crater, and if there is one, an attempt to assess the magnitude of the spawned secondary population.

**NEW RESULTS**

In this section, we describe new simulations and some basic theoretical considerations for how the magnitude of the secondary crater population may vary across the solar system.

**Relationship Between the Impacting SFD and Relative Abundance of Secondaries**

As described earlier, the amount of mass available for secondary cratering depends on the size of the primary crater, which dictates the total ejected mass, and how much of that mass falls between \( v_{\text{min}} \) and \( v_{\text{esc}} \). We can generalize to an entire impacting population as follows.

Assume that the mass available for secondary craters from a given primary impact is proportional to the transient primary crater diameter cubed, or \( M_{\text{sec}} \propto D^3 \). For simple craters, the transient crater diameter is close to the final, observed crater diameter. For complex craters, there are differences between the transient crater diameter and final crater diameter. However, this analysis is not sensitive to the particular relationship between transient and final crater diameter. It simply assumes that larger craters generate more ejecta in a fashion that is proportional to the diameter cubed, and that more ejected mass corresponds to more fragments that make secondary craters. While the details of the exact analytical model used to calculate ejecta mass will affect the magnitude difference between crater sizes, our conclusions hold true independent of the exact functional form, as long as the “bigger primary craters create more ejecta than smaller primary craters” assumption is valid.

If the portion of the primary crater population of interest is approximated as a differential power law, with \( \frac{dn}{dD} = kD^{-b} \) then the total mass available to make secondaries from the primaries is

\[
M_{\text{sec}} \propto \int_{D_{\text{min}}}^{D_{\text{max}}} D^3kD^{-b}dD
\]

which evaluates to

\[
M_{\text{sec}} \propto \frac{1}{b-4} \left( D_{\text{min}}^{4-b} - D_{\text{max}}^{4-b} \right) \text{ for } b \neq 4, \text{ and}
\]

\[
M_{\text{sec}} \propto \ln \frac{D_{\text{max}}}{D_{\text{min}}} \text{ for } b = 4.
\]

All constants were rolled into the proportionality relationship, including the fact that only a fraction of ejected mass is available to make secondary craters (Bierhaus et al. 2012). Table 3 lists the total mass available to make secondaries, modulo the proportionality, for different impactor population indices \( b \) (differential power law exponent). For each value of \( b \), the primary crater diameter range is from \( D_{\text{min}} = 1 \) km to \( D_{\text{max}} = 100 \) km. Recall that as \( b \) increases (and thus \(-b\) decreases), there are proportionally more and more smaller impactors relative to large impactors. All else being equal (such as generally consistent fragmentation of the bulk mass into discrete ejecta fragments), an impacting population with low \( b \) will generate proportionally more secondaries.
than an impacting population with large $b$, because the low-$b$ population will have more large impacts, which generate the most secondaries. This simple exercise demonstrates that the overall magnitude of the secondary population, relative to the primary population, strongly depends on the SFD of the impacting population itself.

### Ejecta Fragment Simulations

Here we describe simulations that take the integrated masses of the previous discussions, and discretize the total ejected mass into specific ejecta fragment populations for each impact. The methodology is described in Bierhaus, Dones, and Robbins (in preparation), which we summarize below.

1. Assume an impactor flux (details below) with an SFD and impact velocity distribution
2. Use impactor scaling laws (e.g., Housen and Holsapple 2011) to turn the impactors into primary craters
3. Use crater ejecta scaling laws from Housen and Holsapple (2011) and fragment size observations from Singer et al. (2013) to develop fragment ejecta population (SFD and velocity distribution)
   - The fragments are assigned initial positions and velocities based on scaling laws, and their initial conditions are not clustered. Thus, these fragments represent a component of the background secondary population, rather than the “obvious” clustered secondaries often associated with crater rays.
4. Assign a random azimuthal ejection angle $\phi$ between $0^\circ \leq \phi < 360^\circ$, where $\phi$ is the angle between north and the ejection direction. This specifically creates a population of secondaries that simulates the accumulation of background secondaries, i.e., those secondaries that would be included in the measurements after obvious crater clusters are excluded. This assumption underestimates the secondaries present in the measured population, because of the statistical variation in what defines a cluster, i.e., most researchers when avoiding “obvious clusters” discard craters clustered at the $3\sigma$ level (or more), yet the remaining measurements may include craters clustered at lower confidence levels, see Bierhaus et al. (2005).
5. Integrate fragment trajectories using the Wisdom–Holman method (Wisdom and Holman 1991) with SWIFT (Levison and Duncan 1994), and generate secondary craters from their impact, recording the impact speed, location, and secondary crater diameter for each fragment
   - We assume $v_{\text{min}} = 150$ m s$^{-1}$ for icy surfaces, and $v_{\text{min}} = 250$ m s$^{-1}$ for rocky surfaces

The objective of the simulations is to quantify the contribution of background secondaries to the total measured population of primaries-plus-background secondaries, and compare that with the accumulation of primaries alone. This is a test to determine if the accumulation of primaries-plus-background secondaries preserves an accurate correlation with surface age.

We apply two simplifications to make this simulation numerically tractable on a high-end but single workstation (1) we generate fragments for primary craters large enough that their secondaries would be visible in the images, or primaries $\gtrapprox 8$ km; and (2) we generate 1000 fragments per primary crater, a significant underestimate. The first simplification is straightforward when interpreting the results, i.e., we have a realistic joint primary-plus-secondary crater population above some size. The second simplification is motivated by the fact that we are simulating the background secondary population only, which is not the total secondary population. Artificially minimizing the secondary population gives us a lower limit to their effect on the local, regional, and global crater SFDs. Any conclusions we draw from these simulations are lower limits because the actual secondary crater population per primary is orders of magnitude larger.

Our simulations include the Moon, a surface that is the basis for many impact-crater based chronologies, and several icy satellites. To develop a primary impactor population, we do the following. In all cases, we assume impacts occur uniformly over the surface of a satellite, i.e., we ignore apex-antapex asymmetries, and take the angle of impact from the normal, $\theta$, to

### Table 3. A comparison of the relative mass available for secondaries for different impacting populations.

<table>
<thead>
<tr>
<th>$b$ (differential power law index, or slope)</th>
<th>$M_{\text{sec}}$ (mass available to make secondaries)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>4999.5</td>
</tr>
<tr>
<td>2.5</td>
<td>666.0</td>
</tr>
<tr>
<td>3.0</td>
<td>99.0</td>
</tr>
<tr>
<td>3.5</td>
<td>18.0</td>
</tr>
<tr>
<td>4.0</td>
<td>4.6</td>
</tr>
<tr>
<td>4.5</td>
<td>1.8</td>
</tr>
</tbody>
</table>

Because a shallow (smaller $b$) population has proportionally greater number of larger impacts relative to a steeper (larger $b$) population, and because the mass available to make secondaries is proportional to the primary crater diameter cubed, a shallow population will have more mass available to make secondaries, and thus generate more secondaries, than a steeper population.
follow the standard \( \sin(20°) \) distribution (Shoemaker 1962). For icy satellites, we use Zahnle et al. (2003) Case A to determine the mean rate of impacts, \( \lambda \), by “comets” bigger than a minimum diameter \( d_{\text{min}} \) on a satellite. We then generate impacts on the satellite for a simulated time \( t = 4 \text{ Ga} \). For instance, for Case A on Tethys, if we assume \( d_{\text{min}} = 15 \text{ m} \), we have \( \lambda = 3.95 \times 10^{-6} \text{ yr}^{-1} \), so the number of impacts expected is \( N = \lambda t = 15,800 \) (left-hand plot in Fig. 3). We assume impacts are independent of each other, so the time between impacts follows an exponential distribution. We then use the Case A size distributions from Zahnle et al. (2003) to select the size of the impactor. Finally, we choose the impact velocity from a distribution that extends from \( (2° - 1) v_K \) to \( (2° + 1) v_K \), with median impact velocity \( 3° v_K \), where \( v_K \) is the orbital speed of the satellite around the planet. This is the appropriate distribution when both the impactor’s velocity at “infinity” and the moon’s surface escape velocity are much smaller than \( v_K \) (Lissauer et al. 1988; Zahnle et al. 2003). For the Moon (right-hand plot in Fig. 3), we assume the impactors are NEAs with the distribution of absolute magnitudes (\( H \)) given by Tricarico (2016). We consider impactors with \( H < 27 \), corresponding to diameters \( d > 14 \text{ m} \) for a geometric albedo of 0.14. We assume each NEA has an impact probability with the Moon of \( 7.33 \times 10^{-11} \text{ yr}^{-1} \) (Le Feuvre and Wieczorek 2011). For our NEA size distribution, this corresponds to 298 expected impacts by bodies with \( d > 1 \text{ km} \) in 4 Ga. Finally, we assume an impact velocity distribution from Marchi et al. (2009), who took dynamical models of near-Earth objects and Main Belt asteroids by Bottke and colleagues, and then applied a collisional lifetime estimate from Bottke et al. (2005). The velocity distribution thus depends weakly on diameter. Marchi et al. provided velocity distributions for the smallest (\( d = 0.1 \text{ m} \)) and largest (\( d = 72 \text{ km} \)) bodies in their model. The corresponding median impact speeds on the Moon are 15 and 18 km s\(^{-1}\). For our simulations, we have used the velocity distributions for the “large” bodies.

Figure 4 plots the results of the simulations for a single primary crater to illustrate the variation in spatial distribution of the resulting secondary crater population for several solar system bodies. Enceladus and the Moon are two endmembers from the simulation that highlight the differences in secondary crater populations. In the case of Enceladus, the spatial distribution is due to the relative proximity of the maximum and minimum speeds at which secondaries can form on the object; this results in a “belt” of secondaries around Enceladus from one impact. The inner limit of the belt is because \( v_{\text{min}} = 150 \text{ m s}^{-1} \) (at 45° ejection angle) corresponds to a distance of ~300 km from the ejection location, meaning the “closest” secondaries form far from their parent primary. The outer extent of the belt is the limit to the classic ballistic behavior of the ejecta fragments, or ~200 m s\(^{-1}\); fragments moving faster than this velocity are sufficiently perturbed by Saturn’s gravity that they often go into orbit around Saturn. The resulting secondary-crater spatial distribution is unlike the “classical” distribution seen for impacts on the terrestrial planets. In contrast, the results for the Moon show a secondary crater population more concentrated around the source primary crater, with a smaller portion of the secondary population achieving global distribution. Thus, in one case—Enceladus—all the secondaries are effectively local in extent, while in another case—the Moon—the majority of the secondaries are local-to-regional in extent.

The other objects in Fig. 4 have results that fall within those two extremes. Tethys and Rhea have distributed but progressively more compact secondary populations because these worlds have larger surface gravities than Enceladus. The other feature of note for these worlds is the spatial relationship between the parent primary and the closest secondaries. Unlike the dense annulus of adjacent secondaries immediately outside the ejecta blanket of a primary crater on, e.g., the Moon or Mars (or even the icy Galilean satellites), there is a gap between the crater center location and the appearance of the closest secondaries. This is because of the 150 m s\(^{-1}\) value for \( v_{\text{min}} \); a fragment ejected at 150 m s\(^{-1}\) and a 45° angle travels 83, 108, and 179 km for Rhea, Iapetus, and Tethys, respectively (Bierhaus et al. 2012). The “global scale” of these plots artificially enhances the density of the points of the annulus of secondaries that appear at a range that corresponds to \( v_{\text{min}} \); in reality, these points are fairly dispersed. This could explain why secondaries are not obvious on any of the mid-sized Saturnian satellites except Rhea, Saturn’s largest mid-sized moon. These results demonstrate that the spatial distribution of secondaries should vary as a result of surface gravity and the ejecta velocity distribution (which is a function of the primary impact speed). The difference in spatial distributions may have consequences for determining the effect of secondaries on a crater-based impact chronology, which we discuss next.

Accumulation of Craters in Time

Another important capability of this simulation is the ability to track the position and time of each primary and secondary crater formed. By doing so, we can assess local, regional, and global variability of crater density and SFDs as a function of time.
To evaluate the accumulation of primary and secondary craters across the surface, we divide each sphere into 102 sectors whose areas differ by no more than a factor of two. In each sector, we monitor the accumulation of primary and secondary craters made by the simulation as distinct populations; the total “observed” population for each quadrant is simply the sum of the two populations. We track the accumulation of craters in each sector, at each time step, which is numerically tractable because we consider primary impactors $> 15$ m diameter, and consider only 1000 fragments per primary larger than $\sim 8$ km. Because the fragments simulate the “background secondary” population, they are not spatially clustered, other than the inherent falloff in density from the parent primary crater (see Fig. 4).

Figure 5 plots the simulation results for several surfaces. At each time step, the algorithm finds the sectors with the maximum, mean, and minimum crater densities for each of the three crater populations—primaries only, secondaries only, and combined. There are nine curves in each plot: three curves representing the three populations of primaries only (dashed), spatially random secondaries only (dotted), and the combined population (solid); and for each population, there is the minimum spatial density (light-gray), average spatial density (dark gray), and maximum spatial density (black). Because secondaries dominate the spatial density after some time, the dotted (spatially random secondaries only) and solid (primaries-plus-secondaries) curves are very close to one another. We plot the data as time versus spatial density because that corresponds to the age determination process: a researcher measures a crater population in image data, and that spatial density, and corresponding SFD, are used to calculate a surface age. We make several observations regarding the evolution of the spatial densities in time.

First, the difference between the maximum, mean, and minimum values for the primary craters varies by a factor of a few from one another, so even for the same global surface age (or crater retention age, e.g., Hartmann and Neukum 2001), there will be differences across the surface in crater density. Thus, without other complications, a crater-based surface age should be accurate to no better than a factor related to the minimum and maximum possible crater densities at a point in time for a given impact flux. To illustrate this, consider the data for Enceladus, the upper-left plot. At a crater spatial density of 0.001 per km$^2$, the primaries only maximum spatial density (black dashed curve) reaches that value at $\sim 1.6 \times 10^9$ yr, whereas the minimum spatial density (light-gray dashed curve) reaches that value at $\sim 2.9 \times 10^9$ yr.

Second, the relative rate of accumulation for secondaries compared with primaries is object dependent, consistent with the conclusion derived from the more simple, total mass–based analysis described earlier. A few important examples are as follows.

1. Enceladus—although there are fewer secondary craters forming on the surface per primary impact on Enceladus because of the narrow velocity range in which secondaries form (Bierhaus et al. 2012), the low surface gravity means that the secondaries

---

**Fig. 3.** The impactor populations used for our simulations. For the Saturnian satellites, we used the size–frequency and velocity distributions described in Zahnle et al. (2003); the left plot shows the impactors for Tethys, generated according to Zahnle et al. (2003) Case A. In this simulation, 216 comets with diameters $d > 1$ km strike Tethys; the largest has $d = 18.5$ km. For the lunar impactors (right), we used the NEA SFD described in Tricarico (2016), the impact probability from Le Feuvre and Wieczorek (2011), and velocity distribution from Marchi et al. (2009). The impactors are artificially truncated at $\sim 15$ m diameter in all cases. This truncation causes an edge-effect at the smallest diameter bin such that it plots low. Note the different vertical scales.
that do form are more widely distributed across the surface, rather than being concentrated around the parent primary (e.g., Fig. 4). Thus just a few primary impacts create a globally distributed secondary population. While the number of secondaries on Enceladus rapidly exceeds the
number of primaries at sizes observable in Cassini data (Table 1), the difference between the maximum and minimum number density of the secondaries, as well as the combined primaries-plus-secondaries population, is generally within a factor of a few.

2. Rhea—although the number density from the accumulation of primary craters never differs by more than a factor of a few between the minimum and maximum curves, there is significant variation between the minimum and maximum number density of the secondary population. This is a result of the increased concentration of a secondary population around its parent primary. The secondary population is more localized than Enceladus, though is still global in extent, see Fig. 4.

3. The Moon—the greater number of impactors (Fig. 3) leads to a faster accumulation of primary craters, the lunar primaries reach higher spatial densities than the Saturnian satellites. The faster impact rate also decreases the difference between the maximum and minimum number densities for primary craters, i.e., the three dashed curves lie close to one another. The minimum secondary-crater number density remains below the primary-crater number densities, though that is certainly an artifact of the small number of simulated secondaries relative to the actual value.

When considering the consequences of these simulations for deriving surface ages based on crater measurements, there are two important behaviors to monitor: the spread in total number density between the
maximum and minimum values, and the number density evolution over time. The spread in number density defines the variability that is possible for two different surfaces that are the same age. If the spread is small, then the surface age is well constrained. As the range of allowable number densities increases for a given surface age, the uncertainty in age grows as well. The evolution of the number density gives a sense of the “smoothness” of crater populations over time. A curve that increases smoothly over time is more deterministic than one that has large changes in value at discrete events (i.e., due to the creation of a large flux of secondaries). The secondaries only and combined primaries-plus-secondaries data in Fig. 5 are artificially smooth because of the fixed number of secondaries, regardless of the size of the source primary.

There are caveats to consider when evaluating these results. The first relates to the spatial gridding used for the analysis, which is a numerical convenience and provides a straightforward means to compare similar-sized areas across the globe, but which is unlike the methodology used to define areas of interest for crater measurement. Often measured areas are selected because they are part of a specific geologic unit, or are defined by the constraints of the available images suitable for crater measurement. Also, the sectors in the simulation are all roughly ~1% of the surface area, which seems small, but can be large compared with the surface areas commonly measured using very high-resolution image data (e.g., of Mars or the Moon). For example, a 100 km × 100 km region, imaged at sufficient resolution to sample the small crater populations affected by secondary craters, is a relatively large measurement area, but it is still only ~0.1% of Rhea’s surface area. Thus, the simulation results are a spatial average over scales broader than the areas used for localized studies. Greater variability exists at smaller spatial scales. A second caveat is that the simulations generate only 1000 fragments per primary, which in the case of larger fragments could be too few by orders of magnitude. This causes the secondary spatial-density data to be underestimated, and the evolution of the secondary spatial-density data in time to be artificially smooth. In reality, the maximum spatial density for secondaries would have large jumps in value when the large primary craters form. Finally, these simulations assume a particular impactor flux (Fig. 3); although these impactor populations derive from direct observations as much as possible, they are still models based on an incomplete understanding of both the current impactor fluxes (inner and outer solar system), and the extrapolation of those fluxes back in time.

Ultimately, although these simulations model a subset of the secondary population, they provide a mechanism to understand the specific accumulation of primary, secondary, and combined populations of craters at different spatial scales, from regional to global. The simulations provide increasing distinctions between secondary populations between satellites and planets, and they highlight some of the relationships between primary and secondary populations. Because the simulations use only 1000 fragments per primary, they do not overestimate the influence of spatially random, background secondaries.

**Simulated Crater SFDs**

For the simulations described in the previous section, computational limitations, related to the orbital integrations, restricted the number of fragments generated per primary. This limitation prevents a complete assessment of the relative SFDs of primary and secondary craters. Here we describe a variation on the simulations in the previous section that improves the assessment of primary, secondary, and combined SFD evolutions.

By focusing exclusively on the SFD aspect of the simulation, we avoid the need to integrate the fragments’ positions and velocities. We simply create the fragments as before, assume the fragment impact speed is the same as the ejection speed, and use a scaling law to generate a secondary crater from the fragment.

As before, we assume ejected mass is proportional to the primary crater diameter cubed, and that this relationship is self-similar for any two diameter ranges with the same relative factor between minimum and maximum diameter. For example, the results described below are for primary craters between roughly 50 m and almost 6 km in diameter, or a factor of ~140× in primary crater diameter. As long as that same diameter range of 140× is maintained, the relative proportion of primaries to secondaries should remain the same, even if the absolute values of the minimum and maximum diameters change.

The simulation outline for this analysis is as follows.

1. Generate a primary impactor population according to a given differential slope, and a fixed total number of impactors.
2. From those primary impactors, and a distribution of impact velocities (speed and impact angles) appropriate for each body, generate primary craters using Housen and Holsapple (2011).
3. For each primary crater, generate secondary fragments. Generate fragment diameter and velocities according to scaling relationships defined in Housen and Holsapple (2011), with the number of largest secondaries per primary based on the data from Singer et al. (2013).
4. Accumulate a running sum of ejected mass per primary as each fragment is generated, and stop the fragment generation once the running sum reaches the total mass available to make secondaries for that primary, or when there are $10^5$ fragments for that primary, whichever comes first.

5. Use the strength scaling relationship in Housen and Holsapple (2011) to calculate the secondary craters made from the ejected fragments given their diameter, assumed density, and impact velocity.

Limiting the maximum number of fragments per primary to $10^5$ is a practical consideration because each of the larger primary craters could generate $\gg 10^6$ fragments; when multiplied by the number of larger craters, the calculation becomes computationally prohibitive on available desktop workstations. To compensate for this limitation, in these simulations we focus on smaller diameter primary craters with lower overall ejected mass, and for which $10^3$ fragments represent either all or the majority of mass available to make secondaries. And as described above, the relative proportion of primaries to secondaries should remain the same for a given primary-crater diameter range, even if the minimum/maximum values of that diameter range shift to larger (or smaller) values. These simulations improve the completeness of the secondary-crater population by a factor of $100\times$ relative to the simulations with $10^3$ fragments per primary. We address the completeness of the generated fragment populations below.

We use three different model impactor populations, with differential slopes $-2$, $-3$, and $-4$. A $-2$ differential slope is consistent with the primary craters seen on young terrains of the icy satellites, especially Europa and Enceladus, for which there is a clear primary population (and which is supported by the New Horizons observations of Pluto and Charon, see Robbins et al. [2017] and Singer et al. [2016]). A $-4$ differential slope bounds the maximum expected SFD for small primary craters on the Moon. (The Neukum et al. [2001] lunar production function assumes minimal contribution from secondaries at diameters <1 km, and their polynomial description of the SFD at these diameters varies between differential slopes of $-3$ to $-3.8$.) We use Tethys as a reference target body (to establish impact speeds, surface gravity, escape speed, and target strength). The impactors are between 1 and 250 m in diameter, resulting in primary craters roughly between 40 m and ~6 km diameter. To assess the effect of primary-crater density, and the validity of a given number of impactors to capture the relative importance of primary and secondary craters, we ran two cases for each differential population, one with $10^3$ impactors, and one with $10^4$ impactors.

Figure 6 plots the results of the simulations. Panels (a), (b), and (c) show the $10^3$ impactors (gray data) and $10^4$ impactors (black data) for the $-2$, $-3$, and $-4$ differential slope primary impactors. The filled black circles are the resulting primary craters, while the open circles are the secondary craters made by the primaries. The $10^4$ impactor simulations, while more completely sampling the impactor diameters, do not substantively change the outcome from the $10^3$ impactor simulations. These results illustrate some key relationships between the slope of the impacting population, the primary craters made by those impactors, and the resulting secondary craters.

First, these simulations reinforce a conclusion from the simple analytical exercise described earlier, namely that a shallow-sloped primary population will generate more secondaries compared with a steeper primary population over the same diameter range, assuming comparable impact frequencies at a given diameter range. This is a more detailed and explicit illustration of the calculation summarized in Table 3. Second, it is hard to shift the “crossover” diameter to larger sizes as a crater population matures for a population that follows a single power law exponent, where the crossover diameter is the crater size at which secondaries become roughly equivalent to primaries in number. That is because there are only a few “large” secondaries (near 0.05 $D_p$, where $D_p$ is the primary-crater diameter) per primary crater, and even for shallow-sloped primary populations, there will always be more primaries at that size than secondaries. As a surface accumulates more and larger primaries with secondaries around 0.05 $D_p$, the growth of secondaries at that size will always be outpaced by primaries in that size. This conclusion may not hold true for more complex impactor SFDs, which are not well-approximated by a single power law exponent. Third, the secondary-crater SFD is a function of the primary-crater SFD. We discuss this further, using Fig. 7 as the central illustration of this point.

Figure 7 plots only the secondary crater populations for each of the three impacting populations ($-2$, $-3$, and $-4$ differential), as well as both the $10^3$ impactor (gray data) and the $10^4$ impactor (black data) versions of those populations. For each set of gray and black data, the lowest curve is for the secondaries from the $-4$ differential primary population, and the middle and top curves are from the $-3$ and $-2$ differential primary populations, respectively. The data show that the steeper the primary SFD, the steeper the secondary SFD. The secondaries from the $-2$ differential primary population display a roughly $-4$ differential slope, while the secondaries from the $-4$ differential primary population display a nearly $-5$ differential slope. As
introduced in earlier sections, this behavior results from the varying mass available to make secondaries. The greater proportion of larger primary craters for a shallow impacting SFD results in larger secondaries (made by the larger primaries). As the impacting SFD steepens, and the primary craters are biased toward smaller diameters, there is less mass available to make secondaries, and that mass goes into making smaller fragments from the smaller primaries. The relative absence of larger fragments, and thus the relative absence of larger secondaries, steepen the secondary-crater SFD.

The caveats to this simulation are that no impacting population follows a single power law relationship, the diameter range of primaries is limited relative to a typical planetary surface, and the number of fragments is limited to $10^5$ per primary. A realistic impacting population changes slope over its full diameter range, and larger craters can have orders of magnitude more secondaries than the $10^5$ limit. Nevertheless, the general principles of this simulation should remain true for the segments of real populations that can be approximated as power laws. For a given diameter range that can be approximated as a power law, a shallower slope results in a greater relative abundance of secondary craters because there is more mass available to make secondaries from a shallower impacting population when compared to a steeper impacting population.

Figure 6 is a histogram that plots the fraction of $M_{sec}$ (the total mass available to make secondaries) modeled for the $-2$ differential, $10^4$ impacting population, which has the most mass for secondaries.

Fig. 6. Simulated primary and secondary crater populations for three differential slopes, $-2$, $-3$, and $-4$. Panels (a), (b), and (c) have four data sets: the gray data are for $10^3$ primary impactors, the black data are for $10^4$ impactors; the closed circles are the primary craters, the open circles are the secondaries made by the primary craters. Panel (d) is a combination of the other panels to facilitate comparison of all results. Note the change in scales between the panels. In each primary population, small number statistics introduce departures from the power law at the large sizes, and the artificial lower limit to the impactor diameters causes a dip in the smallest diameter bin.
out of the six simulations. The secondary population is completely modeled, or nearly completely modeled, within the $10^5$ fragment limit for the majority of the craters. (This was by design—the reason for simulating small primary craters is because they are most likely to have secondary populations that do not exceed $10^5$ members.) If the self-similarity for the relationship between primary-crater diameter range and ejected mass holds true in a relative sense for a fixed diameter range, then the relative secondary populations should be the same for larger primary crater diameters.

CONSEQUENCES FOR CRATER SFDS AND AGE DETERMINATION

Here we apply the review of earlier work, and the new results in this paper, to refine our understanding of the evolution of crater SFDS, and the consequences for surface age estimation, across the solar system. Previous analyses typically considered endmember solutions for the effect of secondaries on crater SFDS and age determination, either (1) secondaries were inconsequential for age estimates because they are an unimportant fraction of the overall population (e.g., Neukum et al. 2001) or even if they exist in large numbers (e.g., Hartmann 2007), or (2) secondaries impose significant errors in age estimates, and measuring crater SFDS below some diameter has too much uncertainty to reliably determine an age (Bierhaus et al. 2005; McEwen et al. 2005). Based on results discussed in the previous section, there is probably a continuum between those two endmember conclusions.

Before discussing the effect of secondaries in detail, first we address primary craters. The thin, solid lines in Fig. 5 plot the accumulation of primary craters as a function of time. Even though the entire surface is the same age at each time step, there is a range of crater densities at different locations simply due to the inherent variability stemming from the statistical accumulation of primaries. Furthermore, the spread between the minimum, mean, and maximum primary-crater densities changes as a function of time. That means that a crater-based chronology, even in idealized form, can constrain the age to an accuracy no better than that allowed by the spread in primary crater densities that are possible at a given surface age, assuming that surface age is known.

As for secondaries, the central question for chronology is whether or not, or to what degree, secondaries invalidate use of small crater populations for age determination. A different way of asking the same question is whether the accumulation of secondaries with time preserves the deterministic relationship between measured crater density and
surface age. The answer to these questions depends on the relative number of primaries and secondaries that accumulate, and their spatial distribution. The accuracy of the deterministic relationship between crater density and surface age is shown in Fig. 5. The greater the discrepancy between the minimum and maximum crater density curves at a given point in time, the less accurate a crater-based chronology (using crater diameters populated by secondaries) will be. Conversely, as the discrepancy between the minimum and maximum crater density decreases, the accuracy of a crater-based chronology improves.

Of course, the crater-based chronology technique measures crater density and SFD, and uses these to infer an age. Our simulations that model the accumulation of primaries and spatially random secondaries across a surface provide an initial understanding of the evolution of the total crater density (primaries plus secondaries) compared with primaries alone, but because we do not model the complete secondary population, we cannot assess the SFD. Examining spatial density alone, Fig. 5 shows that the combined density of primaries-plus-secondaries evolves differently between the objects, and one cannot reach a universal conclusion that applies to all objects; rather, the outcome depends on the specifics of the target.

In the case of our second simulation type that specifically considers the relationship between primary SFD and the resulting secondary SFD, we see that as the impacting SFD steepens, so too does the resulting secondary SFD, although the steepening of the secondary SFD occurs more slowly in response to a steepening primary SFD. The −2 differential primary population produces an approximately −4 differential secondary population, compared with a −4 differential impacting population that produces an approximately −5 differential secondary population. In addition, a shallow-sloped impactor population produces proportionally more secondaries that a steep-sloped impactor population. The combination of these effects—a greater contrast in SFDs between primaries and secondaries, plus proportionally more secondaries—suggests surface ages derived from a shallow-sloped production function may be more affected by secondaries.

The differences found in the results presented here further enhance the variability in secondary populations described in Bierhaus et al. (2012), who found that the mass available for secondaries (a proxy for the total number of secondaries) depends on impact speed, surface gravity, target properties, \( v_{\text{esc}} \), \( v_{\text{min}} \), and impactor SFD) vary across the solar system, one would expect different secondary populations across the solar system, rather than a monolithic outcome that applies to all cratered surfaces.

These results illustrate the importance of understanding the full suite of factors that contribute to the evolution of a crater SFD. The details of different impacting populations and impact speeds, surface properties, and sizes lead to differences in the primary and secondary crater SFDs between targets, as well as variation in time on the same target. The differences can lead to strongly divergent crater densities on the same surface. Understanding the effect of secondaries on a crater-based chronology is not a function of a single parameter, but rather a combination of several parameters.

Because our current work demonstrates the sensitivity of particular parameters to a given outcome, we do not extrapolate our accuracy estimates to surfaces not yet simulated—i.e., Mercury, Mars, and other icy satellites. Because of the long-standing similarities in the overall crater populations observed on the Moon and Mars, it is certainly reasonable to assume that their outcomes would be comparable, but the Martian atmosphere and active surface processes make a direct comparison complicated (see also Williams et al. [2018]). Observations of Mercury and Europa (Bierhaus et al. 2005) provide strong evidence for a secondary-dominated small crater population for these surfaces.

We reiterate there are some caveats to consider relative to our results. In our simulations that explore the relationship between primary SFD and secondary SFD, we use single-slope primary crater production functions, known to not represent the SFD of the full diameter range of crater populations observed on the surfaces across the solar system, where larger craters have a varying slope. The simulations that track the accumulation of secondaries in time and space are limited to 1000 fragments per primary, and generate secondaries only for primaries above a certain size. As a result, our simulated secondary populations are an underestimate of the true population. Also, we spatially bin the crater populations in a spherical grid of nearly equal-sized sectors. Though each sector is only ~1% of the total surface area, a sector nevertheless represents significantly more area than some studies that use very high-resolution images to measure the small-crater population. Finer scale spatial binning results in greater variability between bins, which would degrade the age-accuracy estimates we quote above.
CONCLUSIONS AND SUMMARY

In this paper, we have summarized current observations of secondary craters across the solar system, from Mercury to Pluto, and provide new work that explores the formation and evolution of primary and secondary crater populations. The available data for observing and characterizing secondary-crater populations continue to expand in the number of targets, areal coverage, and spatial resolution, enabling important advances in our understanding of this fundamental process for midsized and larger bodies. We have unprecedented opportunity to identify the secondary crater population from individual primaries, as well as the ensemble secondary population on a planetary surface. However, the community still lacks consensus in regard to the effect, or not, of secondary craters on crater-based chronologies, with little convergence even after a decade since the last review, and 50 yr since the first peer-reviewed papers on the topic.

Our new results in the previous two sections attempt to resolve the ongoing competing viewpoints in the context of recent observations from across the solar system. The most important general conclusion from recent work, as well as a broad conclusion from new results in this paper, is that secondary-crater populations are multifaceted, and while some general aspects remain consistent between cratered surfaces, each target body will express a unique secondary crater population that depends on several factors. While broad conclusions regarding secondary-crater populations are possible between worlds that share similar factors, the secondary-crater populations will vary between worlds and satellites. We summarize the important similarities and differences below.

Secondary-crater similarities:
1. Secondary-crater SFDs are variable, and are generally steep, meaning \( b > 3 \), and often exceed \( b > 4 \) (where \( b \) is the differential power law exponent).
   i. The maximum diameter secondary for a given primary is typically between \( 0.05 \) \( D_p \) and \( 0.1 \) \( D_p \), where \( D_p \) is the parent primary diameter.
   ii. While some secondaries reach this size, the vast majority of secondaries from a given primary impact are smaller.
   iii. The presence of larger secondaries on Mercury (high mean impactor speed), in conjunction with the absence of secondaries and Pluto and Charon (low mean impactor speed), suggests that impactor velocity may play a role in fragment ejection.
2. The physics of the crater excavation process results in an inverse mass–velocity relationship; i.e., less mass is ejected at higher velocities, more mass is ejected at lower velocities.
3. The largest ejected fragments are the slowest moving.
4. There is a minimum speed required for bolides to form secondary craters, \( v_{\text{min}} \), and that minimum speed likely changes between target surfaces.

Secondary-crater differences:
1. Because the secondary SFD is a function of the primary SFD, different impactor SFDs will generate different secondary crater SFDs.
   i. The steeper the primary SFD, the steeper the secondary SFD, and vice versa.
   ii. After New Horizons observations of small craters on Pluto and Charon, it is clear that the comet population SFD (derived from small KBOs) differs from the asteroid population SFD. Because comets are the predominant impactor on the icy satellites of the giant planets, and asteroids are the predominant impactor on terrestrial planets, we conclude that both the primary—and thus the secondary—crater populations between the terrestrial planets and icy outer-planet surfaces should be different, even ignoring other factors.
2. The minimum distance from the primary at which secondaries appear depends on surface gravity and \( v_{\text{min}} \).
3. The spatial distribution of secondaries depends on surface gravity, which varies between objects.
4. Target properties will affect the production and distribution of secondaries. Though not directly discussed in this paper, target properties affect the size of a primary crater, and thus the amount of mass available to make secondaries. Also, because many secondaries form in the strength regime, target strength affects the resulting secondary SFD. And while not well quantified, \( v_{\text{min}} \) should vary between target strengths, with stronger targets causing increased \( v_{\text{min}} \).

A “first-order” treatment of secondary-crater populations, using the mass available to make secondaries as a proxy (Bierhaus and Dones 2012; Bierhaus et al. 2012), generated results consistent with several observations available at the time, specifically that Europa should have the most significant secondary population of any giant-planet icy satellite, Rhea should have the most secondaries for the mid-sized Saturnian satellites, and Mercury should have significantly more secondaries than the Moon or Mars. We advance those conclusions here via simulations that model the accumulation of primary and secondary crater populations as a function of time. The simulations use: current best estimates of the impactor populations to generate the primary
craters; crater ejecta scaling laws to generate realistic ejecta fragments that comply with known mass–velocity relationships; and SWIFT (a well-established numerical integrator, Levison and Duncan 1994) to compute the trajectories of ejecta fragments, tracking their impact locations and speeds. The results of these simulations further emphasize the variability of secondary-crater populations.

Because the contributing factors to secondary craters vary across the solar system, secondary-craterr populations do not have a consistent accumulation in time, and therefore affect age estimate accuracies to varying degrees. Secondaries accumulate at different rates between surfaces, and the relative proportion (and thus age accuracy) of primaries and secondaries changes in time for the same surface. It is crucial to account for the different factors that dictate the number and extent of secondary craters, for the factors can combine in ways that result in different crater-derived age uncertainties between planetary surfaces.
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