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1. Abstract 

      Increasing internet traffic, along with rising complexity of optical communication systems 

have motivated the development of novel experimental, mathematical and computational tools. 

Optical networks are being used in more applications such as 5G wireless systems in which internet 

traffic continuously varies in both time and location. Slow reconfiguration in optical networks 

leads to network inefficiency and under-utilization of resources. This problem created interest in 

realizing a reliable method that can perform real-time switching and wavelength provisioning, in 

order to adapt to the fluctuating traffic patterns. Such systems having rapid-switching capabilities 

are susceptible to power excursions that diminish the Quality of Transmission (QoT).  Widely used 

reconfigurable optical add-drop multiplexer (ROADM) based transparent optical networks, which 

do not need optical-electrical-optical (O-E-O) conversion, can potentially benefit from signal 

quality monitoring in the optical domain (i.e. optical performance monitoring). Additionally, for 

optical switching the QoT must be evaluated prior to establishing the new wavelength route in a 

given transparent wavelength division multiplexed (WDM) network. The complexity of optical 

communication systems has resulted in researchers looking for new methods to determine QoT. 

Artificial Intelligence (AI) and its sub-field of Machine Learning (ML) together with telemetry to 

collect more data have attracted interest for use in optical networks to improve QoT prediction.  

      In this thesis, a non-disruptive optical probe based real-time telemetry solution capable of 

measuring QoT and performing optical performance monitoring (OPM) was built. Our device, the 

non-disruptive optical probe monitor (ND-OPM) uses short optical pulses to probe a network’s 

performance to obtain data for QoT metrics. Unlike other methods, probing can be done before 

wavelength provisioning/reconfiguration, supporting wavelength routing and assignment 
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decisions prior to switching. Using this technique, the wavelength dependent gain of an Erbium-

doped fiber amplifier (EDFA) was estimated non-disruptively, along with prediction of the channel 

power and optical signal to noise ratio (OSNR) of a provisioned channel. Additionally, a remote 

and automated SDN-based process for running experiments and collecting large datasets required 

to characterize optical systems deployed in the COSMOS Testbed was studied. The experimental 

results include measurements of amplifier gain and power spectra for randomized channel loading 

configurations. This data can be used to develop ML algorithms for QoT estimation. Finally, we 

have reviewed some of the AI/ML techniques that have been applied to the field of optical 

communications.  
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2. Introduction 

 
      Fiber-Optic communication systems are perhaps the most important enabling technology for 

the modern internet. Major technological advancements in optical communication systems over 

the past few decades have given rise to the high-speed, high-bandwidth internet service available 

to people around the globe.  

2.1. Wavelength Division Multiplexing and ROADM networks 

      One of the key technological ingredients of the ultra-high capacity long-haul optical networks 

of today is Dense Wavelength Division Multiplexing (DWDM). Wavelength Division 

Multiplexing refers to the technique of sending multiple optical signals of slightly different 

wavelengths down the length of a single optical fiber. WDM systems enable multiplication of the 

networks capacity without having to deploy additional fiber cables. For example, a 160-channel 

WDM system with a modest transceiver capacity of 10 Gb/s can realize an ultra-high net data rate 

of over 16 Tb/s, over a single optical fiber. Although theoretically even a single channel with a 

very high data rate can realize transmission capacities similar to WDM, such a system is not 

feasible due to the inability of the optoelectronic transmitters/receivers to handle such high data 

rates, and due to strong dispersive effects. As a result, WDM systems have become essential in 

order to keep up with the ever-rising internet capacity demand. The three types of WDM: normal, 

coarse and dense all follow the same working principle but cater to different applications due to 

differences in number of channels, channel spacing and optical amplification. For long distance 

and high data capacity applications, such as in the internet backbone, dense WDM (DWDM) is 

used. DWDM systems have a large number of channels (ranging from 40 to 320) that are closely 
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spaced (typical channel spacing is 12.5, 25, 50 or 100 GHz). WDM systems consist of lasers, 

modulators, a multiplexer (MUX) at the transmitter side and a demultiplexer (DEMUX) at the 

receiver side for joining and separating the different optical signals, respectively.  

 

Figure 2.1 A simplified schematic of a WDM system; original figure from Shiva Kumar and M. 

Jamal Deen, “Fiber Optic Communications: Fundamentals and Applications,” John Wiley and 

Sons, April 2014 [1]  

 

A device that can perform both these functions is known as an Optical Add-Drop multiplexer 

(OADM). The most commonly used type of OADM is called Reconfigurable Optical Add-Drop 

multiplexer (ROADM), which is one of the most important network elements in today’s advanced 

optical networks. ROADMs allow active selection of certain channels to add and drop from a given 

WDM signal, without hindering the path of the remaining wavelengths to other network nodes [2]. 

This is done remotely by using a switching array known as Wavelength Selective Switch (WSS). 

In addition to wavelength selection and switching, WSS’s are usually also endowed with the ability 

to monitor and balance the channel power.  
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Figure 2.2 Block diagram of a Lumentum ROADM [3] 

 

2.2. Erbium Doped Fiber Amplifiers 

      Another key component of optical communication systems is the Erbium Doped Fiber 

Amplifier (EDFA) that can amplify the signal power in a fiber-optic channel in the optical domain. 

EDFAs operate in the C-band of optical communications, which centers around 1550 nm: the 

wavelength corresponding to minimum loss in standard single-mode fibers made out of fused 

Silica. EDFAs that compensate for the various types of attenuations in the fiber-optic transmission 

line are known as In-line amplifiers. A booster amplifier is one that is placed on the transmit port 

of a node to ensure that enough optical power is launched into the fiber cable whereas a pre-

amplifier is responsible for ensuring that sufficient optical power is incident on the receiver. A 2 

degree (port) ROADM consists of two amplifiers: a booster (right after the MUX) and a pre-amp 

(right before the DEMUX), for the same reasons as above.  
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Figure 2.3 Schematic depiction of Booster, In-line and Pre-amp EDFAs; original figure from 

https://www.fiberlabs.com/glossary/erbium-doped-fiber-amplifier/ [4]  

 

2.3. Disaggregated Optical Systems 

      In recent times, the study of disaggregated optical systems has been of particular interest [5]-

[7]. In traditional aggregated optical systems, the entire transport system acts as a single managed 

system, coming from a particular vendor. In partially disaggregated systems, which are currently 

being deployed, the transponder is one unit and the open line system (OLS) is the other. Open line 

optical systems disaggregate WDM transport into functional units corresponding to the best 

possible component among competitors coming from different vendors. This type of architecture 

typically comes with open application programming interfaces and end-to-end software-defined 

network management and control. However, in fully disaggregated systems, every single 
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component is a separate network element. Disaggregation prevents vendor lock-in and takes us 

closer to realizing low cost and scalable, software controllable optical communication systems.  

 

Figure 2.4 Levels of disaggregation in optical systems; original figure from Chongjin Xie et al, 

"Open and disaggregated optical transport networks for data center interconnects [Invited]," J. 

Opt. Commun. Netw. 12, C12-C22 (2020) [6] 

 

2.4. Software defined networking in Optical Systems 

      The principle of Software defined networking (SDN) has been recently applied to optical 

networks for enhanced network management and control, giving rise to the field of Software 

Defined Optical Networks (SDON). The basic idea behind SDN is the separation of the data plane 

from the control plane and implementing centralized network control via an SDN controller. 

Although optical networks have major advantages such as their high bandwidth, they are relatively 

difficult to manage via SDN due to the complex physical layer switching characteristics [8]. 

Nevertheless, SDON has been extensively researched in recent times [8], and holds the key to 

programmatically efficient optical networks of the future.   
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2.5. Quality of Transmission and Performance Monitoring 

      Standard single-mode fibers that are most widely used in long distance communication have 

undergone continuous improvement to reach a current attenuation value of less than 0.2 dB/km. 

The optical signal quality in an optical fiber is prone to degradation via different noise sources. 

The most important source of noise in long-haul optical systems is amplified spontaneous emission 

(ASE) noise, which is an inevitable consequence of the EDFA gain mechanism. The Optical Signal 

to Noise Ratio (OSNR) is simply defined as the ratio of the signal power to the ASE power. 

However, in order to estimate the signal quality more accurately, especially at higher powers, we 

ought to take into consideration the nonlinear effects as well. The Generalized OSNR (GOSNR) 

is an improved Quality of Transmission (QoT) metric that incorporates the nonlinear impairments. 

Another valuable metric to quantify the QoT is the Bit Error Rate (BER). In digital 

communications, BER is defined as the ratio between the numbers of received error bits to the 

total number of received bits in a certain amount of time. The bits get altered (0 to 1 or vice versa) 

due to signal impairments or noise. Most often, the BER that is of maximum interest is the one 

measured by Forward Error Correction (FEC) decoding before the error correction is applied; 

commonly abbreviated as PRE-FEC BER. Optical parameters such as those mentioned above are 

critical to the performance of the optical system and need to be continuously monitored and 

controlled in order to achieve an optimum level of performance. These set of techniques are 

collectively referred to as Optical Performance Monitoring (OPM). Optical Channel Monitoring 

(OCM) is one such OPM mechanism that can be used to measure channel power, presence and 

wavelength. Modern OPM techniques go beyond the functionality of OCM and provide 
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monitoring and telemetry of important optical parameters including amplifier gain characteristics, 

OSNR, chromatic dispersion, polarization mode dispersion, and Quality factor [9].   

 

Figure 2.5 Various optical parameters that modern OPM can monitor; original figure from Z. 

Dong, et al, "Optical Performance Monitoring: A Review of Current and Future Technologies," 

in Journal of Lightwave Technology, vol. 34, no. 2, pp. 525-543, 15 Jan.15, 2016, doi: 

10.1109/JLT.2015.2480798 [10]  

 

Besides physically measuring the QoT metric in an experiment, it is very useful to also be able to 

predict QoT by using mathematical models. In optical networks, it is imperative to be able to 

predict the QoT of a system before optical switching actions such as wavelength assignment or 

bandwidth allocation is implemented. This has resulted in the development of new fast and 

accurate QoT prediction algorithms (also known as QoT estimators) [11] - [13]. While working 

with fiber, it is essential to include signal impairments due to nonlinear effects in a QoT estimation 

algorithm. One such promising method that has been used in recent times is the Gaussian Noise 
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(GN) model and its Python implementation known as GNPy. The GN model assumes the signal 

distortion due to nonlinear effects in fiber to be of additive Gaussian type, which is independent 

of the ASE noise [14].  

2.6. Dynamic WDM networks and Channel Probing 

      With increasing internet traffic, most WDM networks are provisioned for peak traffic 

requirements, leading to network inefficiency. This traditional method, often known as the ‘fat 

pipes’ approach is slowly losing relevance as the demand for optical systems capable of SDN 

controllable wavelength provisioning based on evolving traffic patterns is growing [15]. Weiyang 

Mo et al. came up with a novel, non-disruptive probing technique that can be used to execute real-

time wavelength routing and assignment decisions that appear before switching. Unlike other 

methods of estimation, probing can be done before wavelength provisioning/reconfiguration, and 

allows the identification of channels suitable for fast wavelength reconfiguration. The probe signal 

is used to measure (probe) unoccupied channel performance through important parameters such as 

channel power, amplifier gain, power excursion and OSNR in a given WDM Optical Network [16] 

- [17]. In this thesis, we have proposed a device called a non-disruptive optical probe monitor (ND-

OPM), which uses fast optical channel probing for real-time telemetry of WDM networks. The 

ND-OPM was built and tested for advanced optical performance monitoring functionalities and 

QoT measurement. 

2.7. Artificial Intelligence and Data collection 

      Another emerging trend in optical systems is the application of Artificial Intelligence (AI) 

techniques and especially Machine Learning (ML) algorithms to optical networks [18] - [19]. 
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Machine learning is a subset of AI, which uses data to train computer systems so that they can 

make useful predictions. In optical networks, AI techniques have been used in diverse applications 

such as in the modelling of EDFAs, optical performance monitoring, managing fiber 

nonlinearities, QoT estimation, network planning and reconfiguration, and in Software defined 

networking [20]. AI and ML have shown promising results in enhancing the performance of optical 

systems and continue to be researched extensively around the world. In order to make accurate 

predictions of physical parameters using ML, it is important to have large sets of data that represent 

the applicable range of system behavior. As a result, it is highly beneficial to have remote, semi-

automated mechanisms for collecting data from an optical communication system, either in the 

field or in a testbed. In this thesis, we examine the EDFA data collection process and results, 

coming from the COSMOS testbed in New York City [21]. Additionally, we have explored some 

of the AI/ML techniques that can be used on the collected data to make important predictions and 

assist in accurate QoT estimation.   
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3. Non-Disruptive Optical Probe based Telemetry  

      In this work, we have designed and built a prototype non-disruptive optical probe monitor 

(ND-OPM), to be used as an Optical Performance Monitoring (OPM) device for remote network 

telemetry. We have deployed and tested the ND-OPM units in the University of Arizona’s TOAN 

Testbed at the Wyant College of Optical Sciences. Critical WDM network parameters including 

EDFA wavelength dependent gain, channel power and OSNR were measured/predicted using the 

ND-OPM. These parameters were calculated using a short optical pulse probe signal that is non-

disruptive in nature [16] – [17].  

3.1. Optical Performance Monitoring and Telemetry 

      In transparent optical networks, where there is no O-E-O conversion, it is imperative to 

evaluate the signal quality in the optical domain. As discussed earlier, an optical signal propagating 

through an optical fiber is susceptible to several different types of impairments that limit the 

performance of the optical transmission system as a whole. Therefore, it is necessary to implement 

a mechanism that can continuously monitor the performance of an optical system through different 

QoT metrics, and carry out effective fault management. In a broad sense, Optical Performance 

Monitoring (OPM) can be defined as physical layer monitoring of the signal quality in the optical 

domain [9]. The goal of OPM is to bring about higher stability, management, reconfigurability and 

flexibility in optical networks. This is achieved by monitoring vital network parameters, and using 

that to diagnose and repair faults in the network; allocating resources, and managing incoming 

traffic [22]. There are three levels of OPM as shown in Figure 3.1.  
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Figure 3.1 The three OPM layers; original figure from D. C. Kilper et al, "Optical performance 

monitoring," in Journal of Lightwave Technology, vol. 22, no. 1, pp. 294-304, Jan. 2004, doi: 

10.1109/JLT.2003.822154 [9] 

 

OPM is usually associated with a telemetry system that can collect and store data at a remote 

location, to be routed to the measurement device in order to execute the monitoring function. OPM 

and the corresponding telemetry systems play crucial role in modern WDM systems based on 

Software defined networking (SDN). The telemetry data is fed to an SDN control plane, which 

uses the data to perform important decision-making related to network management and control 

[23]. Common quantities that are measured via OPM are listed in Figure 2.5. We can thus conclude 

that OPM/telemetry systems aided by SDN intelligence provides an invaluable tool for both QoT 

measurement and effective network management and control. 

      In this thesis, we have developed a telemetry device called the non-disruptive optical probe 

monitor (ND-OPM), which provides low cost, robust and portable instrumentation for gathering 

QoT data and performing OPM. The collected data can also be used for Artificial Intelligence and 
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Machine learning applications in order to realize intelligent, programmable optical networks for 

5G and beyond.  

3.2. Critical Parameters in Optical Transmission 

      The three most important physical parameters that govern the physics of optical transmission 

are optical power, noise and EDFA induced gain. In order to have a detailed understanding of the 

optical system performance, it is necessary to devise methods that can measure, monitor, regulate 

and predict the values of these parameters. In order to achieve this, physicists and engineers have 

come up with powerful analytical tools and sophisticated instrumentation. In this thesis, we have 

presented a new method for measuring these parameters in a WDM optical system.  

3.2.1. Optical Power 

      Optical power is a measure of the optical energy flowing per unit time, due to the propagation 

of electromagnetic waves in a medium (quantized as photons). Optical power is usually expressed 

either in mW or in dBm. In optical fiber based transmission systems, it is the power, which 

determines how much optical signal, or data is being transported along the fiber. Various sources 

of loss attenuate the optical power, which have to be compensated by using optical amplifiers. 

Additionally, the OSNR, which is the most commonly used signal quality/QoT metric, is also 

determined by the ratio of signal and noise optical powers. The optical power emitted by a light 

source is usually spread over a range of wavelengths, and this must be taken into account while 

measuring the optical power, since the responsivity of a photodetector is often wavelength 

dependent. A device, which measures optical power, is called an optical power meter.  
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      In order to evaluate the system performance, it is often required to do a link budget analysis 

that takes into account the various losses, gains in the link starting from the transmitter and ending 

in the receiver, through the fiber cable. The end goal is to determine the received power and 

evaluate if the received power and the signal quality (quantified via the OSNR) is suitable for the 

application. The various types of losses encountered in a fiber-optic link are listed below.  

1. Insertion loss 

2. Scattering loss 

3. Absorption loss 

4. Bending loss 

5. Splicing loss 

It is very important to keep the optical power value within an acceptable range, since both too high 

and too low values of optical power are detrimental to the system performance. High powers foster 

nonlinear impairments leading to signal degradation, whereas low powers diminish the OSNR and 

the BER. Power excursions, particularly those induced by wavelength dependent gain of EDFAs 

are discussed in sections 3.3. In WDM systems, we are usually interested in three types of power 

measurements: launch power into the fiber span, power corresponding to a particular channel, and 

the power before/after an EDFA.  

3.2.2. Noise in Optical Systems 

      Fiber-optic communication systems like their wireless counterparts experience different kinds 

of undesirable components in the data-carrying signal. While designing an optical system, it is 

essential to identify the noise sources that will contribute to lowering the OSNR and the BER, 

thereby distorting the optical signal. Noise is added to the signal in the modulation, propagation 
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and detection processes. The various noise sources in an optical transmission system are pictorially 

represented in Figure 3.2 below.  

 

Figure 3.2 Noise sources in an optical transmission system; original figure from M. Cvijetic and 

I.B. Djordjevic, "Advanced Optical Communication Systems and Networks," Artech House, 

2012 [24] 

 

It is important to note that the effect of the various sources of noise becomes apparent after the 

photo-detection process in the receiver. Noise can be classified into two groups: multiplicative and 

additive. Multiplicative sources include [24]: 

1. Mode partition noise: caused by unequal distribution of power among longitudinal modes 

and micro-fluctuations in the intensity of each longitudinal mode in a multimode laser. 

2. Modal noise: seen in multimode fibers due to the random excitation of transverse modes 

and power distribution among them.  

3. Laser intensity noise: result of tiny variations in the intensity of the laser output.  

4. Laser phase noise: caused by micro variations in the phase of emitted photons.  

5. Shot noise: a fundamentally quantum process associated with the Heisenberg uncertainty 

of photons in an ideal laser generated electric field.  

6. Avalanche shot noise: a consequence of the random amplification process in electron-hole 

pairs generated during the action of avalanche photodiodes.  
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The additive sources are listed and explained below [24]: 

1. Amplified Spontaneous Emission (ASE) noise: it is a direct consequence of the 

amplification process in optical amplifiers in the system.  

2. Cross-talk noise: occurs in WDM systems, where the signal in one channel interferes with 

the one in a neighboring channel.  

3. Dark current noise: caused due to electron-hole pair production in photodetectors from 

thermal processes.  

4.  Thermal noise: a result of the resistive part of the input impedance of an optical receiver.  

These noise sources listed above are all linear in nature, but there also exists very important 

nonlinear effects, that must be taken into consideration. The most important nonlinear phenomena 

in optical fibers are: 

1. Kerr effect: change in refractive index of a material due to an electric field. If the electric 

field is caused due to the optical pulse itself, the phenomena is known as the optical Kerr 

effect.  

2. Self-phase modulation (SPM): the phase shift in the optical pulse caused due to change in 

refractive index (called Optical Kerr effect) 

3. Cross Phase modulation (XPM): it refers to the effect of the changed refractive index (due 

to Kerr effect) on the phase of another wavelength of light.  

4. Four Wave Mixing (FWM): occurs when the interaction between two or three wavelengths 

produce one or two new wavelengths.  

5. Raman scattering: the inelastic scattering of photons by molecules, where the frequency of 

the scattered photon is different from that of the incident photon.  
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6. Brillouin scattering: a photon-phonon interaction process that involves the annihilation of 

a pump photon and creation of a Stokes photon and a phonon.  

Although, nonlinear effects in fiber generally act as a limiting factor in the overall transmission 

system performance, there are exceptions to the rule. For example, Raman scattering can be 

utilized constructively in making Raman amplifiers and lasers.  

      In WDM systems that are of most interest in this thesis, the major noise source is the ASE 

noise that forms an integral part of amplified and optically switched transmission systems. While 

calculating the OSNR in such systems, we take into consideration only the ASE noise. Thus, we 

can write: 

OSNR =  
𝑆𝑖𝑔𝑛𝑎𝑙 𝑝𝑜𝑤𝑒𝑟

𝐴𝑆𝐸 𝑛𝑜𝑖𝑠𝑒 𝑝𝑜𝑤𝑒𝑟
                                                                                                              (3.1) 

The OSNR per-channel computed at the end of the transmission line can be written as [24]:  

𝑂𝑆𝑁𝑅 =  
𝑃𝑜

𝑀
−𝑁𝐹.ℎ.𝜈.𝐵(𝑒𝛼.𝐿𝑠𝑝−1)𝐿/𝐿𝑠𝑝

𝑁𝐹.ℎ.𝜈.𝐵(𝑒𝛼.𝐿𝑠𝑝−1)𝐿/𝐿𝑠𝑝
 = 

𝑃𝑐ℎ−𝑁𝐹.ℎ.𝜈.𝐵(𝑒𝛼.𝐿𝑠𝑝−1)𝑁

𝑁𝐹.ℎ.𝜈.𝐵(𝑒𝛼.𝐿𝑠𝑝−1)𝑁
                                    (3.2)                                                                                                                                        

Here, Po is the total launched optical power at the optical amplifier into the fiber; Pch is the launched 

power within an individual optical channel; M is the number of channels; NF is the noise figure of 

the optical amplifier; B is the optical filter bandwidth; α is the fiber attenuation coefficient; Lsp is 

the span length; L is the total link length and N is the number of spans, L/Lsp. The Noise figure, 

which is simply the ratio of the SNR at the input of the amplifier to that at the output, is commonly 

used to characterize the noise added by an optical amplifier.     

The generalized OSNR (GOSNR) is an improved QoT metric that includes the nonlinear 

interference (NLI) noise in addition to the ASE noise. We can define GOSNR as: 
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GOSNR = 
𝑆𝑖𝑔𝑛𝑎𝑙 𝑝𝑜𝑤𝑒𝑟

𝐴𝑆𝐸 𝑛𝑜𝑖𝑠𝑒 𝑝𝑜𝑤𝑒𝑟 +𝑁𝐿𝐼 𝑛𝑜𝑖𝑠𝑒 𝑝𝑜𝑤𝑒𝑟
                                                                                    (3.3) 

3.2.3. Gain in EDFAs   

      The various types of power losses discussed in Section 3.2.1. are compensated in an optical 

system by using optical amplifiers. Optical amplifiers come in different types: semiconductor 

optical amplifier (SOA), Raman amplifier, and Erbium doped fiber amplifier (EDFA). In DWDM 

systems of interest to us, EDFAs are most commonly used due to their compatibility with the 

operating wavelengths of transmission systems (around 1550 nm).  As discussed in Section 2.2., 

EDFAs work in three configurations: booster, pre-amp and in-line. The gain of optical amplifiers 

is expressed in dB as: 

Gain (dB) = 10.log10 (Pout/Pin)                                                                                                      (3.4) 

      The basic physics behind the gain mechanism of EDFAs is stimulated emission via population 

inversion. Narrow linewidth semiconductor lasers operating at 980 nm or 1480 nm are used as the 

optical pump for achieving population inversion. Erbium doped silica fibers are used as the 

transmitting medium. The signal to be amplified is combined with the pump source by means of a 

wavelength selective coupler (WSC). An optical isolator is used at the output end in order to 

prevent the reflections occurring in the transmission line to interfere with optical signal inside the 

EDFA [1]. A schematic diagram of an EDFA is shown in Figure 3.3 below.  

 

 

 

Figure 3.3 Schematic representation of an EDFA 

 

WSC ISOLATOR Input signal 

Pump 
EDF Amplified Output 

Signal 
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The gain of an EDFA is primarily determined by the pump wavelength and the pump power. One 

of the biggest advantages of EDFAs is their large gain bandwidth (~ 30 nm). This enables them to 

be used in DWDM systems, where a single amplifier can amplify multiple wavelength channels 

having high data rates without inducing any gain narrowing [25]. In general, the gain profile of an 

EDFA is not flat and varies as a function of the wavelength. This non-flatness includes ripple and 

tilt and leads to signal degradation as the signal travels across multiple amplifiers. The gain flatness 

or tilt can be set or adjusted due to the presence of a gain-flattening filter. Even if the tilt is set to 

zero, EDFAs still experience a wavelength dependent gain ripple, which is a very important 

characteristic of an optical system that affects the QoT. The gain ripple also causes power 

excursions.    

3.3. Principles of Short Pulse Probing 

 

      In WDM systems, it is vital to be able to estimate the QoT, which primarily depends on the 

OSNR, power and EDFA gain spectrum, before performing a wavelength switching operation. 

This ensures that the signal can be set up error free. If the power dynamics can be taken into 

account, then the switching or provisioning configuration time can be minimized while keeping 

the OSNR and power within the desired limits, thereby allowing rapid wavelength switching 

operations in response to changing internet traffic. In this thesis, we evaluate a device called the 

non-disruptive optical probe monitor (ND-OPM), which can predict the three above-mentioned 

QoT metrics accurately by using a short optical probe pulse of duration 5 µs or shorter. The most 

important feature of this probe pulse is that it is non-disruptive; implying that established WDM 

channels in the network are not affected by the probe pulse. As discussed earlier, power excursions 

are caused due to the wavelength dependence of the amplifier’s gain. The automatic gain control 



29 

 

mechanism (AGC) of EDFAs typically have a response time of the order of tens of microseconds 

[31]. If the duration of the probe pulse is shorter than the response time, the AGC is unable to 

maintain sync with the instantaneous channel loading configurations, thereby preventing power 

excursions. Thus, a probe pulse having a sufficiently small duration can estimate the wavelength 

dependent gain characteristics of an EDFA, without having to deal with power excursions. The 

power excursion in a given channel due to switching is modeled using the formula [32] below: 

Po, k = GT (∑  𝑁
𝑗 =1 Pi, j / ∑  𝑁

𝑗=1 gj Pi, j) gk Pi, k                                                     (3.5) 

Here, Pi, k and Po, k are the input and output power of channel k, respectively; GT is the target mean 

gain of the EDFA; gk is the gain ripple/tilt for wavelength k and N is the number of currently used 

channels. By measuring the input and output powers of the probe signal at a particular wavelength 

channel, the gain corresponding to that wavelength can be predicted. By varying the wavelength 

of the probe pulse across different DWDM channels, the entire EDFA gain spectrum can be 

estimated. Using (3.5), we can calculate the power excursions corresponding to the probe channel, 

thereby allowing us to predict the optical channel power for a provisioned (currently unused) 

channel, if a channel is added to the wavelength under test. The OSNR of the probe pulse 

(provisioned channel) can be estimated by measuring a difference in the power received by the 

photodetector between a peak and non-peak of the probe pulse. This is done by measuring the 

output channel power when the optical probe pulse is absent (noise) and comparing it with the 

output probe pulse power (noise + signal). With this information, the OSNR for a provisioned 

channel can be estimated by using (3.1).   
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Figure 3.4 Screenshot of the output pulse from the photodetector as seen on the oscilloscope 

 

      Thus, we have discussed the physics behind how a non-disruptive, short optical probe pulse 

can be used to estimate the EDFA gain spectrum and the power, OSNR of a provisioned (currently 

unused channel). Instead of using a short pulse, we can also use a weak probe pulse since both of 

them are almost equivalent owing to their common low average powers.  

3.4. Non-disruptive optical probe monitor Design 

      The block diagram and a photo of our non-disruptive optical probe monitor (ND-OPM), built 

for QoT measurement and telemetry are shown in Figure 3.5 and 3.6 below, respectively. The 

generated probe pulse is sent into the network via port A, and the output is received by the photo-

detector via port B.  
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Figure 3.5 Schematic of our Non-disruptive optical probe monitor 

 

 
 

Figure 3.6 Photo of our Non-disruptive optical probe monitor 

 

3.5. Components 

      The main components of our ND-OPM, along with their features are listed: 
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1. Integrated Tunable Laser Assembly (iTLA) 

 

Figure 3.7 Pure Photonics iTLA 

 

2. Fast Single Pole Switch 

 

Figure 3.8 Agiltron Single Pole Switch  
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3. Photo-detector 

 

Figure 3.9 Menlo Systems Photo-detector 

4. Integrated Oscilloscope/AWG 

Figure 3.10 Analog Arts Oscilloscope and Arbitrary Waveform Generator 

3.6. Experimental Setup in the TOAN Testbed 

      After building our ND-OPM by assembling all the components discussed above, we packaged 

the device on a 1 RU rack mountable box as shown in Figure 3.6. We then proceeded to test the 

ND-OPM in the Testbed for Optical Aggregation Networks (TOAN) at the University of Arizona. 

A schematic diagram of the network testbed configuration and its photo are shown in Figure 3.11 

and 3.12, respectively.  A 90-channel WDM source and the probe signal (ND-OPM Tx) are sent 

to a Wavelength Selective Switch (WSS) to create different channel configurations. The output of 
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the transmitter side of the ND-OPM  containing the probe pulse (ND-OPM Tx) is fed to different 

wavelength channels spanning across the WDM spectrum (channel 5, 15, 25, 35, 45, 55, 65, 75, 

85). An optical signal is launched at an established WDM channel having index 50 (Tx). In order 

to monitor the signal that goes into the span, a 1 X 2 splitter with a splitting ratio of 1: 99 was used. 

This allows 1% of the signal to be sent to the WSS’s Optical channel monitor (OCM) for power 

monitoring. The rest 99% of the signal was sent to the fiber span, with the launch power before 

the fiber span being maintained at 0 dBm. The optical signal and the probe pulse are both sent 

through the same optical link and travel through WSS 1, an EDFA, 20 km spool of Standard single 

mode fiber WSS 2, and finally reach the receiver side Rx . Using this optical network testbed setup, 

fast and non-disruptive channel probing can be done for collecting QoT data, as explained in detail 

in succeeding sections of this chapter. By simply connecting the ND-OPM unit(s) to a testbed or 

an actual WDM optical network under study, we can gather crucial telemetry data for QoT 

measurement.   

 

Figure 3.11 Experimental Setup of the Optical Network Testbed 
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Figure 3.12 Photo of the Experimental Setup of the Optical Network Testbed 

3.7. Working principle 

      The underlying physics of our ND-OPM has already been outlined in Section 3.3. In this 

section, we will delve deeper into the functionalities of the various components that make up our 

device (See Section 3.5) and understand how they can work together to predict QoT. We can see 

in Figure 3.6 that the ND-OPM can be divided into two parts: the transmitter side (ending at port 

A) and receiver side (starting at Port B). Let us discuss the function of the two sides separately.  

ND-OPM Transmitter Side: The iTLA acts as the source for our optical probe pulse. We use the 

GUI to tune the wavelength of the iTLA, so that it matches with the chosen WDM channels 

(Channels 5, 15, 25, 35, 45, 55, 65, 75, 85); as needed to calculate the entire EDFA gain spectrum. 

The output power too can be tuned and we usually keep it to the lowest possible value (3 dBm) in 

order to eliminate any chances of overpowering the component(s). The output of the iTLA goes to 
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the on-off switch in order to generate the desired probe pulse. The Arbitrary Waveform Generator 

(AWG) port of our integrated oscilloscope/AWG is connected to the on-off switch via a SMA to 

BNC cable, so that a suitable electrical pulse can be set to actuate the on-off switch. We set a 

rectangular pulse having a signal frequency of 10 kHz, an amplitude of 3.5 V, zero DC offset and 

a Duty cycle of 5%. This pulse is able to drive the on-off switch, thereby modulating our iTLA 

signal to give us a short optical probe pulse of duration 5 µs. The probe pulse thus formed is then 

launched into the network via the WSS together with the optical signal (channel 50), and travels 

across the EDFA. Since the duration of the pulse (5 µs) is much shorter than the EDFA’s response 

time, it can be used to estimate the wavelength dependent gain of the EDFA without power 

excursions. The probe pulse is also used to predict other important network parameters (QoT 

metrics) such as channel power and OSNR.  

ND-OPM Receiver Side: After the probe pulse has been sent through the EDFA and the fiber span, 

the output signal reaches the receiver side of the ND-OPM via the second WSS. The received 

optical signal is then converted into an equivalent electrical signal via the fast photodetector. The 

output electrical waveform is then read from the oscilloscope, and both the peak and idle voltages 

(noise) corresponding to each channel loading configuration are noted down. We also calibrate the 

photo-detector in order to determine its responsivity, which helps us to calculate the optical powers 

(channel power/noise power) from the measured voltages. The measured voltages, along with the 

detector responsivity and the EDFA gain ripple can thus be used to predict the optical power and 

OSNR of a provisioned channel. Our iTLA and oscilloscope/AWG come with micro-USB 

interfaces and are connected to our laptop via a USB hub for easy control via the GUI. Thus, by 
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getting remote access of the laptop, we can easily run experiments and collect data at a remote 

testbed, without having to be physically present there.  

3.8. Experimental Results 

      In this section, we will show the various experimental results we obtained for measuring QoT 

using our ND-OPM in the optical network testbed shown in Figure 3.11. Before connecting our 

ND-OPM to the testbed, we performed a back-to-back (B2B) test in order to verify that the optical 

probe pulse has the desired shape and power. For doing this, we connected the transmitter side 

pulsed output (probe signal) at port A directly to port B, consisting of the photodetector and the 

oscilloscope/AWG by bypassing the WSS. This way, we can view the probe pulse waveform on 

the oscilloscope and ensure that it will be able to perform fast probing in the network testbed as 

desired. We also measure the optical power using an in-channel power meter and verify that the 

value is in accordance with the electrical pulse’s duty cycle. After this, we went ahead with 

calibrating our photodetector and calculating its responsivity.  

3.8.1 Photodetector calibration 

      One of the most important parameters of a photodetector is its responsivity (R), usually 

measured in A/W or V/W. Responsivity is simply defined as the electrical output of the 

photodetector per unit incident optical power. 

 R = 
𝑉𝑜𝑙𝑡𝑎𝑔𝑒 𝑂𝑢𝑡𝑝𝑢𝑡

𝐼𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑂𝑝𝑡𝑖𝑐𝑎𝑙 𝑝𝑜𝑤𝑒𝑟
                                                                                 (3.6) 

Here, we will use the measured responsivity to convert from read voltages to the corresponding 

optical powers. In order to calibrate our photodetector (PD) and determine its responsivity in V/W, 

we use a simple setup as shown in Figure 3.13. We use the iTLA to generate an optical signal at a 



38 

 

desired power and wavelength. The laser output then goes to a Variable Optical Attenuator with a 

rotating knob which when turned, changes the attenuation. This way, we can adjust the optical 

power in order to calibrate the detector. The attenuated signal is then incident on a 3 dB coupler, 

which divides the power equally into two arms, consisting of an optical power meter (OPM) and 

the detector-oscilloscope combination. This way, we can simultaneously measure the optical 

power and the voltage output of the photodetector, thereby allowing us to calibrate the detector 

and measure the responsivity in mV/mW or V/W.  

 

Figure 3.13 Setup for measuring the photodetector responsivity 

The relationship between the incident optical power and the output voltage before staturation is 

linear as shown in Figure 3.14 below. The slope of the curve gives us the responsivity, which is 

determined to be 14276 V/W for our amplified photodetector.  
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Figure 3.14 Graph of photodetector voltage as a function of incident optical power 

3.8.2. EDFA Wavelength Dependent Gain spectrum prediction 

      In order to estimate the gain of the EDFA, we send the probe pulse through the EDFA and 

measure the peak voltage output of the photodetector through the oscillosocope. The voltage is 

converted into the corresponding optical power by dividing the voltage by the detector’s measured 

responsivity (3.7). The EDFA gain ripple (GR) in dB can then be calculated by subtracting the 

peak power of the reference optical input signal (established WDM channel with index 50; Pref-

input ) from the peak output power of the received signal (Ppeak-output).  

GR (dB) = Ppeak-output (dBm) - Pref-input (dBm)                                             (3.7) 

The target gain of the EDFA (Gtarget) is set to 18 dB and thus, by addidng the ripple to the target 

gain, we can estimate the actual gain of the EDFA (G). 

G = (Gtarget) + GR                                                                                           (3.8) 
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By repeating this process with nine different probe pulse channels (indices 5, 15, 25, 35, 45, 55, 

65, 75, 85), we can predict the complete wavelength dependent gain spectrum. The gain spectrum 

is shown graphically in Figure 3.15 below.  

 

Figure 3.15 EDFA gain spectrum as predicted by the ND-OPM 

3.8.3. Power prediction of provisioned channel 

      As discussed before, power excursions are an inevitable consequence of the wavelength 

dependent nature of the EDFA gain spectrum, and needs to calculated prior to predicting the power 

of a provisioned channel. Power excursions due to the wavelength dependence of the EDFA’s gain 

(Pexcursion) can be estimated using (3.5) with the measured gain ripple, which is used to model power 

excursions in a constant-gain-controlled EDFA. Once we know the power excursion, the power of 

a newly provisioned channel (Pnew) relative to the the probe pulse power (Ppeak-output) can predicted 

as: 

Pnew = Ppeak-output + Pexcursion                                                                                 (3.9) 

If a channel is added using the same peak power as the probe pulse at any given wavelength, 

equation 3.9 will predict the signal power of the new channel. Thus, the channel powers can be 
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predicted prior to provisioning and taking into account the power dynamics of the amplifiers. The 

reference power values are measured using the optical channel monitor (OCM) present in the WSS. 

Both the predicted power and the measured WSS powers are calculated for the different chosen 

wavelengths and plotted in Figure 3.16. The average prediction error is found to be 0.11 dB.  

 

Figure 3.16 Optical power of provisioned channel as predicted by the non-disruptive optical 

probe monitor as a function of channel wavelength 

 

3.8.4. OSNR prediction of provisioned channel 

      In this part of the experiment, we estimate the OSNR of the short optical probe pulse, which 

gives us the predicted OSNR for a provisioned channel if a channel was to be added in the 

wavelength corresponding to the probe pulse. We measure the OSNR in two distinct ways as 

explained below. For predicting the OSNR using the probe pulse, we note down the peak power 

of the received pulse calculated earlier (Ppeak-output), from which we will need to subtract the noise 

power in linear units in order to get the signal power (Psignal). In order to get the best sensitivity 

while measuring the noise power, the spectrum was opened to the entire band (all 90 channels); 

thereby allowing us to overome the limitation in the Analog-to-Digital Converter ( ADC) dynamic 
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range. In the future, logarithmic amplifiers can be used in the receiver or other methods can be 

used to keep the noise measurement within the ADC dynamic range. Furthermore, in practice the 

OSNR of interest along a path will be lower (< 25 dB), allowing for convenient measurement. 

Thus, we open all 90 WDM channels and measure the noise voltage in the photodetector to get the 

mean noise level. Using (3.6), we calculate the noise power in mW for all the 90 channels and  

therefore by dividing by the number of channels (90): the noise per channel. Accounting for the 

gain ripple then gives us the wavelength dependent noise level. From this, we can calculate the 

noise power per 0.1 nm of the WDM source spectrum (Pnoise) in dBm and also the signal power  

by subtracting the noise power in linear units from the pulse power. Thus, the OSNR in dB for a 

provisioned channel can be predicted as shown: 

OSNR (dB) = Psignal (dBm) – Pnoise (dBm)                                                (3.10) 

The reference OSNR is calculated similarly by measuring the noise and signal power using the 

WSS’s OCM. The probe pulse predicted OSNR for a provisioned channel as well as the reference 

measured OSNRs as a function of the different chosen probe pulse (WDM channel) wavelengths 

are plotted in the same graph in Figure 3.17. The average prediction error is found to be 1.5 dB.  

 

Figure 3.17 Wavelength dependent OSNR prediction for a provisioned channel by the non-

disruptive optical probe monitor 
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4. SDN Controlled Offline Telemetry 

      In this chapter, we will discuss the topic of offline telemetry measurements taken in the 

COSMOS Testbed. Data collection, especially in large quantities forms an integral part in the 

process of applying AI and Machine Learning (ML) algorithms to solve challenging problems in 

the natural sciences and engineering. Our data collection involves characterization of individual 

Lumentum ROADM EDFAs that are currently deployed in COSMOS, through measurements of 

their power spectrum and gain characteristics. The ultimate goal is to use these large sets of data 

for performing Machine Learning assisted QoT estimation in conjunction with the Gaussian Noise 

(GN) model. In this thesis, we will primarily consider the COSMOS Testbed, its optical 

architecture, the experimental setup, the data collection mechanism and some measurement results. 

The last part of this chapter will provide a brief overview the use of AI techniques in the field of 

optical communications.  

4.1. COSMOS Testbed Overview 

      The Cloud Enhanced Open Software Defined Mobile Wireless Testbed for City-Scale 

Deployment (COSMOS) is a programmable, city-scale advanced wireless and optical testbed 

being deployed in New York City. The primary motivation behind the deployment of this testbed 

is to study ultra-high bandwidth and low latency communication systems along with edge cloud 

computing. The constituents of COSMOS include Software Defined Radio (SDR) nodes, edge and 

core cloud computing infrastructure coupled with fiber-optic front-/mid-/back-haul (x-haul) 

networks [21]. The COSMOS architecture allows four distinct technology layers for 

experimentation: user device layer, radio hardware, radio cloud and general-purpose cloud [33-
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34]. These four layers along constituting COSMOS’ computing architecture are shown in Figure 

4.1 below [34].  

 

Figure 4.1 Multi-layered computing architecture for experimentation in COSMOS; original 

figure from D. Raychaudhuri et al, "Challenge: COSMOS: A city-scale programmable testbed 

for experimentation with advanced wireless," in Proc. ACM MobiCom’20, 2020 [34] 

 

Researchers from around the globe are able to exploit COSMOS’ diverse, high-functionality 

optical, wireless and computing infrastructure by running experiments (including experimental 

design, measurements and data collection) remotely via a secure online portal.   

4.2. COSMOS Optical Architecture 

      The optical architecture of COSMOS allows the testbed to be considered as a programmable 

city-scale optical network. COSMOS’ fiber-optic x-haul network uses WDM and rapid 

wavelength switching in colorless ROADMs to realize to diverse, configurable and programmable 
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network topologies composed of front-haul, back-haul and mid-haul bearing different sizes. The 

programmability of the network is achieved by using an SDN based optical control plane [21].  

      The two main functionalities of the COSMOS optical network include reconfiguring, 

programming the network topology associated with several radio and computing connections, and 

exploring optical networking experimentation using novel optical systems, devices, and 

architectures [33]. The planned optical architecture of the COSMOS optical network is shown in 

Figure 4.2. The architecture consists of a central Calient S320 320×320 space switch (SS) present 

in the Columbia University datacenter that provides a remotely configurable fiber plant network 

core. Each fiber support 96 WDM channels, which are flexgrid configurable to provision 10/100 

Gbps wavelengths. WDM is provided by the Lumentum ROADMs that are connected to the SSs. 

The completed testbed will have 20 programmable ROADM units connected to the SS via 20×4 

wavelength filtered add/drop fiber pairs and another 20×16 add/drop pairs for connecting to other 

experimental/computing devices. The 20 fiber pairs per ROADM can be programmed to 

incorporate various services and applications via an SDN controller. Other optical components in 

the testbed include Passive Optical Network (PON) splitters that are accompanied by Variable 

Optical Attenuators (VOAs) for tuning their split ratios. The central SS is also directly connected 

via dark fiber to 32 AoA. The deployed dark fiber can be used to design and execute different 

wireless and optical experiments in Manhattan.  
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Figure 4.2 Schematic showing the planned optical architecture in COSMOS [21]  

 

4.3. Lumentum EDFA characterization 

      In this section, we will discuss the processes and results associated with characterization of 

Lumentum ROADM EDFAs. ROADMs play a vital role in transparent optical networks and hold 

the key for measuring/estimating QoT accurately before channel provisioning. The various 

transmission impairments that add to the complexity of optical communication systems have led 

researchers to take the help of Machine Learning in QoT estimation [35] – [36]. As of today, there 

are six ROADMs deployed in COSMOS, each ROADM having a Booster and Pre-amplifier 

EDFA, which have been individually characterized by measuring their gain and power spectra. 

Randomized channel-loading configurations have been used to collect large sets of data (36000 

data points per experiment), required to characterize the amplifiers appropriately for ML 

applications.   
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4.3.1. COSMOS Experimental Setup 

      The COSMOS optical transmission setup currently being used for individual EDFA 

characterization as well as end-to-end measurements is shown in Figure 4.3 below. As mentioned 

earlier and shown in the following diagram, six ROADMs, each comprising a Booster and Pre-

amp EDFA are currently deployed and assigned IDs from 1-6 by the SDN controller. This basic 

ring topology is commonly used in optical networks.  

 

Figure 4.3 Current transmission setup in COSMOS consisting of a ring topology [21] 

      Figures 4.4 and 4.5 show the setups for characterization of booster and pre-amp Lumentum 

ROADM EDFAs in COSMOS, respectively. Since the OCMs do not have provisions for 

measuring power and gain spectrum of only the individual EDFAs, new data acquisition protocols 

have been developed for gathering the spectrum data. In Figure 4.4, the middle ROADM 

(Lumentum 2 in figure) is the device under test (DUT), and its booster EDFA is the amplifier being 

characterized. The channel input power spectrum is determined at the MUX WSS’s OCM in the 
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DUT, and the channel output power spectrum is measured at the next (Lumentum 3 in figure) 

ROADM’s MUX WSS module. The SDN controller can retrieve the transmission loss in the SS. 

Therefore, by using these measurements, the gain spectrum for the target booster EDFA can be 

calculated.  

 

Figure 4.4 Setup for characterizing Lumentum ROADM Booster EDFAs 

In Figure 4.5, the middle ROADM (Lumentum 2 in figure) is the device under test (DUT), and its 

pre-amp EDFA is the amplifier being characterized. The channel output power spectrum can be 

measured directly at the DEMUX WSS’s OCM in the DUT. For measuring the input spectrum, 

the WSS OCM of the DUT is inadequate due to the absence of a WSS OCM before the pre-amp 

EDFA. The WSS OCM of the previous ROADM (Lumentum 1 in figure) is not capable either, 

since the booster EDFA output power is directly fed into the target pre-amp EDFA. In order to 

measure the input power spectrum, we thus use the MUX OCM of the next ROADM (Lumentum 

3 in figure) with proper calibration. Different channel loading configurations and channel input 

powers can be realized by sending channel configuration requests to the SDN controller.   



49 

 

 

Figure 4.5 Setup for characterizing Lumentum ROADM Pre-amp EDFAs 

4.3.2. Data collection process 

      In this section, we will discuss the process of collecting EDFA characterization data 

automatically from the COSMOS Testbed and the SDN control mechanism that enables it. Figure 

4.6 below outlines the steps involved in collecting data in json format from a remote location.  

 

Figure 4.6 Steps for collecting data in COSMOS from a remote computer 

A customized script has been developed that can process the SDN controller requests for traffic 

lightpath operations, space switching functions, and received data records, so that the power and 
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gain spectrum of all EDFAs can be measured. The functionalities of the four functions that 

constitute the data collection program are listed below: 

1. calient.py: reads Calient Switch data – input power and output power.  

2. edfa_characterization_configuration.py: configures connection to Calient; sets 

characterization settings, unit conversion.  

3. lumentum.py: configures connection to Lumentum to read EDFA powers 

4. edfa_characterization.py: main function to collect input/output power spectrum and single 

channel/WDM gain ripple data, and store it in JSON format 

      The SDN controller allows the users to define a customized optical transport network, through 

which the power and gain spectrums of the EDFAs (booster and pre-amp) in all the ROADMs can 

be properly characterized (See Section 4.3.1.). As mentioned there, each ROADM comes with an 

OCM that captures the channel power spectrum. The Ryu SDN controller has a southbound API 

that can communicate with the OCM, collect data in JSON format via NETCONF/YANG, and 

send it back to the users via a northbound WSGI API. The WSS monitoring data includes WSS 

module ID (MUX or DEMUX), traffic signal IDs, channel ID, channel start frequency, channel 

end frequency, block state, service status, input power, output power, input port, output port, and 

attenuation for each wavelength channel. The EDFA monitoring data includes EDFA module ID 

(BOOSTER or PREAMP), total input power, total output power, VOA setting, loss, gain mode, 

gain value, and gain tilt.  

      For easier visualization and plotting of the measured data, we have developed code that can 

convert the JSON data into CSV format. The flow of this data conversion code is shown in Figure 

4.7. Storing the data in CSV also helps in creating standardized EDFA datasets.  
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Figure 4.7 Steps for converting from JSON data to CSV format 

4.3.3. Experimental Results 

      In this section, we will discuss the experimental data and results that were obtained from the 

COSMOS optical network for characterizing the Lumentum ROADM EDFAs. The collected 

datasets are useful for evaluating the performance of the optical system/components, and will be 

used in developing ML algorithms for QoT estimation. All the collected datasets will be made 

open to researchers and students around the globe through a public repository.  

4.3.3.1. Channel power measurement 

      Each of the collected EDFA characterization datasets contain 3600 data samples, each of which 

measures the channel power spectrum for a particular randomized channel loading configuration. 

The number of loaded signal channels with their indices, additional attenuations are all 

randomized, and the corresponding power spectrums are generated. Figure 4.8 shows the JSON 

data for the channel output power spectrum with four loaded signal channels in ROADM 1 booster 

based on the 96-channel ITU-T G.694.1 fixed DWDM 50 GHz channel plan. The 96th channel is 
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not included, since it is pre-allocated as the SDN network-provisioning channel. This data is also 

presented graphically in Figure 4.9 below.  

 

Figure 4.8 JSON data for output power spectrum in ROADM 1 booster 
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Figure 4.9 Plot of output power spectrum for ROADM 1 booster as a function of channel 

frequency 

 

4.3.3.2. EDFA Gain ripple measurement 

      In this section, we present the wavelength dependent gain characteristics of our Lumentum 

ROADM EDFAs. We measure the wavelength dependent gain through two metrics: single channel 

ripple (denoted as “single_channel_ripple” in the JSON data) and WDM ripple (denoted as 

“wdm_ripple” in the JSON data). The single channel ripple corresponds to the gain measurement 

as each DWDM channel is individually activated, whereas WDM ripple refers to a single gain 

measurement with all 96 channels activated. The setups for measuring the gain ripples for Booster 

and Pre-amp configurations are shown in Figure 4.4 and 4.5, respectively. The gain ripple data in 

JSON format for ROADM 1 Pre-amp is shown in Figure 4.10.  
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Figure 4.10 Single channel ripple (left) and WDM ripple (right) data in JSON format for 

ROADM 1 Pre-amp 

                                                                                  

In Figure 4.11, we have plotted the single channel ripple as well as the WDM ripple of all 95 

channels for ROADM 1 Pre-amp on the same graph.  

 

Figure 4.11 Single channel and WDM Gain ripple for ROADM 1 Pre-amp 
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In Figure 4.12, we have plotted the WDM ripple for all 12 currently deployed ROADM EDFAs, 

working at different gain values.  

 

Figure 4.12 WDM gain ripple for all twelve ROADM EDFAs 

4.4. Overview of Artificial Intelligence Techniques in Optical 

Networks 
 

      In this section, we will review some of the applications of Artificial Intelligence (AI) 

techniques in optical systems and networks for enhancing their performance. Each of the telemetry 

techniques described previously, in service and offline, can be used to collect data for use in these 

algorithms.  

AI systems are endowed with the ability to mimic complex biological processes (especially human 

cognitive actions) and perform operations such as learning and decision-making [20]. The six 

broad AI subfields that have found applications in optical networks include search methods and 

optimization theory, game theory, knowledge-based, reasoning and planning methods, statistical 

models, decision-making algorithms and learning methods (including Machine Learning) [20]. AI 
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techniques have been useful in improving the overall performance of optical transmission systems 

as well as in optimizing the design and control of optical networks. In the field of optical 

transmission, AI has been applied to the characterization and operation of transmitters, EDFAs 

and receivers, as well as for optical performance monitoring, handling nonlinearities, and in QoT 

estimation. In optical networks, AI has been used as a tool for performing optical network 

planning, connection network reconfiguration and software-defined networking. In almost all 

these applications, AI techniques have proven to possess the ability to find highly flexible and 

suitable solutions to complex problems that are increasingly becoming a demanding challenge in 

optical networks impaired by noise and nonlinear interference. Additionally, AI techniques are 

also much more adaptable to dynamic optical networks of today, where they can quickly enable 

the system to learn and respond to unexpected faults in the network [20].  

      Machine Learning (ML) is a branch of AI that builds on the idea that by supplying machines 

with large sets of the right data, they can self-learn problem-solving strategies for a specific 

problem using sophisticated mathematical and statistical tools. ML algorithms can be divided into 

four categories: supervised learning, unsupervised learning, semi-supervised (hybrid) learning and 

reinforcement learning. ML has been recently applied to solve several challenging problems in 

optical communication and networking, and to make the networks more agile and adaptive. The 

major factors that have led to an increasing use of ML in optical networks include increased system 

and component level complexity, and increased data availability [37]. Figure 4.13 gives the general 

framework of an ML-assisted optical network that lists the domains in optical communications 

where ML has been applied.  
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Figure 4.13 General outline of an ML-assisted Optical Network; original figure from F. 

Musumeci et al., "An Overview on Application of Machine Learning Techniques in Optical 

Networks," in IEEE Communications Surveys & Tutorials, vol. 21, no. 2, pp. 1383-1408, 

Secondquarter 2019, doi: 10.1109/COMST.2018.2880039 [37] 

 

      The EDFA data that we are currently collecting will be used to perform ML-assisted QoT 

estimation. It is essential to estimate the QoT of a new channel before it is deployed, so that it 

meets the required QoT threshold. Two different approaches exist for pre-deployment QoT 

estimation: using exact analytical models that are accurate, but computationally intensive or using 

heuristic formulas that though computationally faster, lead to waste of network resources. There 

is a complex trade-off between these two approaches and the performance of both are limited by 

the complexities of the optical system. Thus, it is difficult to come up with robust analytical models 

that can perform accurate QoT estimation of a currently un-established channel accurately. Using 

ML could be solution to this problem, since ML can enable pre-deployment QoT estimation to 

predict whether the new channel will satisfy the QoT requirements [37]. ML has been used for 

QoT estimation in recent times [35] – [36]. ML-based classifiers can be trained through supervised 

learning in order to create a direct input-output relationship between QoT observed at the receiver 
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and the corresponding channel-loading configuration. ML techniques that have been used 

previously for QoT estimation include Support Vector Machine Regression (SVMR) [36] and deep 

neural networks [35].   

      Table 4.1 tabulates common ML applications in optical networks and the corresponding 

relevant ML techniques [20], [37].  

Application ML technique(s) 

QoT estimation Supervised: Support Vector Machine 

Regression, Deep neural networks 

Optical Performance Monitoring Supervised: Neural networks, Support Vector 

Machine Regression, Kernel-based ridge 

regression, Gaussian processes 

Optical amplifiers Supervised: Case-based reasoning, Neural 

networks, Ridge regression, Kernelized 

Bayesian regression, Hybrid machine learning; 

Unsupervised: Evolution algorithm  

Nonlinear effects mitigation Supervised: Bayesian filtering, Neural 

networks, Clustering; Unsupervised: k-means 

Traffic prediction Supervised: Auto-regressive integrated 

moving average, Neural networks, 

Reinforcement learning; Unsupervised: Non-

Negative Matrix Factorization, Clustering 

Fault detection and management Supervised: Bayesian interference, Kriging, 

Regression, Decision tree, Neural networks, 

Support Vector Machine Regression 

 
Table 4.1 ML techniques and their applications in optical networks  
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5. Conclusion 

      In this thesis, two approaches for dealing with the complexities associated with transparent 

optical networks have been investigated. Predicting the QoT of a provisioned WDM channel 

before deployment is a crucial issue, which has been addressed in this thesis, through two 

approaches studied here: non-disruptive optical probe-based telemetry for monitoring with live 

traffic and SDN orchestrated offline data collection. Each of these provide important tools in 

solving complicated problems in optical systems such as accurate QoT estimation.  

      In chapter 3, a detailed analysis of the design and performance of our ND-OPM has been 

presented. The device was tested in the TOAN Testbed with a 90-channel WDM source, for 

estimating the wavelength dependent spectrum of the EDFA gain (without power excursions), as 

well as estimation of the optical power and OSNR obtained once a channel is provisioned. The 

remote channel power and OSNR prediction capability of our ND-OPM was verified with errors 

of 0.11 dB and 1.5 dB for power and OSNR prediction, respectively.  Two units of our ND-OPM 

have been shipped to the COSMOS Testbed, where they are being used for real-time QoT 

measurement in different complex network topologies.  

      In chapter 4, the experimental setup and the corresponding SDN-based process of automatic 

data collection for characterization of 12 Lumentum ROADM EDFAs currently deployed in the 

COSMOS optical network has been studied. The measured characterization data in JSON format 

included measurements of the input/output power spectrum for random channel loading 

configurations; single channel gain ripple and WDM gain ripple.  
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      In the last section, a brief survey of the applications of AI/ML techniques in optical networks 

has been carried out. More datasets will be collected for characterizing individual amplifiers as 

well as for end-to-end performance testing in a ring topology. In the future, transfer learning will 

be used between the amplifiers, and the results will be compared to those obtained through training 

individual EDFAs. The estimated QoT through ML can also be compared with the ones measured 

using our non-disruptive optical probe-based telemetry device.  
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