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ABSTRACT

Rapid detection and identification of novel viruses, such as SBRE2,
are critical to treat, isolate, or hospitalize those infected; and ultimately, to curb the
spread of the virus. Diagnostic assays, such as quantitative reverse transcriptase
polymerag chain reaction (R§PCR), are considered the gold standard for testing.
However, these methods are lalmtensive and/or involve creating probe
molecules specific to the virus. We propose Raman spectroscopy as an alternative
method of detection, becausamples can be efficiently used with a simple
spectrometer configuration with measurements collected on the order of seconds,
eliminating the drawbacks of RGQPCR. Specifically, we are developing a vacuum
ultraviolet (VUV) Raman spectrometer using an imeeent excitation source that
emits hydrogen Lymat) ( HLA) at 121.57 nm. Since HLA
has not been demonstrated in literature to dhiepaper serves to justify the use
of an HLA Raman excitation sourdéhe main question posed throughthus work
is,ils achieving detectable Raman signal p o
s o u r @heodgh a literature review of other Raman spectroscopy work and our
own experiments relating to source and camera optimization, it is concluded that

achievng detectable Raman signal at 121.57 nm is indeed poskiltlee future,

we expect to produce consistent Raman spectra in samples. To achieve that goal,
further efforts are needed in terms of maximizing source power and minimizing
camera noise. Overallye expect that HLA Raman spectroscopy will transform
diagnostic medicine and several other industries through its powerful capabilities

of detecting reatime infections and important health markers.
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CHAPTER 1: INTRODUCTION

1.1  Motivation

The World HealthOrganization (WHO) declared the COVII® outbreak
as a pandemic on March 12020 (Ghebreyesus, 202@s of August &, 2021
there have beeover 200million cases and.27million deaths reported worldwide
due to this new strain of coronavirus known $&RSCoV-2 (World Health
Organization, 2021)l'he severity of this pandemic makes it imperative to develop
efficient diagnostic tools to prevent transmission and lead to timely treatment of
those affected by the virus. The current gold standard is catarditreverse
transcriptase polymerase chain reaction-(RP CR) . I n this process,
RNA is extracted and then reverse transcriptase converts this RNA into its
complementary DNAequence (Tabish, 2020he DNA is then amplified through
the gPCR mcess, which uses fluorescence as the mechanism to monitor the
amplification process. Although the technigue can be sensitive (10 copies per
reaction) and can be done in rtabe, there are some drawbacks such as-time
consuming sample preparation andgdaboratory analysiimes (Khan, 2020).
Also, monitoring infection is difficult due to the variation in viral RNA sequences
over the course of the infection. These difficulties point to the necessity of the
development of rapid and accurate testing teldgies that can both rapidly detect
and accurately monitor pathogens such as SERS-2.

In this work,Raman spectroscopy is proposed as an alternative method of
detection since it can significantly reduce analysis times and eliminate the need for

samplepreparationRaman spectroscoybased on the inelastic scattering process
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known as Raman scattering, which providekey advantagdy revealing the
inherent chemical structure of molecule (Kumamoto, 2012)In Raman
spectroscopy, a spectrometer detestnall changes in the frequency of light, called
Raman shifts, scattered by the sample that are characteristic of the molecules being
illuminated. Ramanscattering produsceac hemi cal @G f begalmpei nt
type ofmolecule has its own unique vibrational characteristicsresulting Raman

shift spectrumTherefore Raman spectroscopy can be used as a general method to
identify newly emerging virusewithout complicatedoreparation of samples or

RNA probes. Samples can be placed efficiently in a spectrometer with
measurements taken seconds, simplifying the process of pathogen detection as
compared to RPCR (Wilcox, 2018) With this motivation we are developing a
vacuumultraviolet (VUV) Raman spectrometer ugia hydrogen Lymat) | i n e
(HLA) excitation source at 121.57 nifihe objective of this thesis is to justify the

use of an HLA excitation souragea Raman spectrometeandthis work provides

a theoreticahnd experimentdfamework to answer the questidi@an we achieve

a detectable Raman signasing a121.57 nnlight sourcé&o
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1.2  Basics of RamarnSpectroscopy

In a typical Raman spectrometer configuratibght from an excitation
source (i.e. a laseig focused into a sample and then dispemtaits constituent
Ramanshift spectrumby a high-resolution diffraction gratingThe spectrums

detected by a camefiee. a CCD) This basic setup is shown in Fily1.

Sample

Excitation source

Detector camera

Diffraction grating
(spectrometer)

Figure1.1: Diagram of basic Raman spectrometer configuration
A Ramanspectrum is typically represented with the intensity of scattered
light (the amount of scattered light captured by the canmesdhe yaxis against
the frequency of light as the-axis. The frequency is usually denoted by the

wavenumber with units of cf An example spectrum is shownFig. 1.2.
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=== Rayleigh line
= Stokes Raman

= Anti-Stokes Raman

Raman intensity (a.u.)

-2000 -1000 0 1000 2000

Raman shift (cm™)

Figure 1.2: Typical Raman spectrum

The green line centered at zero is the Rayleigh line, which is of equal
wavelength/frequency to that of thecitation source. The red region shows Stokes
Raman scattering, which is composed of longer wavelength (lower frequency)
components than the Rayleigh line. The blue lewavelength (higher frequency)
region is called AntiStokes scattering. These termes defined indepth in Chapter

3. The key takeaway from Fid.2 is that Raman signhals come in the form of
Abandso in a Raemabasgectcouwumespond to
vibrational and chemical characteristi (Kumamoto, 20102 For example, a
molecule that contains a carbbgdrogen bond exhilsta Raman band at a
particular position on the frequency spectrum as shown inlEy The terms
Raman signaandRaman bandre used interchangeably when discussing Raman
spectra. The location of a bamwdrresponds to itRaman shift which is the
difference in frequency between the laser light and that of the scattered light. This

value is important to calculgtbecause thehift of the Raman scattered light
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depend on the wavelength of the excitatidight. The Raman shift formula

expressed in wavenumber is

The term_ refers to the excitation wavelength units of nanometers (nnand
denotes the Raman scattered wavelength mentioned previously, the
|l ocations of the bands are determined by t
In other words, a molecule has its oalmaracteristilRaman fingerprintwhich is
its Raman spectrum itme region of interest for the analysis (Kumamoto, 2012
Despite this beneficial Afingerprinto pro
spectroscopy is that Raman signals are much lower in intensity compared to that of
Rayleigh scattering. In a typical Ramspectroscopy experiment using visible or
nea-infraredlasers 1 Raman photon is produced for ever§ b0l total scattered
photons (Wilcox, 2018 This probability easily leads to a low sigit@lnoise ratio
(SNR), which is defined as the ratio of dedi Raman signal to background noise.
This low SNR could result in an observation without any detectable Raman signals,
especially if there are contributions from fluorescence or detector noise. To mitigate
this issue, there have been many efforts to aszethe Raman intensity with
various enhancement techniques. Raman intensitys defined as the observed
amplitude of a given Raman band in terms of the power per unit solid angle. This
guantity is proportional to thRaman scattering crossection which generally has
a “éde pende ntdependentymeansthat lower wavelengths yield higher
Raman scattering crosgctions and a higher Raman intensity. A more rigorous

treatment of the definition of intensity and cr@estion are discussed in Chapt
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3. The above definitions are sufficient for Chapter 2, which explores the benefits of
Raman spectroscopy for pathogen detection and HLA as an excitation wavelength
in the form of a literature review.

The overall goal of this thesis is to show that HRAman spectroscopy is
indeed possible and has the potential to improve the field of medical diagnostics.
Chapter 2 is a literature review justifying the use of the HLA Raman spectrometer
through other experiments relating to UV Raman spectroscopy. Tlagsdien
shows that Raman spectroscopy is a successful alternative to pathogen detection
and that using an ultraviolet Raman excitation source significantly improves Raman
signal compared to visible sources. Chapter 3 discusses the theory of Raman
spectrosopy in terms of classical electrodynamics and quantum mechanics. The
goal of this chapter is to discuss the origin of Raman signal and how it can be
enhanced to ensure observable Raman spectra. The theory of enhancement
techniques mentioned in Chapter&;ls as Resonance Raman Spectroscopy (RRS)
and Surfac&Enhanced Raman Spectroscopy (SERS), are also discussed. Chapter 4
details the experimental work to date on our VUV Raman spectrometer in terms of
source and camera optimization. This chapter showsatimatiring Raman signal
is possible within our system. Chapter 5 summarizes this work and discusses future

efforts in achieving Raman spectra using the HLA Raman spectrometer.

17



CHAPTER 2: BACKGROUND

2.1  Raman Spectroscopy for Pathogen Detection

A goal of this discussion is to demonstrate why Raman spectroscopy is a
promising alternative for pathogen detection. As mentioned in Chapter 1, the key
advantage of Raman spectroscopy for molecular diagnostics is that this method
reveals the inherent chéral structure of a molecule, known as a chemical
fingerprint(Kumamotq 2012).This characteristic fingerprint makiggpossible for
Raman spectroscopy to be used for pathogen detection, isldemonstrated by

Lim et. al(Lim, 2019. Anillustration of this process is shownFig. 2.1

: . - Influenza virus

pY

b, Newly emerging
influenza virus

293T cell
HA NA ‘ Infection ‘
C%% g Infected cell 5+

GNP

@ Coniol ot Vo0 ®, u Newty emerging
® Influenza virus .'.::_"‘;" iy influenza virus
.. . & .

Figure 2.1:lllustration of Raman spectroscopy for identification of newly emerging influenza. \irirms,

2019)
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Figure 2.1 demonstrates that when a virus such as influenza enters a cell, viral
envelope proteins surround the cell. Surfanbanced Raman spectroscopy
(SERS) through gold nanoparticles using a 785 nm CW laser at 10 mW is used to
enhance the Raman sigrfabm these proteins. Principal component analysis
(PCA) extracts patterns from these signals from both the known influenza virus and
a control sample without the virus. The PCA result shows that influenza can be
detected with high confidence (95%). 3héame process occurs for the newly
emerging virus, which is like, but not the same as, the original virus. As shown in
the bottom of Fig. 2.1, the PCA classification can distinguish between the control,
the original virus, and the newly emerging virlikis finding demonstrates that
Raman spectroscopy can be used as a general method to identify known and newly
emerging viruses, where the spectrometer configuration does not need to be
changed for each new sampMany samples can be put in the same specter
configuration with measurements collected in the order of seconds, which
simplifies the process of pathogen detection as compared-gPRR and ELISA.
Raman spectroscopy has been successful in the detection of other
pathogens, such as hepatitis 8tavirus, and various pathogenic bacteria (Wang,
2020, Driskell, 2010, and HQ019). However, these studies, as well as ¢iral
use visiblewavelength Raman spectrometers. To justify the use of a diagnostic
HLA Raman spectrometer, it is important tsaliss past efforts of using far
ultraviolet excitation for pathogen and disease detectiorulfaviolet excitation
is a general term referring to deelraviolet (196280 nm) and vacuu+altraviolet

(100-190 nm) regions. One such effort involved dedmviolet (DUV) Raman
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spectroscopy for cancer diagtics of prostate cancer cell lines and cancerous brain
tissue by Ralbovskgt al.(Ralbovsky,2019). For the prostate cells, normal human
primary prostate epithelial cells (HPrEC) and grade IV adenocarcinoma PC
prostate cancer cells were obtained and cultured in solution. The cancerous brain
tissues were obtained from mice injected with humaadtradenocarcinoma cells

and compared with normal mouse brain tissue. These samples were analyzed with
a Raman spectrometer setup that used a 198 nm excitation source irradiating the
sample solution through a nuclear magnetic resonance tube. The scatlextoin

was dispersed through a double monochromator setup and detected using a cooled
CCD camera. For the prostate cell lines, twenty acquisitions were obtained at thirty
seconds each and then averaged. A similar process was used for the brain tissue
samples, but forty acquisitions were acquired instead. The resulting Raman spectra

of the prostate cells are in Fig. 2.2.

10w Normal

— (Cancer

[=2e]

6

9

Relative Intensity (au)
=S

)
800 1000 1200 1400 1600 1800
Wavenumber (cm)

Figure 2.2: Averaged Raman spectra of normal and cancerous prostatealeltssky, 2019).
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Figure 2.2 shows differences betwedr® thormal and cancerous cell lines at
different peaks. One example is the peak at 1038 arhich is a Raman band that
comes from glycogen. The normal band shows a double peak at this location, but
one of the peaks disappears in the cancerous specthas deen reported by Crow
et al. that lower glycogen levels can be a marker for prostate cancer. The
disappearance of the second peak may demonstrate this change in glycogen. Also,
there are variations in the peak intensities at 1206 and 1334Tdrasevariations
most likely reflect changes in collagen metabolism, which is another marker for
prostate cancer. These results suggest that DUV Raman spectroscopy can
successfully detect biochemical changes that occur due to the presence of prostate
cancer.

The team then analyzes the Raman spectra obtained from mouse brain

tissue, which are shown in Fig. 2.3.

- Healthy
Cancer

(o)

4=

o

’
—

Relative Intensity (au)

800 1000 1200 1400 1600 1800
Wavenumber (cm!)

Figure 23: Averaged Raman spectra of normal and cancermusebrain tissugRalbovsky, 2019).

In Fig. 2.3, a major difference betwebealthy and cancerous brain tissue are

observed at the 1630 and 1666 chands in terms of peak shape, intensity (peak
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amplitude), and shift in wavelength. These bands come from the Amide |
vibrational mode, which indicates the presence of proteins. @thdres have
linked proteins such as thymosin, glial fibrillary acidic protein, and epidermal
growth factor receptor to the presence or absence of brain cancer. Differences
between the healthy and cancerous Raman bands at 163@mm1666 cm
suggest that these proteins are undergoing change when the cancer is present. These
protein changes are also observed at 1268 and 1460 cm, which correspond
to the Amide llI vibrational mode and the presence of aspartic and glutamic acid,
respectivly. These findings demonstrateatRaman spectroscopy the DUVcan
reflect the presence of cancer biomarkers and differentiate between healthy and
normal cells/tissueThis paper also shows the potential of using DUV excitation in
differentiating betwee healthy and cancerous biological samples. The next section
will discuss the specific advantages of far UV excitation and ultimately justify the
use of the 121.57 nm HLA Raman spectrometer.
2.2  Advantages of Vacuum Ultraviolet Excitation
The purpose dhis section is to provide justification for why using an HLA

excitation source provides significant improvements over visilaleelength
sources. The three main advantages of using this wavelendiPatite2016)

1) fluorescencdree spectra;

2) several ordrs of magnitude enhancement of Raman esession; and

3) resonant enhancement, since many molecules are resonant in the DUV.

Theseadvantages have been experimentally shown through the work of Raj Patil

at the University of Arizona. His team compares Ranspectra between a
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commercial 532 nm CW laser and a custonilt 257.5 nm deep UV laser. The

experimental setups for each source are shown in Figs. 2.4 and 2.5.

MNotch Filter

Mirror ———= Spectrograph

Fz

Lens

CcCD

Laser
532 nm

-« Dichroic Filter

Computer

—QObjective

Sample > Lv—‘ Fi

o

¥YZ Stage

Figure 24: Experimental setup of 532 nm CW lageatil, 2016)

976 nm 976 nm
WDM f CFBG WDM YDF
- I— - SESAM
| Isolator Isolator
595 W

Multimode Pump 1030 nm 550 mW 10 mW
976 nm Afa  lsolator 515 nm 257.5 nm
J/D:I:HH_I:{KIHE LBO __-N\—_ BBO
\L- -) B== D =
Pump/Signal I\_\ - e -
';' A2 A2

Combiner

Figure 25: Experimental setup of 257.5 nm DUV lagBatil, 2016)

Each Raman spectrometer setup acquired spectra from different samples, then these
spectra were compared to see if the deep UV laser led to significant improvements

in resolution, increased Ramanrsad; and fluorescence. For one experiment, an
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oak tree leaf was used as the sample. A spectrum was obtained with the 532 nm
laser operating at 2.7 mW for ten seconds. Another spectrum was obtained using
the 257.5 nm laser operating at 550 uW for sixty sdsoThese spectra are shown

in Figs. 2.6 and 2.7.

Oak Tree Leaf 532 nm
10000 :

9000+ (
8000
7000 /
6000
5000
4000 “
3000
2000

1000 [ : i N ol

Counts

0 1000 2000 3000 4000
Wavenumber {cm"}

Figure 26: Raman spectrum of oak leaf using 532 nm so(Petil, 2016)
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Figure 27: Raman spectrum of oak leaf using 257.5 nm sofifaél, 2016)

Figure 2.6 shows fluorescendeminating the spectrum above about 2500} cas
highlighted by the red box. These fluorescence spectra block out any potential
Raman bands in that region. As shown in Fig. 2.7 in the same region, this
fluorescence is no longer seen. This disappearantkeofluorescence spectra
shows that using the DUV laser eliminates fluorescealaded issues. There are
peaks present in both spectra at 1585 emd at 1400 crhare more clearly seen

in the 257.5 nm spectrum due to the lack of fluorescence. Another experiment was
conducted using sodium nitrate (NajjQo observe the effects of Resonance
Raman Spectroscopy (RRS), an effect that can occur when the excitation source
frequency is closéo or matchedhat of the electronic absorption band of the
molecule (John2017). For this experiment, a spectrum was obtained using the 532

nm laser running at 2.7 mW for ten sedsr{Patil,2016). Another spectrum was
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obtained usinghe 257.5 nm laser operating at 550 uW for ten seconds. The two
spectra were overlayed to see if using the deep UV laser led to an intensity
enhancement of the Raman bands, which is defined as the amplitude of the Raman
signal peaks. The differences inwer between the two sources are taken into

account in these spectra. The overlayed spectra are shown in Fig. 2.8.

10° Comparison
257
257.5 nm
532 nm
2_
o 15
c
=
o
o |'
0.5
G..._. A .'- 3 2 e )L —]
0 500 1000 1500 2000 2500 3000 3500 4000

Wavenumber (cm'1‘j

Figure 2.8: Comparison of Raman spectra for NaNi&gil, 2016)

Figure 2.8 shows that there is a significant differenceniensity between the
spectrum of the deep UV laser and that of the visible laser, even when taking the
differences of the experimental setups and powers into acadote. that the
intensity enhancements in the 257.5 nm spectrum is most likely due pe afty
RRS known as preesonance Raman scattering (PRS). This effect occurs when the
excitation wavelength is close to (within 100 nm), but does not enter the electronic
absorption band of the molecukedinburgh Instruments, n)d Sodium nitrate has

an dsorption peak of 300 nm, which falls within the range for PRS with the 257.5
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nm source (Jiao, 2@). Patil then quantitatively determines how much
enhancement in intensity the Raman peaks experience by using an intensity ratio.
For the calculation of thimtensity ratio, Patil treats the Raman intensity as equal to
the Raman crossection and does not taksther factors into account. The

expression to calculate this ratio is

0 4
O

- 8 (2.1)

where | is the intensity and  is the Raman scattering cressction wavelength
dependen ¢dependerice i dbservesl, one would expect an intensity ratio
of approximately 18.32. For comparison, an intensity ratio table was calculated

using the 1060rt and 1376 cm Raman bands in Fig. 2.8.

Wavenumber (cntt) E s
£
1060 34.73
1376 75.53

Table 2.11ntensity ratio comparison between 1060'camd 1376 cm Raman bands.

Table 2.1 shows that there is an enhancement fgatoe a t e“*obsénred This o
result suggests the presence of pheresonance effect when using the 257.5 nm
laser. Patil and his team experimentally demonstrateDiiat excitation provides
significant advantages over visible excitation, which suggéstt the proposed
121.57 nm system would show similar or even more significant improvements as a
Raman excitation source.

Another benefit of using a UV Raman spectrometer is that Raman intensity

is enhanced through the resonance effect without sgay ilnterfering with the
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spectra. Russedit al. at the University of Missouri demonstrate the elimination of
stray light through the rejection of specular light and the advantages of RRS in their
244 nm UV Raman spectroscopy system (Russell, 1995). Theatan behind

this elimination of stray light is that this light can overwhelm the detector and
obscure resulting spectra. Stray light rejection proves difficult because Raman
scattered light diminishes with each dispersing element. Using a triple
monochiomator system diminishes Raman scattered light too much, while using a
single monochromator does not reject stray light well. Russell solutiodis to

use a prism predisperser with a single monochromator for to eliminate specular
light in the systmn while maintaining sufficient throughput of Raman scattered

light. Specular light is the direct light from the light source that is not scattered from

the sampleA diagram of this setup is shown in Fig. 2.9.
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Figure 2.9: Diagram of 244 nm Ramspectrometer with prism predispergBussell, 1995).
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The overall efficiency of the optical system shown in Fig. 2.9 is evaluated using
various samples. One experiment involves obtaining a spectrum from a mixture of
acetonitrile (CHCN) and carbon tetraahide (CCh) using the 244 nm excitation
source at 3 mW and an integration time of 60 seconds to show the efficient stray

light rejection in the system. This spectrum, not corrected for background, is shown

in Fig. 2.10.
g
CHLCN/CCI, mixture S
g
b
>
a2
S
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Figure 2.10: Raman spectrum of §ZiN/CCL mixture using 244 nm sour¢Russell, 1995).
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Figure 2.10 has a low amount of background spectra, showing that stray light is
rejected efficiently while allowing for the sufficient detection of Raman scattered
light.

Another experiment involves obtaining spectrg@thylphenol(PEP) for
an integration time of 10 minutes. The spectrum obtained from 244 nm excitation

is compared to that of 514.5 nm-offlsonance excitation. This comparison is shown

in Fig. 2.11.

’ 5145 nm

Intensity
642
=

838

1173

1204

1614 ——
1660

244.0 nm

1 T §

600 800 1000 1200 1400 1600
Wavenumber (cnr1)

Figure 2.11: Raman spectra of PEP from 1) the 514.5 nm sowt@ dihe 244.0 nm sour¢Russell, 1995).
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Figure 2.11 shows that the SNR of the 244 nm spectrum is comparable to that of
the 514.5 nm spectrum. Also, the 1614'and 1660 cm bands show significant
intensity enhancements due to resonamessell anchis team demonstrate the
advantages of using a UV Raman spectrometer for 1) stray light rejection and 2)
resonant enhancement of Raman intensity

Now that the benefits of using ultraviolet excitation sources over visible
ones for Raman spectroscopy areweh, the advantages of using an even lower
wavelength UV source are discussed. The purpose of this discussion is to show that
using a 121.57 nm excitation source will demonstrate significant improvements
over the 257.5 nm source mentioned previously.udysthat examines the benefits
of 213 nm Raman spectroscopy is one coretlibly Wilcoxet al.at the US Army
Research, Development and Engineering Command (Wilcox,)20b& report
details how a 213 nm Nd: YAG laser provides improvements over longer
wavdengths in terms of the Raman signal intensity. For the experimental setup,
the laser was operating at 30 mW and an infiodejugate 15x objective lens was
used to collect the Raman scattered light at approximately one inch from the
sample. The light wathen collected by a Princeton Instruments Actor2SF0
spectrometer using a 2400 lines/mm grating and then to a Princeton Instruments
Pixis 2K camera.

The purpose of the experiments was to collect spectra from explosives and
chemical warfare agent (CWAimulants. One set of experiments involved testing
different excitation wavelengths on the sample, GA, at various thicknesses, as

shown in Fig. 2.12
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Figure 212: GA Raman signal intensity for various sample thickne@agisox, 2018).

The relative Raman intensities at these different wavelengths are extracted from
Fig. 2.12 and plotted on a logarithmic scale as a function of wavelength. One plot
is generated for a sample thickness of 1 um, highlighted by the red box in Fig. 2.12.
Another is created for a sample thickness of 1000 um, highlighted by the blue box

in the same figure. These plots are shown in Figs. 2.13 and 2.14.
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Figure 213: Relative Raman intensity versus wavelengti®afsample, Jum thickness.
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Figure 214: Relative Raman intensity versus wavelength of GA sample, 1000 pm thickness
Figures 2.13 and 2.14 are quite similar, but the relative intensity is overall higher
for the 1000 um sample thickness. Another observation from Figs. 2.13 and 2.14 is
that the 213 nm wavelength has the highest Raman intensity, while the lowest
intensity is seen at the 633 nm wavelength. Also, the region between 268 nm and
633 nm appr oxi madatgosship, buethessame dogsanot dholdarue

between 213 an@ 68 nm. This | ower wavel e¢hgth

relationship, which can most likely be explained bypheresonance effedince
GAG6s absorption band i.sThisanew c2ogs@ctiomahn
dependence would contribute a siggaht enhancement to the Raman signal
intensity. For example, one can compare the Raman-sea$i®ns between 121.57
and 633 nm. A visible

nm w a ¢ wavetengtht h

dependence with cros®ction. Substitution of 633 nm (6.331€7 m) into &*
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yields 6.23 x 18. The HLA wavelength is substituted into this same relationship
to yield4.57 x 18’. By using the standaw* dependence, it is apparent that HLA
contributes three orders of magnitude enhancement of Raeasity. However,
Figs. 2.13 and 2.14 show t h&%relationship UV wavel
as mentioned previously. Plugging 121.57 nm into this dependeEdsin a2.00
x 1038 enhancementEven though the?° calculation does not yield realistic
number, lhis calculation shows th#te resonance effecan leado an even higher
increase in Raman signal intensity than th&t@0l® resonance enhancemerst
compared to visible wavelengthghis finding further justifies the use of an AL
Raman excitation sourcélot only is using the HLA wavelength possible, ibut
leads to significant improvements in Raman ciession

Overall, Chapter 2 justifies the use of Raman spectroscopy for pathogen
detection and shows how using an HLA excitation source provides significant
advantages over a visible one. Létnal. demonstrate that Raman spectroscopy is a
general detection methathat can be used to detect viruses, which shows its
potential as a fast and accurate testing technology. The work by Rallaivaky
shows how a DUV excitation source is successfully implemented in the area of
cancer detection. The takeaway from this wisrkhat DUV Raman spectroscopy
is indeed possible and can be used for medical diagnostics. Thest Blagikplore
the benefits of DUV Raman spectroscopy by comparing the Raman spectra of
various samples between a 257.5 nm laser and a 532 nm laset. Bat wor k s hows
that the DUV laser provides fluoresceffoee Raman spectra that are of higher

intensity than those of the visible laser. Finally, the work of Wilcox is discussed to
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show how UV wavelengths lead to higher Raman scattering -seas®ns

conpared to those of visible wavelengths. TI
shows that using HLA excitation would lead to many ordémnagnitude

enhancementof Ramancrease ct i on. Another interesting o
4 wavelength dependenoé crosssection no longer holds below 268 nm, showing

a “%elationship instead. With this background, the theory of Raman spectroscopy

is discussed in Chapter 3.
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CHAPTER 3: THEORY OF RAMAN SCATTERING

3.1  Overview of Raman Scattering

Ramanspectroscopys based orRaman scatteringyhich is an inelastic
scatteringprocesghat occurs when photons from an incident radiation sderge
a laser)interact with a molecule(Gardiner, 1989).The inherent rotational
vibrational modes of the moleleuscatter incident light in three possible ways
(Long, 2002).Scattered radiation with no change in frequency is known as
Rayleigh scattering. attered radiation of a lower frequency (olonger
wavelength) iscalled Stokes Raman scatteri@ardiner, 198). Although rarer,
scattered radiation of a higher frequefayshorteiwavelength) is a process known
as AntiStokes Raman scattering visual representation of these processes is

shown in Fig3.1.

Rayleigh Scattering

>
®g
External Electric Field Molecule Stokes Scattering
» ® >
®g v ®g - O,

Anti-stokes Scattering
>

W, T o,
Figure3.1: Schematic omolecularscattering processéBatil, 2016)
Raman scatteringonstitutes a very small portion thfe total amount o$catteed
light. More specifically, there iypically 1 Raman photon per 4@ 1 scattered
photons when using a visible or naafrared light source (Wilcox, 2@).

Maximizing Raman intensitywhich is the Ramanscattered power per unit solid
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angle, is essential to observing Raman spectra. To understand how to enhance this
intensity,it is important to discuss the origin of Raman scattering. Throughout this
discussion, it is evident that the induced electric dipole of the target molecule plays
a central role in the origin and enhancement of Raman signals.
3.2 Classical Electric Dipde as Origin of Raman Scattering

The classical theory of Raman scattering treats the oscillating electric dipole
as the source of scattereddiation (Long, 2002)Although other electric and
magnetic multipoles exist, their contributions are negligible compared to those of
the electric dipoleThe following discussion foceson the electric dipole as the

sole source of scattering.

An electric dipole is induced iamolecule wheranincident electric field
Edi spl aces the mol ec wmicleifLeng,00p \tettarkbisrs r el at i \

written in its Cartesian components as
F Oe O« 0o, (3.2.1)

whereO, O andO are scalar electric field amplitudes in units of V/m, and

« and » are unit vectors. Interaction between the molecule and the electricsfield

central to classicacatteringheory, because Raman scattering occurs when there

is a change opolarizability of the molecule Polarizability is a measure of how

easily the molecul eds el ec fieldd@ardiner,oud i s d
1989. The distortion induced by the incider¢etric field causes the molecule to

acquire a dipole momenp, which is the product of the net charge multiplied by
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the displacement of the charge centé&he induced dipole momenntis written as

a power series of timdependent induced dipole moments:

p=po+ g2+ pd 8 (3.2.2)
where
o A, (3.2.39
D=~ FF (3.2.3b)
and = FFF (3.2.30)

Uis the polarizability tensor linear &2 1 and’ are the hyperpolarizability tensors
nonlinear toE (Long, 2002).The higher order terms of the total induced dipole
moment have a much smaller contributicompared to the firstrder term, as

shown in Table 3.{Ellis, 2017)

Polarizability tensors Typical Magnitude (SI Units)
U 1.649 x 10" C?m?J*
f 3.206 x 1P3 C®m3J?
[ 6.235 x 10° C'm*J3

Table3.1 Relative magnitudes of polarizability and hyperpolarizability ten@ogamells, 1998).

Table 3.1 shows thdtis 12 orders of magnitude less tHaandois 12 orders of
magnitude less tham SinceUis much greater thamanda, g9 is used to discuss

the classical treatment of Raman scattering.

38



The dipole moment is now discussed with a simple modehwdssspring

diatomic molecule perturbed by an incoming electric field, as shown irBFRig

I

My m,;

Figure3.2: Massspring representation of diatomic molecule.

& represents the atomic mass of the first at@m, is the atomic mass
corresponding to the secordom,i is the displacement of massil,is the

displacement of mass 2, aki the bond strengtiirig.3 . 2 i s descri bed by |

Law as
6a 01 0l o i s (3.2.4)
a a D®@ O
To simplify Eq.(3.2.4,1 andi are replaced by assuming that =i . The
eguation becomes
aa_ Qi L. (3.2.5)

a a @
It is appropriate to discuss Eq. (3.2.5) in terms of vibrational modes, since Raman
scattering is a vibrational phenomenon. Equaf®B.5) is written in terms of the
normal coordinateqy, which corresponds to Fi§.2 in the horizontal dimension.
Also,a anda are replaced by the reduced magsp turn this twebody problem

into a simpler ondody problem. The reduced mass fatanis
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Ul (3.2.6)
G, O

After substituting Eqg. (3.2.6) and replacingith ) , Eq. (3.2.5) becomes

L
O @8

(3.2.7)

Since these normal vibrational modes exhibit simple harmonic maoti@written

as
" N ®éd7 oh (3.2.8)
where i s the frequency of the molecul ebs nat
defined as
o O (3.29)
1 — 8
¢ a

Equations (3.2.8) and (3.2.9) represent the natural vibration of the molecule. The
incident electric field induces an electric dipole in the molecule, affecting the
molecular vibrationPolarizability a as shown in Eq. (3.2.3a) is not a function of

n . Thatis, there is a linear relationship between the dipole moment and the electric
field amplitude. In reality, this relationship is not linear. As displacement between
the charge centers increases, further increases in electric field amplitude do not
produce the same proportional increase in the dipole moment. The nonlinearity
varies from molecule to molecule. Because the nonlinearity is small, a small
amplitude approximation is used to describe the polarizability as a linear function
of displacementwhere

. (3.2.10)
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The subscript zero designates the equilibrium position of the system. Using Eqg.

(3.2.8), Eq. (3.2.10) is rewritten as

) | 2 r'l(j)é i1 o . (3.2.11)

The timedependent incident electric field is

F OG&éET Oe, (32.12)
whereEy is the amplitude of the incident electric fields the horizontal direction
in Fig. 3.2, and is the oscillation frequency of the monochromatic electric field.
The final step is to substitute Eqgs. (3.2.11) and (3.2.12) to Eq. (3.2.3a) to solve for

the dipole moment, yielding
p® = [( L ABHEKT O OQEET O e8 (3.2.13)
Equation (3.2.13) is then expanded to
pU= | OMEET 6 — AODEKT 0bE¢T o e8 (3219
To further simplify Eq. (3.2.14), the cosine prodtmsum trigonometric identity

is usedand is written as

(3.2.15)

rr

DEDOED

r R r R

DED® O GOED © 8

Vallhe)

Using this identity on Eq. (3.2.14) gives the following expression for the induced
dipole moment corresponding to Eg. (3.2.3a):
- | OAT @1 © (3.2.16)
2 —AiTd7 1 o Hé1 1 o e8
The first term of Eg. (3.2.16) corresponds to Rayleigh scattering, which originates
from the linear component of the dipole moment as a function of displacement at

frequencyl . The second term on the righénd side of Eq. (3.2.16) is Raman
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scattering,which originates from the change of polarizability with respect to
displacement and oscillatesiat 7 (Long, 2002).Equation(3.2.16) is then
written into separate expressions for Rayleigh and Raman scattering, respectively
as

- = /0EpcoSC O)eh (32179
and 2 HeEE T 1 0 HeEerl 1 o e8 (3217b
Since all molecules are polarizablg, is always noreero. In other words,

molecules always exhibit Rayleigh scattering. Equation (3.2.17b) shows that for

Raman scattering to OCCUE— cannot equal zero, meaning that the vibration is

Raman active only if it induces a change of poldmig in the molecule with
respect to displacement

Another implication of this derivation relates to the Raman intensity,
defined asthe observed intensity of a given Raman band in Chaptelt 1s
important to define this quantity in terms of the €leci ¢ di pol e. Usi ng
theory of polarizability, the Raman intensity is proportional to the square of the
induced dipolemoment (Long, 2002 As stated previously, the induced dipole
moment is proportional to the molecular polarizability and streafjthe incident
electric field. This relationship means that the Raman intensity is proportional to
the square of the polarizability and the square of the incident electric field. In
theory, one could continuously increase the strength of the electidc e
increasing the power of the excitation source. However, excessive power can
damage the sample under study. This concern is especially important for biological

samples, which are more easily damaged than-suhéral samples, for example.
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The other Hernative to increase Raman intensity is to increase the molecular

polarizability. If the vibration weakly alters the polarizability with small slope of

the — term, the induced dipole moment is small, which leads to a weak Raman

intensity. Polabonds, such as-8 or N-H, are weak Raman scatter@tsashimoto,

2019). In a recorded Raman spectrum, small Raman intensities correspond to weak
Raman scattering bands that may not appear in the spectrum if the noise is higher
than the signal. However, npolar bonds, such &=C and GS, exhibit large
changes in polarizabilitjMolecules with these bonds produce strong Raman bands
and strong Raman intensities. With this understanding of the origin of Raman
scattering and its relationship to the Ranraensity, the Raman scattering cross
section is now discussed. The goal of this discussion is to relate this scattering
crosssection to the Raman intensity and derive its dependence on wavelength

discussed in Chapter 1.
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3.3 Raman Scattering Cross-Section

This section discusses the Raman scattering-sexsson a term introduced
in Chapter 1. Th®aman scattering crossectionis the probability that a molecule
will exhibit Raman scattering. This quantity is expressed in terms of area and has
units of nf, but it is converted to chrfor most Raman spectroscopy experiments
(Long, 2002. The first step of this treatment is to telthe Raman scattering cross
section to the Raman intensity. To define Raman intensisyagsumed that power
radiated from the dipole is the source of scattered radiation. The Larmor formula is

used to calculate this power, which states that the exetielg dipole gives rise to

s Qo (3.3.1)
Q) T Q0 , .-
0 oo | o8

the power radiated from the dipole. The Larmor formula for the electric dipole is

whereP is power in units of watts, is the solid angle in units of steradians (sr),
‘ is the permeability of free space,— is the timeaveraged squared

acceleration of the dipolaomentis the speed of light, andis the angle relative
to the polarization direction (Beschinger, 200p First, the acceleration of the
dipole moment is found by taking its second derivative in relation to time. This
quantity is then squared as per EqQ. (3.3.1). The Stekesan component of the
dipole moment from Eq. (3.2.17b) is used talfthe Ramaispecific acceleration.

This quantity is written as

Q - 1 Q
== D02 a16 1 6 08

) (33.2)
Qo ™ ¢

With calculation of the time derivativeSg. (3.3.2 is simplified into
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Q - )

> _ , (33.3
03 = o0 8

Al € o)
cw 1 D 7

—a

If the frequency of the incident excitation source is much greater than that of the

mol ecul eds o0sciobbatandEqg(3.3.3) ie gmpkfieddoy , (¥
Q - T) R . . (3.3.9
96 TT T} WE 1] 1 00 8

As per Eq(3.3.1), the time average of Eq. (3.3.4) is taken by integrating over time.

The cosinesquared term is the only tintiependent component, which goes-to

after integration. The timaveraged expression is written as

Q - 1) R o 8 (33.9
06 in @

Equation (3.3.5) is now substituted into Eq. (3.3.1), yielding
(0¥ S IO o (3.3.6)
Q

— i —1 i ®D0
Y AL

Equation (3.3.6) is written similarly for (Eg. 3.2.17a), the Rayleigh component of

thedipole moment, as

‘ . (33.7)
TT

p(p<<79| 1 i "0 8

I'O*| Q]

The next step is to define the cross section in terms-of Equation (3.3.6) is

rewritten as

QD Qs (3.3.8
a g °f

where O ¢ O 8 (3.39)
— is known as the differential scattering cregstion andO corresponds to the

irradiance in Watts per meter squared of the incident excitation source in terms of
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the speed of light;, the permittivity of free spack, , and the magnitude squared
of the incident electricfield amplitude, O. In this work, Eq. 3.36) is a
mathematical definition dheRaman intensityl. ong,2002). Similarly, Eq. (3.3.7)
is the Rayleigh intensity The relationship shown in Eq. (3.3.8) shows tifnat
Raman intensity in units of W/sr is directly proportional to the differentiadsr
section and the incident irradiance in units of \Afram the excitation sourc@his
proportionality c orthe@ys mpentiorted in Baectiom 3.2P1 acz ek 6
Equation (3.3.8) is an important finding, because many Raman spectroscopy
experiments involve enhancing the ckssstion to increase Raman signal.

Another quantity of interest is the ratio of the Raman intensity to the
Rayleigh intensity, which is found by taking the ratio of Egs. (3.3.6) and (3.3.7).

This ratio is

—a
=4

q (3.3.10
L

o] e,

Equation (3.3.10) shows thiaie ratio of Raman intensitg Rayleigh intensity does

not depend on waveleigtThis conclusion assumes that the polarizabilityjs

not dependent on wavelengiBhanging the excitation wavelength changes the
total intensity of these peaks, as seen by theterm in Egs. (3.3.6and (3.3.7).

For example, illuminating the sample with HLA yields a higher total Raman
intensity by a factor of (633/121%) 730 than when using an illumination laser
operating at a wavelength of 633 nm. However, the proportionality of the intensity
between the Raman and Rayleigh peaks remains the same whether using 121.57

nm or 633 nm illumination wavelengths.
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The final step is to find an expression for the Raman differential scattering
crosssection in terms of frequency by relating Eg. (3.3.6) to B.8). This

relation is
‘ : (3.3.1)
T 8

% n e
e T — | &0
p HSGF TN W

.'O|JO

The expressiod ‘O is divided on both sides to yield the expression

Q P R e (33.12
Q LIJp<P<TT o 1T ees

Then, the relation

& L (3.3.13
I
is used to simplify Eq. (3.3.12) into
Q I 1ty (3.3.19
o peetn T

Equation (3.3.13) is used to rewrite Eqg. (3.3.14) into

Q, LSt G ess (3.3.15

Q pcPdTH

Sincg is not a function of solid angle, the proportionality between the scattering

crosssection and frequency of the illuminating light is written as

Q, (3.3.19
q ! °

Equation(3.316) s also written in terms of wavelength, since

“ (b
| C 2 (3.3.17
Thus, Eq(3.316) becomes
’Q_, 0 8 (3.3.18
) -
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The relationshiglescribed in Eq. (3.3.18) is shown experimentally in Figs 2.13 and
2.14 for wavelengths between 268 rand 633 nm, demonstrating that these
theoretical results match well with experimental findings presented in Chapter 2.
Another important point is that Rayleigh scattering csssions are larger than
those of Raman scattering. As discussed in SectionaB.2nolecules exhibit
Rayleigh scattering, while the polarizability derivative condition must be fulfilled
for Raman scattering. As a result, Rayleigh scattering is more likely to occur than
Raman scattering. Leblanc experimentally demonstrates thagjenitr N, has a
Rayleigh scattering crossection on the order of 8 cm/sr and a Raman
scattering crossection on the order of #dcm?/sr (Leblanc, 2008). This factor of
1,000 difference between the cresgstions shows that Rayleigh scatteringhes t
more probable process. So far in this text, the differential scatteringserotssn

is used interchangeably with scattering cresstion. However, other experimental
literature discusses the cressction in terms of the total scattering cresstio,

0. One converts the differential scattering cresstion into the total scattering
crosssection by integrating over all angles and directions. This conversion yields

g, with units of n? or cn? rather than rfisr or cnd/sr. G also shows the same
wavelemgth dependence as-, since] does not depend on solid angle as

mentioned previously. The analogues to Egs. (3.3.16) and (3.3.1Br®mritten

as
L0 (33.19

and , O 8 (3.3.20)
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For example, Aggarwagt al. expresses the Raman scattering ceesgions of
sulfur in terms of the total scattering cressction with units of ci(Aggarwal,
2011). Since these differences in the definition of scattering-seatson exist, this
work discusses the Raman and Rmylescattering crossections in terms of the
differential scattering crossection.

In summary, this section shows that the Raman scatteringsgosen is
directly proportional to the Raman intensity, and that this eseston
demonstrates a dependence. Thereforasing a shorwavelength excitation
source produces orders of magnitude improvement in Raman intensity, although
the ratio of Raman intensity to Rayleigh intensity is not a function of wavelength
With these findings from classicatatering theory, this discussion transitions into

the quanturmechanical theory of Raman scattering.
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3.4  Quantum-Mechanical Theory of Raman Scattering
The discussion of the quantumechanical theory in this section leads to a
deeper understanding of Raman scattering. In this perspective, the molecule is
treated quantum mechanically, while the incident electromagnetic radiation
remains classicglLong, 2M2). The incident radiation produces perturbations of
the states within the molecule, so quantum mechanics is used to calculate the
properties of the perturbed system. In this discussion, the classical induced electric
dipole is replaced by a transitioreetric dipole. The analogue of Eq. (3.2.2), the
total induced transition electric dipole vector, is written as
-—cmm  fmm  Fomm 8 8 (34.1
The subscripti denotes the transition in the molecule from the initial statethe
final statef. This expression can also be written as
— [ e . (3.4.2

[ andl represent the timdependent perturbed wavefunctions of the final and
initial states, respectivelyssis the electric dipole moment operator, representing
the interaction between the incident electric field and the dipole of the molecule.
The wavefunctins] andf are written as the series expansions

re [ [ E [ h (3.4.39
and re T r r E 1 8 (3.4.3bH
Each series begins with the unperturbed wavefunction, denoted by the superscript
zero.The terms that follow represent a perturbation'brder. For example,

is the firstorder perturbation of the initial state. Using thehependent perturbation
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theory, these perturbed wavefunctions are written as linear combinations of

unperturbed wavefunctions. The initial and final states are written as

: P (3.4.49

and (3.4.4b)

Note that the summations are over all states of the system. Thaliermsd®

are coefficients, and the subscipphfers that these coefficients are generated from
the electric dipole. These coefficients to the fosder are linear ik, the second
order terms are quadratic iy and so on[  is the unperturbed wavefunction of
the intermediate state Stater represents the excited state of the molecule, which
is either real or virtual, depending on if the frequency of the incident electric field
matches with the electronic transition of the molecule. This condition is discussed
further when talking about resamnt Raman scattering (RRi8)Section3.5. Using
Egs. (3.4.3a) and (3.4.3b), the first term in Eq. (3.4.1) is written as

- [ == [ oS=§ . (34.9

— .IS a complex quantity, as denoted by the tilde (~). The superscript zero
represents the unperturbed wavefunction, while the superscript one denotes the
first-order perturbation. As treated fBection 3.2, the higheorder terms are
neglected, becausa Iiiéfi]as the largest contribution to the dipole momkiiaty,

only the real part Gkm IIS considered. This quantity is written as

h (34.6)
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where mm ‘T is the complex conjugate ei.;;. Equations (3.4.4a) and (3.4.4b)
are substituted into Eq. (3.4.6), resulting in

Equation (3.4.7) leads to the following expressionsior

- —B & s 88y (3.48)
12285 q
+—B 2 2 g Q
TR I 00 }

+ complex conjugate
nHandnHare thg andd components, respectively, of the electric dipole moment
operatorj andi are coordinates with the relationship

"h,  ohiha8 (34.9

'O is thell component of the complex incident electric field with frequency
[ ,[ handl are the timéndependent unperturbed wavefunctions of stites
andf, respectively. This excited state is written in terms of its corresponding time
dependent wavefunctian, as

Fo [0 h (3.4.10

where 7 — (3.4.11)

o]
1 is the frequencyf stater, E; is the energy of the stateandw is a damping

constant related to the lifetime of stat&or statesandf, the lifetimes are assumed
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to be infinite, sothab @ T8The timedependent wavefunctionsfof and’

are written as

¢

Fo T Q (34.129

and g T Q8 (3.4.12h

Going back to Eq. (3.4.8), the double subscriptyoimdicates a difference in

frequency. For example,
1 1 1 . (34.13

There are two frequency dependencies present i3y that are( 1
and 1 . Note that is the quantum mechanical equivalent of from
Section3.2. The term 1 is important because it describes Rayleigh and
Raman eattering. If  is zero, the initial and final states have the same energy as
in Rayleigh scattering, In the case that is positive, the energy of the final state
is greater than that of the initial state as in Stokes Raman scattering. i
negative, the opposite is true, which corresponds with-Siokes Raman
scattering. The term] ] describes stimulated emission, which is not
discussed here

The final step of this discussion is to introduce the general transition
polarizabilty,| . This quantity is helpful for examining how the resonance effect
enhances Raman signal, which is discussed in the next s&gione solving for

|, EQq.(3.4.9 is simplifiedto
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p "ONHI & HEa (3.4.14
¢Go T D@

h

a@nHe ai AHIQ
Q- rl" 00
T T @

+ complex conjugate
[, ,and are replaced with i, andr respectively.To introduce lhe general
transition polarizabilityan expression is needed to relate the dipole moment to the
polarizability. This relationship is analogous Eg. (3.2.3a) in the classical discussion
of the dipole moment he quanturmechanical equivaletd Eq. (3.2.3a), the first

order dipole moment, is written as

- | 8 (34.19

Equation (3.4.15) is rearranged in terms of the general transition polarizability,
yielding
(3.4.16

| | 8
7

It is implied that is in terms off and(. Substitution ofEq. (3.4.14) into Eq.

(3.4.16) yieldsthe general transition polarizabiljtwhere

s s@ as sa (3-4-]7)

h
Equation (3.4.17) is known as the KrameideisenbergDirac (KHD) relation
(Kramers, 1925). The summation symbol shows that the general transition
polarizability is given by the sum of all vibronic states of the molediie.KHD
relation is used to provide a more complete treatment of the general transition

polarizability and its relation to Raan intensity enhancements.
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In summary, this section develops Raman scattering in terms of quantum
mechanical theory. The classical and quantum scattering theories are quite similar.
For instance, the firastrder dipole moments have the same form as shiowas.
(3.2.3a) and (3.4.15). Due to this similarity, the polarizability tensors between the
two theories are similar as well. However, the classical polarizability tensors are
used to qualitatively discuss molecular properties while the transitionzadulgity
tensors are used to discuss molecular properties quantitatively (Long, 2002). Also,
a full treatment of rotational and vibrational characteristics of a molecule is only
possible with quantum mechanidechniques to enhance Raman signal such as
RRS and SERS are now discussed. Quantum scattering theory provides a rigorous,
guantitative treatment of RRS while classical scattering theory is sufficient to

describe SERS.
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35 Resonance Raman Spectroscopy (RRS)
Resonance Raman Spectroscopy $iRBccurs when the frequency of the
incident radiation source matches or is near that of an electronic transition of the
molecule beingrradiated (Gardiner, 1989When the excitation source frequency
is close to that of the absorption band of the mogctilis is known as pre
resonance Raman scatter{i®RS)(Edinburgh Instruments, n)dIf the excitation
frequency matches the moleculebds absorptic
resonance Raman scatterif@RS) (John, 2017) Figure 3.3 comparesthe

electronic transitions between regular Raman scattering #g,and RRS.

Virtual excited
state

Energy

Stokes Raman Stokes pre-resonance Stokes resonance
scattering Raman scattering Raman scattering

Figure 3.3: Comparison of RERS,and RRS in terms of electronic transitio&slihburgh Instruments, n)

Figure 3.3 shows that, RS and PRSthe transition occurs from the ground state

to an intermediate virtual statedowever, the virtual state is close enough to the
absorption band of the molecule for a resonance effect to occur in the case of PRS
(Edinbugh, n.d). In the case of RRShis intermediateirtual state becomes a real
excited state in R® (Long,2002), which causes vibronic coupling between the
ground and excited states. This vibronic coupling leads to an increase in

polarizability of the Rman vibrational modes involved with the electronic
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transition. A 16 to 1 enhancement of Raman signal intensity occurs in these
modes. This intensity enhancement is explained through quantum mechanical
theory. The discussion begins with Eq. (3.4.17)geeral transition polarizability
described through the KHD relation. As the frequency of the incident radiation
approaches that of the electronic transition, the first term in Eq. (3.4.17) dominates
the equation, because the second term decreases fieghency approaches the
electronic transition. Since the first term is always significantly greater than the
second term in this case, Eq. (3.4.17) is simplified to

"ONHI & HEG (3.5.1)
— 8
T T @

Sl o)

h

The first term in the numeratofQrHi , describes the mixing of excited and final

vibronic states while the second tert 3)H§Q describes mixing between ground

and excited vibronic states. A further treatment of Eq. (3.5.1) is necessary to discuss
how RRS induces intensity enhancements. The Bgppenheimer approximation

is made first, which assumdisat the behavior of the nucleus does not affect the
electrons (Willitsford,2008). This approximation allows states to be separated into

products of Mbrational and electronic states. Statesandf are rewritten as

4 vE Db bh (3.523)
46 QL& & &, (3.5.2h)
and S& Qv Q0 8 (3.5.2¢)

wheree andv represent the electronic and vibrational states for statesndf. For
stateg andf, the electronic transitions occur at the ground state. Equations {3.5.2a
C) are rewritten as
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s@ s»a s ah (3.533)
6 Qv a N ah (3.5.3b)
and s »  sdo 8 (3.5.3¢)

After using the BorrOppenheimer approximation, Eq. (3.5.1) becomes

o O KU 0 0 N O (3.54)

- — h

9 T @

h

where nHU  is the} " component of the dipole moment operator for the electronic
transition from the excited state to the ground state ghtd  is the( component
of the dipole operator from the ground to the excited state. With this modified
equation, the Herzberfeller expansion on the transition polarizability tensor is

used| is written as a simple sum of terms:

L | | 8 (3.55)

The C and D terms of this expression are neglected, since the A and B terms are the

dominantterms. Instead, Eq. (3.5.5) is written as

| | | h (3.56)
where p . ‘ VI VIR VIRV (3.5.7)
o g
and | - A AU B ¢ s s s (3.5.8)
. ‘ S $ s
= nH N B 8

Due to the complexity of this treatment, the A and B terms are discussed

gualitatively. The A term, or thEranckCondon enhacement term, describes the

58



behavior of intensities of totally symmetric modes (Stromni&77). In totally
symmetric vibrational modes, the vibrational wavefunctions of the ground and
excited states are nathogonal. As a result, thetensity of these vibrations
increases as the incident frequency approaches that of the lowest excited state. If
the modes are nesymmetric, the behavior of intensities is described by the B term,
or the Herzbergreller enhancement term. The B term ddsesicoupling between
nearby electronic states whereas the A term describes resonance of a single
electronic state. If two excited states are coupled by some normal mode, there is a
large enhancement in that normal mode. Group theory is necessary ta explai
symmetry of modes, but that theory is beyond the scope of this work. The important
takeaway from this overview is thRRS intensity enhancement is selectinar
example, Xiong shows Raman spectra dominatedabgorption bands of
tryptophan and tyrosineshen using a 229 nm excitation source (Xiong, 3014
These results show that enhancement only occurs in the mentioned amino acid
bands, which is why their spectra are dominant. The selectivity of RRS proves
beneficial for biological applications, becauselecules such as proteins are large
relative to nororganic molecules. Using RRS can be used to identify specific parts
of the protein by selectively enhancing bands at those locations.

It is also important to discuss how RRS affects the esestonal
wavelength dependence discussed in SectioMBiSrelationship is dependent on
the incident excitation frequency and the molecule being used as the sample. For
example, using an infragleexcitation source on a molecule that is resonant at UV

has the crosssectional dependencdescribed in Eg (3.3.) and (3.3.18)
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However, an HLA excitation source used on a biological molecule resonant at HLA
hasthe more complicated crosgctional relationshiglescribed in this section
Despite the added complexity, exploiting the resonance effect increases the Raman
scattering arsssection.This increase in crossection due to resonance is seen in
both Patil és and Wilcoxbés work in Chapter
comparison of intensity ratios between 532 nm and 257.5 nm in Table 2.1 show
that an enhancementcfa or g r e‘istoleserved duetm ressnance. In Figs.
2.13 and 2. 14 s ho wi-segiondVwdvaleagth@ependemecebf, a cr o
a2%is observed below 213 nm. Based on both these theoretical and experimental
findings, he use of an HLA excitan source would provide significant
improvements in Raman scattering crssstion over highewavelength sources.
Russell et al. shows that, for solutions gf-ethylphenol (PEP) dissolved in
cyclohexane, dramatic resonance enhancement of-$aldeor greater is observed
for certain PEP Raman bands using a 244 nm laser source as compared to a 514.5
nm nonrresonant laser source (Russell, 1995).

With this understanding of RRS in terms of the resonance effect, another
technique known as surfaeehanced Raan spectroscopy (SERS) is discussed in
the next section. SERS is also based upon resonance, but SERS is based on surface

plasmon resonance, rather than the resonance described in Section 3.5.
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3.6 SurfaceEnhanced Raman Spectroscopy (SERS)

Another technique to enhance Raman signals is suefaltenced Raman
spectroscopy (SERS), which is a method mentioned in Chapter 2 with respect to
use of goldnanoparticle SERS in Lirstal 6 s The us& af gold nanoparticles
( G N Pild SERS is a standatechnique duto low cost, nortoxicity, and ease of
preparationG N P are readily available on the market to purchase or are simple to
prepare in a laboratory for visible or neafrared SERS.In general, SERS is a
process in whichmolecules in clos proximity to metallic nanostructures exhibit
amplified Raman signal due to localized surface plasmon resonance (LSPR)
(Willets, 2007. Surface plasmon resonand&PR) is defined as a coherent
oscillation of surface conduction electrons excitedelgctromagneticadiation
(McMahon, 2013 LSPR is a type of SPR in which light interacts with particles
much smaller than the incident wavelength. As a result, a plagscdtates locally

around the nanopartiglas shown in Fig3.4.

Electric field

+++
(\\ Magnetic
= = field
Metal sphere Electron cloud

Figure 34: Schematic of localized surface plasmmesonance (LSPR) (Peiris, 2015).

Figure 3.4 illustrates the process of the oscillatory behavior of conduction band

electrons around the metal nanoparticle excited by the incident light. This collective
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oscillation of free electrons is known agplasmon When plasmons are confined
to the surface o metallic nanoparticle, they strongly interact with the incident
radiationto enhance the electric field at that saeggHong2012). The critical step
in this surface electric field enhancement is for the incident light to excite the
nanoparticle atasonance frequengcgince this is where the collective oscillations
are maximized To achieve this necessary resonance, the metal must saiisfy t
complex relative di elwhicharellaMatom 204% ant ( U) ¢

1. The r eal pamstbemdgatizand Re[ U], m

2. The i maginary part, |l m[ U], must be small
In general, the dielectric constaatdetermines how a material behaves when
interacting with an external electromagndigdd (West, 201D Re[] describes the
strength of poldzation induced by an external electric field, while (infescribes
the resulting losses after polarization of the material. Materials that experience low
losshavesmallint] 6 s. tAli soj mportant to note that U
wavelength. This dependence explains why gold can satisfy the resonance
conditions in the visible region but fail them in the ultraviolet regidreimaginary
part of the dielectric constant becomes too langine UV region, which violates
one of the resonance cations of U A large Im[J corresponds to a large amount
of absorption loss, which counteracts any Raman intensity enhancement.

Due to golddés weak response in the UV

as candidates for SPR at HLAhe purpose of this sien is to justifyindium as

the best candidate to enhance Raman signals by HLA SE&8dy by McMahon

et al delves into the mathematical models of the dielectric function and uses them
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to compare how different metals achieve the resonanoditions(McMahon,
2013. The study focuses on poor metals Al, Ga, In, Sn, Tl, Pb, and Bi. They are
characterized byeingsofter, having higher electronegativity, andsing lower
meltingand boiling points than the transition metals (including AdjAa) (Hong,
2012.The gener al mat hemati cal model for
Eo - - 1 - 1 h (3.6.1)
with  referring to the higtirequency limiting dielectric constantiher( ¥rélating
to interband interactions (Lorentz ailator model), andGhwa( ¥ delating to
intraband interactions (Drude model) (McMahon, 20Ithe main differene
between the Lorentz and Drude models is that the Lorentz model of dielectrics
considers bound electrons that are mrgsingsystemsyhile the Drude model of
metals considers unbound electrons constantly bouncing off eadr oth
(Peyghambarian1993). The reason both models are considered is because the
Lorentz model described-band tosp-band electron transitiongvhile the Drude
model describes conduction band electron matidoMahon,2013) In the study
by McMahonet al, a modified Drudd_orentz models formulated to compare the
different poor metals in terms of the dielectric resonance conditiua.equation
for this model is

(3.6.2)
1 W

11 0 11 ¢ 1

wherely is the highfrequency limiting dielectric constantp andap are the Drude
frequency and decay constant, respectively, and a.n are the B Lorentzian

frequency and decay constgntespectively, anddl, determines the relative
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importance of each ter. The number of Lorentzian termd. describes the
interband contributions to the dielectric constant and is 2 in the studyMore
rigorous approachesuch as finitedifference timedomain(FDTD) simulations
with a large number of Lorentzian terar® possiblebut the model from this study
provides a sufficient overview of why indium performs the best in the 121.57 nm
(10.2 eV) region. With this model, McMahan al plot different poor metals in
terms of the real and imaginary parts of the dielectric constanettielyit Both

the experimental (symbols) and fitted Drtlderentz (solid line) curves are plotted
for each metalin Fig. 3.5. Note that the -mxis is expressed as energy in
electronvols (eV) rather than wavelength. The conversion from wavelength to
energy is

@ (3.6.3)

wherehi s Pl an c k 6 squats®.63FxtIé joulessacondls while is the

speed of lightand equals 3x®18et er s/ second. SuMnmsitoi t uti on o
Eq. (3.6.3) yield$ = 10.2 eV. A vertical redlashed line in Fig3.5 shows the

location of HLA on the plot. The performance of indium compared to other poor

metals in terms of the dielectric constant is now discussed.
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Figure3.5: Experimental dielectric constant data (symbols) and Diuotentz model fits for Al, Inand Tl
The annotatedredas hed | ine corr espox2eV(MaMahen, 2013L.21. 57 nm

Indium is shown to have the highe&e[U ]

and the small est

leadingto the narrowest resonance curves of the matdigy. 3.5. It is important

to note that two separate fits in the visible and ultraviolet regi@gerformed on

indium due to large and strongly varying B[

v & lhaurewer.resonance curve

leads toincreased detection sensitivityhich is a crucial aspect for accurate

characterization of the sample (Schasfa208).

With that benefit in mind, it is also important to consider absorption and

scattering crossections as factors in electric field enhancement. The absorption

65

or

C

+1 m[ L



crosssection is the probability of an absorption process occurring in a molecule
(Milonni, 1988. In other words, this concept describes the ability of a molecule to
absorb a photon of a particular wavelength. Likewise, the scatteringsactssn
describes the ability of a molecule to scatter a photon of a particular waveksgth
discussed in therevious sectiond-or LSPR, two important figures of merit are
theextinction crosssectionandextinctionefficiency(Willets, 2007. The extinction
crosssection is defined as the sum of the absorption gesson and scattering
crosssection Once tlis parameter is calculated, one can calculate the extinction
efficiency by dividing it by the geometric cresection of the nanostructure as

shownin Eg. (3.6.4), where

t 00- - . 3.6.4
to S — — h ( )
_agpm - -

wherea is the radiuslhis the dielectric constant of the metal nanopartidejs

the dielectric constant of the external environméhis the real part of dielectric
constant, andjis imaginary part of the dielectric constaffwo parametersi\
(number of finite polarizable elements) adactor based on nanostructure shape)
are important to point out because these facmesvhat indicate the geometry of
the nanostructuréSpheres are the most common geometry used, so these factors
aresolvedanalytically = 2 for instance)Although approximations must be made
for all other shape<q. (3.6.4)is a general extinction efficiency model that
applied broadlyand isuseful when investigating optimal nanostructure shafes.
high extinction effciency is desirable, becauseindicates high absorption and
scattering efficiencies. It is important to maximize the probability of the molecule

absorbing HLA photons, since this interaction contributes to a higher Raman
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scattering crossedion (Striekel, 20179. However, the scattering cressction

should be higher than that of absorptibecausebsorption losses can wash out
Raman signal Size and shape can be modified to obtain optimal extinction-cross
sections and efficiencies. Since spheres have been solved analytically, it is easier
to use this shape argimply change the size of the nanopartitbeunderstand
resonance conditions veiswavelengthMcMahonet al use this approach in their
study by plotting various diameters of nanospheres for each pal {cMahon,

2013).

Figure 3.6: Energy (eV) versus extinction efficiency for various diameters of indium nanosphéres
annotéedredd ashed | ine correspochReV(Mcblahen, 2613)121. 57 nm or

Figure3.6 shows that indium has higher extinction efficiencies at 50 and 100 nm
nanoparticle diameters. The lowest extinction efficiency of indium occurs at the 20

nm diameter. The conclusion from this data is thdte nanoparticle diameter is
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