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ABSTRACT 

Rapid detection and identification of novel viruses, such as SARS-CoV-2, 

are critical to treat, isolate, or hospitalize those infected; and ultimately, to curb the 

spread of the virus. Diagnostic assays, such as quantitative reverse transcriptase 

polymerase chain reaction (RT-qPCR), are considered the gold standard for testing. 

However, these methods are labor-intensive and/or involve creating probe 

molecules specific to the virus. We propose Raman spectroscopy as an alternative 

method of detection, because samples can be efficiently used with a simple 

spectrometer configuration with measurements collected on the order of seconds, 

eliminating the drawbacks of RT-qPCR. Specifically, we are developing a vacuum-

ultraviolet (VUV) Raman spectrometer using an incoherent excitation source that 

emits hydrogen Lyman-Ŭ (HLA) at 121.57 nm. Since HLA Raman spectroscopy 

has not been demonstrated in literature to date, this paper serves to justify the use 

of an HLA Raman excitation source. The main question posed throughout this work 

is, ñIs achieving detectable Raman signal possible by using a 121.57 nm light 

source?ò Through a literature review of other Raman spectroscopy work and our 

own experiments relating to source and camera optimization, it is concluded that 

achieving detectable Raman signal at 121.57 nm is indeed possible. In the future, 

we expect to produce consistent Raman spectra in samples. To achieve that goal, 

further efforts are needed in terms of maximizing source power and minimizing 

camera noise. Overall, we expect that HLA Raman spectroscopy will transform 

diagnostic medicine and several other industries through its powerful capabilities 

of detecting real-time infections and important health markers. 
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CHAPTER 1: INTRODUCTION  

1.1  Motivation  

The World Health Organization (WHO) declared the COVID-19 outbreak 

as a pandemic on March 11, 2020 (Ghebreyesus, 2020). As of August 6th, 2021, 

there have been over 200 million cases and 4.27 million deaths reported worldwide 

due to this new strain of coronavirus known as SARS-CoV-2 (World Health 

Organization, 2021). The severity of this pandemic makes it imperative to develop 

efficient diagnostic tools to prevent transmission and lead to timely treatment of 

those affected by the virus. The current gold standard is quantitative reverse 

transcriptase polymerase chain reaction (RT-qPCR). In this process, the virusôs 

RNA is extracted and then reverse transcriptase converts this RNA into its 

complementary DNA sequence (Tabish, 2020). The DNA is then amplified through 

the qPCR process, which uses fluorescence as the mechanism to monitor the 

amplification process. Although the technique can be sensitive (10 copies per 

reaction) and can be done in real-time, there are some drawbacks such as time-

consuming sample preparation and long laboratory analysis times (Khan, 2020). 

Also, monitoring infection is difficult due to the variation in viral RNA sequences 

over the course of the infection. These difficulties point to the necessity of the 

development of rapid and accurate testing technologies that can both rapidly detect 

and accurately monitor pathogens such as SARS-CoV-2.  

In this work, Raman spectroscopy is proposed as an alternative method of 

detection since it can significantly reduce analysis times and eliminate the need for 

sample preparation. Raman spectroscopy is based on the inelastic scattering process 
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known as Raman scattering, which provides a key advantage by revealing the 

inherent chemical structure of a molecule (Kumamoto, 2012). In Raman 

spectroscopy, a spectrometer detects small changes in the frequency of light, called 

Raman shifts, scattered by the sample that are characteristic of the molecules being 

illuminated.  Raman scattering produces a chemical ñfingerprint,ò because each 

type of molecule has its own unique vibrational characteristics and resulting Raman 

shift spectrum. Therefore, Raman spectroscopy can be used as a general method to 

identify newly emerging viruses without complicated preparation of samples or 

RNA probes. Samples can be placed efficiently in a spectrometer with 

measurements taken in seconds, simplifying the process of pathogen detection as 

compared to RT-qPCR (Wilcox, 2018).  With this motivation, we are developing a 

vacuum-ultraviolet (VUV) Raman spectrometer using a hydrogen Lyman-Ŭ line 

(HLA) excitation source at 121.57 nm. The objective of this thesis is to justify the 

use of an HLA excitation source in a Raman spectrometer, and this work provides 

a theoretical and experimental framework to answer the question, ñCan we achieve 

a detectable Raman signal using a 121.57 nm light source?ò 
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1.2  Basics of Raman Spectroscopy 

In a typical Raman spectrometer configuration, light from an excitation 

source (i.e. a laser) is focused into a sample and then dispersed into its constituent 

Raman-shift spectrum by a high-resolution diffraction grating. The spectrum is 

detected by a camera (i.e. a CCD). This basic setup is shown in Fig. 1.1. 

                

    Figure 1.1: Diagram of basic Raman spectrometer configuration. 

A Raman spectrum is typically represented with the intensity of scattered 

light (the amount of scattered light captured by the camera) as the y-axis against 

the frequency of light as the x-axis. The frequency is usually denoted by the 

wavenumber with units of cm-1. An example spectrum is shown in Fig. 1.2.    
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Figure 1.2: Typical Raman spectrum. 

The green line centered at zero is the Rayleigh line, which is of equal 

wavelength/frequency to that of the excitation source. The red region shows Stokes 

Raman scattering, which is composed of longer wavelength (lower frequency) 

components than the Rayleigh line. The blue lower-wavelength (higher frequency) 

region is called Anti-Stokes scattering. These terms are defined in-depth in Chapter 

3. The key takeaway from Fig. 1.2 is that Raman signals come in the form of 

ñbandsò in a Raman spectrum. The bands correspond to a moleculeôs unique 

vibrational and chemical characteristics (Kumamoto, 2012). For example, a 

molecule that contains a carbon-hydrogen bond exhibits a Raman band at a 

particular position on the frequency spectrum as shown in Fig. 1.2.  The terms 

Raman signal and Raman band are used interchangeably when discussing Raman 

spectra. The location of a band corresponds to its Raman shift, which is the 

difference in frequency between the laser light and that of the scattered light. This 

value is important to calculate, because the shift of the Raman scattered light 
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depends on the wavelength of the excitation light. The Raman shift formula 

expressed in wavenumber is 

The term ‗ refers to the excitation wavelength in units of nanometers (nm) and 

‗  denotes the Raman scattered wavelength. As mentioned previously, the 

locations of the bands are determined by the moleculeôs chemical characteristics. 

In other words, a molecule has its own characteristic Raman fingerprint, which is 

its Raman spectrum in the region of interest for the analysis (Kumamoto, 2012). 

Despite this beneficial ñfingerprintò property, the main weakness of Raman 

spectroscopy is that Raman signals are much lower in intensity compared to that of 

Rayleigh scattering. In a typical Raman spectroscopy experiment using visible or 

near-infrared lasers, 1 Raman photon is produced for every 106 to 108 total scattered 

photons (Wilcox, 2018). This probability easily leads to a low signal-to-noise ratio 

(SNR), which is defined as the ratio of desired Raman signal to background noise. 

This low SNR could result in an observation without any detectable Raman signals, 

especially if there are contributions from fluorescence or detector noise. To mitigate 

this issue, there have been many efforts to increase the Raman intensity with 

various enhancement techniques. The Raman intensity is defined as the observed 

amplitude of a given Raman band in terms of the power per unit solid angle. This 

quantity is proportional to the Raman scattering cross-section, which generally has 

a ɚ-4 dependence.  The ɚ-4 dependency means that lower wavelengths yield higher 

Raman scattering cross-sections and a higher Raman intensity. A more rigorous 

treatment of the definition of intensity and cross-section are discussed in Chapter 

 Ў’
 

 . (1.1)  
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3. The above definitions are sufficient for Chapter 2, which explores the benefits of 

Raman spectroscopy for pathogen detection and HLA as an excitation wavelength 

in the form of a literature review.  

The overall goal of this thesis is to show that HLA Raman spectroscopy is 

indeed possible and has the potential to improve the field of medical diagnostics. 

Chapter 2 is a literature review justifying the use of the HLA Raman spectrometer 

through other experiments relating to UV Raman spectroscopy. This discussion 

shows that Raman spectroscopy is a successful alternative to pathogen detection 

and that using an ultraviolet Raman excitation source significantly improves Raman 

signal compared to visible sources. Chapter 3 discusses the theory of Raman 

spectroscopy in terms of classical electrodynamics and quantum mechanics. The 

goal of this chapter is to discuss the origin of Raman signal and how it can be 

enhanced to ensure observable Raman spectra. The theory of enhancement 

techniques mentioned in Chapter 2, such as Resonance Raman Spectroscopy (RRS) 

and Surface-Enhanced Raman Spectroscopy (SERS), are also discussed. Chapter 4 

details the experimental work to date on our VUV Raman spectrometer in terms of 

source and camera optimization. This chapter shows that acquiring Raman signal 

is possible within our system. Chapter 5 summarizes this work and discusses future 

efforts in achieving Raman spectra using the HLA Raman spectrometer. 
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CHAPTER 2: BACKGROUND  
 

2.1 Raman Spectroscopy for Pathogen Detection 

A goal of this discussion is to demonstrate why Raman spectroscopy is a 

promising alternative for pathogen detection. As mentioned in Chapter 1, the key 

advantage of Raman spectroscopy for molecular diagnostics is that this method 

reveals the inherent chemical structure of a molecule, known as a chemical 

fingerprint (Kumamoto, 2012). This characteristic fingerprint makes it possible for 

Raman spectroscopy to be used for pathogen detection, which is demonstrated by 

Lim et. al (Lim, 2019). An illustration of this process is shown in Fig. 2.1. 

 

Figure 2.1: Illustration of Raman spectroscopy for identification of newly emerging influenza virus. (Lim, 

2019) 
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Figure 2.1 demonstrates that when a virus such as influenza enters a cell, viral 

envelope proteins surround the cell. Surface-enhanced Raman spectroscopy 

(SERS) through gold nanoparticles using a 785 nm CW laser at 10 mW is used to 

enhance the Raman signal from these proteins.  Principal component analysis 

(PCA) extracts patterns from these signals from both the known influenza virus and 

a control sample without the virus.  The PCA result shows that influenza can be 

detected with high confidence (95%).  This same process occurs for the newly 

emerging virus, which is like, but not the same as, the original virus.  As shown in 

the bottom of Fig. 2.1, the PCA classification can distinguish between the control, 

the original virus, and the newly emerging virus. This finding demonstrates that 

Raman spectroscopy can be used as a general method to identify known and newly 

emerging viruses, where the spectrometer configuration does not need to be 

changed for each new sample. Many samples can be put in the same spectrometer 

configuration with measurements collected in the order of seconds, which 

simplifies the process of pathogen detection as compared to RT-qPCR and ELISA. 

Raman spectroscopy has been successful in the detection of other 

pathogens, such as hepatitis B, rotavirus, and various pathogenic bacteria (Wang, 

2020, Driskell, 2010, and Ho, 2019). However, these studies, as well as Lim et al.  

use visible-wavelength Raman spectrometers. To justify the use of a diagnostic 

HLA Raman spectrometer, it is important to discuss past efforts of using far-

ultraviolet excitation for pathogen and disease detection. Far-ultraviolet excitation 

is a general term referring to deep-ultraviolet (190-280 nm) and vacuum-ultraviolet 

(100-190 nm) regions. One such effort involved deep-ultraviolet (DUV) Raman 



20 
 

spectroscopy for cancer diagnostics of prostate cancer cell lines and cancerous brain 

tissue by Ralbovsky et al. (Ralbovsky, 2019). For the prostate cells, normal human 

primary prostate epithelial cells (HPrEC) and grade IV adenocarcinoma PC-3 

prostate cancer cells were obtained and cultured in solution. The cancerous brain 

tissues were obtained from mice injected with human breast adenocarcinoma cells 

and compared with normal mouse brain tissue. These samples were analyzed with 

a Raman spectrometer setup that used a 198 nm excitation source irradiating the 

sample solution through a nuclear magnetic resonance tube. The scattered radiation 

was dispersed through a double monochromator setup and detected using a cooled 

CCD camera. For the prostate cell lines, twenty acquisitions were obtained at thirty 

seconds each and then averaged. A similar process was used for the brain tissue 

samples, but forty acquisitions were acquired instead. The resulting Raman spectra 

of the prostate cells are in Fig. 2.2.  

 

Figure 2.2: Averaged Raman spectra of normal and cancerous prostate cells (Ralbovsky, 2019). 
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Figure 2.2 shows differences between the normal and cancerous cell lines at 

different peaks. One example is the peak at 1030 cm-1, which is a Raman band that 

comes from glycogen. The normal band shows a double peak at this location, but 

one of the peaks disappears in the cancerous spectrum. It has been reported by Crow 

et al. that lower glycogen levels can be a marker for prostate cancer. The 

disappearance of the second peak may demonstrate this change in glycogen. Also, 

there are variations in the peak intensities at 1206 and 1334 cm-1. These variations 

most likely reflect changes in collagen metabolism, which is another marker for 

prostate cancer. These results suggest that DUV Raman spectroscopy can 

successfully detect biochemical changes that occur due to the presence of prostate 

cancer.  

The team then analyzes the Raman spectra obtained from mouse brain 

tissue, which are shown in Fig. 2.3.  

 

Figure 2.3: Averaged Raman spectra of normal and cancerous mouse brain tissue (Ralbovsky, 2019).  

In Fig. 2.3, a major difference between healthy and cancerous brain tissue are 

observed at the 1630 and 1666 cm-1 bands in terms of peak shape, intensity (peak 



22 
 

amplitude), and shift in wavelength. These bands come from the Amide I 

vibrational mode, which indicates the presence of proteins. Other studies have 

linked proteins such as thymosin, glial fibrillary acidic protein, and epidermal 

growth factor receptor to the presence or absence of brain cancer.  Differences 

between the healthy and cancerous Raman bands at 1630 cm-1 and 1666 cm-1 

suggest that these proteins are undergoing change when the cancer is present. These 

protein changes are also observed at 1260 cm-1 and 1460 cm-1, which correspond 

to the Amide III vibrational mode and the presence of aspartic and glutamic acid, 

respectively. These findings demonstrate that Raman spectroscopy in the DUV can 

reflect the presence of cancer biomarkers and differentiate between healthy and 

normal cells/tissue. This paper also shows the potential of using DUV excitation in 

differentiating between healthy and cancerous biological samples. The next section 

will discuss the specific advantages of far UV excitation and ultimately justify the 

use of the 121.57 nm HLA Raman spectrometer.  

2.2  Advantages of Vacuum Ultraviolet Excitation 

The purpose of this section is to provide justification for why using an HLA 

excitation source provides significant improvements over visible-wavelength 

sources. The three main advantages of using this wavelength are (Patil, 2016):  

1) fluorescence-free spectra; 

2) several orders of magnitude enhancement of Raman cross-section; and  

3) resonant enhancement, since many molecules are resonant in the DUV.  

These advantages have been experimentally shown through the work of Raj Patil 

at the University of Arizona. His team compares Raman spectra between a 
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commercial 532 nm CW laser and a custom-built 257.5 nm deep UV laser. The 

experimental setups for each source are shown in Figs. 2.4 and 2.5.  

 

Figure 2.4: Experimental setup of 532 nm CW laser (Patil, 2016). 

 

Each Raman spectrometer setup acquired spectra from different samples, then these 

spectra were compared to see if the deep UV laser led to significant improvements 

in resolution, increased Raman signal, and fluorescence. For one experiment, an 

Figure 2.5: Experimental setup of 257.5 nm DUV laser (Patil, 2016). 
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oak tree leaf was used as the sample. A spectrum was obtained with the 532 nm 

laser operating at 2.7 mW for ten seconds. Another spectrum was obtained using 

the 257.5 nm laser operating at 550 µW for sixty seconds. These spectra are shown 

in Figs. 2.6 and 2.7.  

 

Figure 2.6: Raman spectrum of oak leaf using 532 nm source (Patil, 2016). 
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Figure 2.6 shows fluorescence dominating the spectrum above about 2500 cm-1, as 

highlighted by the red box. These fluorescence spectra block out any potential 

Raman bands in that region. As shown in Fig. 2.7 in the same region, this 

fluorescence is no longer seen. This disappearance of the fluorescence spectra 

shows that using the DUV laser eliminates fluorescence-related issues. There are 

peaks present in both spectra at 1585 cm-1 and at 1400 cm-1 are more clearly seen 

in the 257.5 nm spectrum due to the lack of fluorescence. Another experiment was 

conducted using sodium nitrate (NaNO3) to observe the effects of Resonance 

Raman Spectroscopy (RRS), an effect that can occur when the excitation source 

frequency is close to or matches that of the electronic absorption band of the 

molecule (John, 2017).  For this experiment, a spectrum was obtained using the 532 

nm laser running at 2.7 mW for ten seconds (Patil, 2016). Another spectrum was 

Figure 2.7: Raman spectrum of oak leaf using 257.5 nm source (Patil, 2016). 
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obtained using the 257.5 nm laser operating at 550 µW for ten seconds. The two 

spectra were overlayed to see if using the deep UV laser led to an intensity 

enhancement of the Raman bands, which is defined as the amplitude of the Raman 

signal peaks. The differences in power between the two sources are taken into 

account in these spectra. The overlayed spectra are shown in Fig. 2.8. 

. 

Figure 2.8: Comparison of Raman spectra for NaNO3 (Patil, 2016).  

Figure 2.8 shows that there is a significant difference in intensity between the 

spectrum of the deep UV laser and that of the visible laser, even when taking the 

differences of the experimental setups and powers into account. Note that the 

intensity enhancements in the 257.5 nm spectrum is most likely due to a type of 

RRS known as pre-resonance Raman scattering (PRS). This effect occurs when the 

excitation wavelength is close to (within 100 nm), but does not enter the electronic 

absorption band of the molecule (Edinburgh Instruments, n.d.). Sodium nitrate has 

an absorption peak of 300 nm, which falls within the range for PRS with the 257.5 
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nm source (Jiao, 2013).  Patil then quantitatively determines how much 

enhancement in intensity the Raman peaks experience by using an intensity ratio. 

For the calculation of the intensity ratio, Patil treats the Raman intensity as equal to 

the Raman cross-section and does not take other factors into account. The 

expression to calculate this ratio is 

where I is the intensity and ‗  is the Raman scattering cross-section wavelength 

dependence. If the ɚ-4 dependence is observed, one would expect an intensity ratio 

of approximately 18.32.  For comparison, an intensity ratio table was calculated 

using the 1060 cm-1 and 1376 cm-1 Raman bands in Fig. 2.8.   

 

 

 

Table 2.1: Intensity ratio comparison between 1060 cm-1 and 1376 cm-1 Raman bands. 

Table 2.1 shows that there is an enhancement factor greater than ɚ-4 observed. This 

result suggests the presence of the pre-resonance effect when using the 257.5 nm 

laser. Patil and his team experimentally demonstrate that DUV excitation provides 

significant advantages over visible excitation, which suggests that the proposed 

121.57 nm system would show similar or even more significant improvements as a 

Raman excitation source.  

 Another benefit of using a UV Raman spectrometer is that Raman intensity 

is enhanced through the resonance effect without stray light interfering with the 

 Ὅ Ȣ

Ὅ

‗ Ȣ

‗
 

(2.1) 

Wavenumber (cm-1) ╘ Ȣ

╘
 

1060 34.73 

1376 75.53 
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spectra. Russell et al. at the University of Missouri demonstrate the elimination of 

stray light through the rejection of specular light and the advantages of RRS in their 

244 nm UV Raman spectroscopy system (Russell, 1995). The motivation behind 

this elimination of stray light is that this light can overwhelm the detector and 

obscure resulting spectra. Stray light rejection proves difficult because Raman 

scattered light diminishes with each dispersing element. Using a triple 

monochromator system diminishes Raman scattered light too much, while using a 

single monochromator does not reject stray light well. Russell et al.ôs solution is to 

use a prism predisperser with a single monochromator for to eliminate specular 

light in the system while maintaining sufficient throughput of Raman scattered 

light. Specular light is the direct light from the light source that is not scattered from 

the sample. A diagram of this setup is shown in Fig. 2.9. 

 

Figure 2.9: Diagram of 244 nm Raman spectrometer with prism predisperser (Russell, 1995). 
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The overall efficiency of the optical system shown in Fig. 2.9 is evaluated using 

various samples. One experiment involves obtaining a spectrum from a mixture of 

acetonitrile (CH3CN) and carbon tetrachloride (CCl4) using the 244 nm excitation 

source at 3 mW and an integration time of 60 seconds to show the efficient stray 

light rejection in the system. This spectrum, not corrected for background, is shown 

in Fig. 2.10. 

 

Figure 2.10: Raman spectrum of CH3CN/CCl4 mixture using 244 nm source (Russell, 1995). 



30 
 

Figure 2.10 has a low amount of background spectra, showing that stray light is 

rejected efficiently while allowing for the sufficient detection of Raman scattered 

light.  

Another experiment involves obtaining spectra of p-ethylphenol (PEP) for 

an integration time of 10 minutes. The spectrum obtained from 244 nm excitation 

is compared to that of 514.5 nm off-resonance excitation. This comparison is shown 

in Fig. 2.11.  

  

Figure 2.11: Raman spectra of PEP from 1) the 514.5 nm source and 2) The 244.0 nm source (Russell, 1995).. 
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Figure 2.11 shows that the SNR of the 244 nm spectrum is comparable to that of 

the 514.5 nm spectrum.  Also, the 1614 cm-1 and 1660 cm-1 bands show significant 

intensity enhancements due to resonance. Russell and his team demonstrate the 

advantages of using a UV Raman spectrometer for 1) stray light rejection and 2) 

resonant enhancement of Raman intensity.  

Now that the benefits of using ultraviolet excitation sources over visible 

ones for Raman spectroscopy are shown, the advantages of using an even lower 

wavelength UV source are discussed. The purpose of this discussion is to show that 

using a 121.57 nm excitation source will demonstrate significant improvements 

over the 257.5 nm source mentioned previously.  A study that examines the benefits 

of 213 nm Raman spectroscopy is one conducted by Wilcox et al. at the US Army 

Research, Development and Engineering Command (Wilcox, 2018). This report 

details how a 213 nm Nd: YAG laser provides improvements over longer 

wavelengths in terms of the Raman signal intensity.  For the experimental setup, 

the laser was operating at 30 mW and an infinite-conjugate 15x objective lens was 

used to collect the Raman scattered light at approximately one inch from the 

sample. The light was then collected by a Princeton Instruments Acton SP-2500 

spectrometer using a 2400 lines/mm grating and then to a Princeton Instruments 

Pixis 2K camera.  

The purpose of the experiments was to collect spectra from explosives and 

chemical warfare agent (CWA) simulants. One set of experiments involved testing 

different excitation wavelengths on the sample, GA, at various thicknesses, as 

shown in Fig. 2.12 
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Figure 2.12: GA Raman signal intensity for various sample thicknesses (Wilcox, 2018). 

The relative Raman intensities at these different wavelengths are extracted from 

Fig. 2.12 and plotted on a logarithmic scale as a function of wavelength.  One plot 

is generated for a sample thickness of 1 µm, highlighted by the red box in Fig. 2.12. 

Another is created for a sample thickness of 1000 µm, highlighted by the blue box 

in the same figure. These plots are shown in Figs. 2.13 and 2.14.  

 

        Figure 2.13: Relative Raman intensity versus wavelength of GA sample, 1 µm thickness. 
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      Figure 2.14: Relative Raman intensity versus wavelength of GA sample, 1000 µm thickness. 

Figures 2.13 and 2.14 are quite similar, but the relative intensity is overall higher 

for the 1000 µm sample thickness. Another observation from Figs. 2.13 and 2.14 is 

that the 213 nm wavelength has the highest Raman intensity, while the lowest 

intensity is seen at the 633 nm wavelength. Also, the region between 268 nm and 

633 nm approximates the standard ɚ-4 relationship, but the same does not hold true 

between 213 and 268 nm. This lower wavelength region follows more of a ɚ-20 

relationship, which can most likely be explained by the pre-resonance effect since 

GAôs absorption band is at 218 nm (PubChem, n.d.). This new cross-sectional 

dependence would contribute a significant enhancement to the Raman signal 

intensity. For example, one can compare the Raman cross-sections between 121.57 

nm and 633 nm. A visible wavelength such as 633 nm follows a ɚ-4 wavelength 

dependence with cross-section. Substitution of 633 nm (6.33 x 10-7 m) into ɚ-4 
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yields 6.23 x 1024. The HLA wavelength is substituted into this same relationship 

to yield 4.57 x 1027. By using the standard ɚ-4 dependence, it is apparent that HLA 

contributes three orders of magnitude enhancement of Raman intensity. However, 

Figs. 2.13 and 2.14 show that the UV wavelengths follow nearly a ɚ-20 relationship 

as mentioned previously.  Plugging 121.57 nm into this dependence results in a 2.00 

x 10138 enhancement. Even though the ɚ-20 calculation does not yield a realistic 

number, this calculation shows that the resonance effect can lead to an even higher 

increase in Raman signal intensity than the 106 to 108 resonance enhancement as 

compared to visible wavelengths. This finding further justifies the use of an HLA 

Raman excitation source. Not only is using the HLA wavelength possible, but it 

leads to significant improvements in Raman cross-section.   

 Overall, Chapter 2 justifies the use of Raman spectroscopy for pathogen 

detection and shows how using an HLA excitation source provides significant 

advantages over a visible one. Lim et al. demonstrate that Raman spectroscopy is a 

general detection method that can be used to detect viruses, which shows its 

potential as a fast and accurate testing technology. The work by Ralbovsky et al. 

shows how a DUV excitation source is successfully implemented in the area of 

cancer detection. The takeaway from this work is that DUV Raman spectroscopy 

is indeed possible and can be used for medical diagnostics. Then, Patil et al. explore 

the benefits of DUV Raman spectroscopy by comparing the Raman spectra of 

various samples between a 257.5 nm laser and a 532 nm laser. Patilôs work shows 

that the DUV laser provides fluorescence-free Raman spectra that are of higher 

intensity than those of the visible laser. Finally, the work of Wilcox is discussed to 
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show how UV wavelengths lead to higher Raman scattering cross-sections 

compared to those of visible wavelengths. This analysis based on Wilcoxôs results 

shows that using HLA excitation would lead to many orders-of-magnitude 

enhancement of Raman cross-section. Another interesting observation is that the ɚ-

4 wavelength dependence of cross-section no longer holds below 268 nm, showing 

a ɚ-20 relationship instead. With this background, the theory of Raman spectroscopy 

is discussed in Chapter 3. 
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CHAPTER 3: THEORY OF RAMAN SCATTERING  
 

3.1 Overview of Raman Scattering 

Raman spectroscopy is based on Raman scattering, which is an inelastic 

scattering process that occurs when photons from an incident radiation source (e.g. 

a laser) interact with a molecule (Gardiner, 1989). The inherent rotational-

vibrational modes of the molecule scatter incident light in three possible ways 

(Long, 2002). Scattered radiation with no change in frequency is known as 

Rayleigh scattering. Scattered radiation of a lower frequency (or longer 

wavelength) is called Stokes Raman scattering (Gardiner, 1989). Although rarer, 

scattered radiation of a higher frequency (or shorter wavelength) is a process known 

as Anti-Stokes Raman scattering. A visual representation of these processes is 

shown in Fig. 3.1.  

 

Figure 3.1: Schematic of molecular scattering processes (Patil, 2016). 

Raman scattering constitutes a very small portion of the total amount of scattered 

light. More specifically, there is typically 1 Raman photon per 106 to 108 scattered 

photons when using a visible or near-infrared light source (Wilcox, 2018). 

Maximizing Raman intensity, which is the Raman-scattered power per unit solid 
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angle, is essential to observing Raman spectra. To understand how to enhance this 

intensity, it is important to discuss the origin of Raman scattering. Throughout this 

discussion, it is evident that the induced electric dipole of the target molecule plays 

a central role in the origin and enhancement of Raman signals.   

3.2 Classical Electric Dipole as Origin of Raman Scattering 

The classical theory of Raman scattering treats the oscillating electric dipole 

as the source of scattered radiation (Long, 2002). Although other electric and 

magnetic multipoles exist, their contributions are negligible compared to those of 

the electric dipole. The following discussion focuses on the electric dipole as the 

sole source of scattering.  

An electric dipole is induced in a molecule when an incident electric field 

E displaces the moleculeôs electrons relative to its nuclei (Long, 2002). Vector E is 

written in its Cartesian components as 

where Ὁ, Ὁ and Ὁ are scalar electric field amplitudes in units of V/m, and ●, 

◐ and ◑ are unit vectors.  Interaction between the molecule and the electric field is 

central to classical scattering theory, because Raman scattering occurs when there 

is a change of polarizability of the molecule.  Polarizability is a measure of how 

easily the moleculeôs electron cloud is distorted by an electric field (Gardiner, 

1989). The distortion induced by the incident electric field causes the molecule to 

acquire a dipole moment, p, which is the product of the net charge multiplied by 

 ╔ Ὁ● Ὁ◐ Ὁ◑ , (3.2.1)  
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the displacement of the charge centers. The induced dipole moment p is written as 

a power series of time-dependent induced dipole moments:  

 p = p(1)  + p(2)  + p(3)   ȣ , (3.2.2)  

where 

 p(1)   ɻE , (3.2.3a)  

 p(2)  = ‍╔╔ ,  (3.2.3b)  

and p(3)  = ‎╔╔╔ . (3.2.3c)  

Ŭ is the polarizability tensor linear to E.  ‍ and ‎ are the hyperpolarizability tensors 

nonlinear to E (Long, 2002). The higher order terms of the total induced dipole 

moment have a much smaller contribution compared to the first-order term, as 

shown in Table 3.1 (Ellis, 2017).  

Polarizability tensors Typical Magnitude (SI Units) 

Ŭ 1.649 x 10-41 C2m2J-1 

‍ 3.206 x 10-53 C3m3J-2 

‎ 6.235 x 10-65 C4m4J-3 

Table 3.1: Relative magnitudes of polarizability and hyperpolarizability tensors (Ingamells, 1998). 

Table 3.1 shows that ɓ is 12 orders of magnitude less than Ŭ and ɔ is 12 orders of 

magnitude less than ɓ. Since Ŭ is much greater than ɓ and ɔ, p(1)  is used to discuss 

the classical treatment of Raman scattering.  
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The dipole moment is now discussed with a simple model of a mass-spring 

diatomic molecule perturbed by an incoming electric field, as shown in Fig. 3.2. 

 

Figure 3.2: Mass-spring representation of diatomic molecule. 

ά  represents the atomic mass of the first atom, ά  is the atomic mass 

corresponding to the second atom, ὶ is the displacement of mass 1, ὶ is the 

displacement of mass 2, and k is the bond strength. Fig. 3.2 is described by Hookeôs 

Law as 

 άά

ά ά

Ὠὶ

Ὠὸ

Ὠὶ

Ὠὸ
Ὧὶ ὶ Ȣ 

  (3.2.4)  

To simplify Eq. (3.2.4), ὶ and ὶ are replaced by r assuming that ὶ = ὶ.  The 

equation becomes  

 άά

ά ά
 
Ὠὶ

Ὠὸ
Ὧὶ Ȣ  

  (3.2.5)  

It is appropriate to discuss Eq. (3.2.5) in terms of vibrational modes, since Raman 

scattering is a vibrational phenomenon. Equation (3.2.5) is written in terms of the 

normal coordinate, qv, which corresponds to Fig. 3.2 in the horizontal dimension. 

Also, ά  and ά  are replaced by the reduced mass, m, to turn this two-body problem 

into a simpler one-body problem. The reduced mass formula is  
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 ά  
άράς

άρ άς
 Ȣ   (3.2.6)  

After substituting Eq. (3.2.6) and replacing r with ή,  Eq. (3.2.5) becomes 

 
ά 
Ὠή

Ὠὸ
  Ὧή Ȣ 

  (3.2.7)  

Since these normal vibrational modes exhibit simple harmonic motion, qv is written 

as  

 ή  ή ὧέί ς“‫ὸ ȟ   (3.2.8)  

where is the frequency of the moleculeôs natural molecular vibration that is  ‫ 

defined as 

 

 ‫  
ρ

ς“

Ὧ

ά
 Ȣ 

  (3.2.9)  

Equations (3.2.8) and (3.2.9) represent the natural vibration of the molecule.  The 

incident electric field induces an electric dipole in the molecule, affecting the 

molecular vibration. Polarizability a as shown in Eq. (3.2.3a) is not a function of 

ή.  That is, there is a linear relationship between the dipole moment and the electric 

field amplitude.  In reality, this relationship is not linear.  As displacement between 

the charge centers increases, further increases in electric field amplitude do not 

produce the same proportional increase in the dipole moment.  The nonlinearity 

varies from molecule to molecule.  Because the nonlinearity is small, a small-

amplitude approximation is used to describe the polarizability as a linear function 

of displacement, where 

 ♪  ‌
♪
ή .   (3.2.10)  
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The subscript zero designates the equilibrium position of the system. Using Eq. 

(3.2.8), Eq. (3.2.10) is rewritten as 

 ♪  ‌
♪
ήὧέί ς“‫ὸ .   (3.2.11)  

The time-dependent incident electric field is  

 ╔ Ὁὧέίς“‫ὸ● ,   (3.2.12)  

where E0 is the amplitude of the incident electric field, x is the horizontal direction 

in Fig. 3.2, and ‫  is the oscillation frequency of the monochromatic electric field. 

The final step is to substitute Eqs. (3.2.11) and (3.2.12) to Eq. (3.2.3a) to solve for 

the dipole moment, yielding 

 p(1) = [(‌
♪
ήὧέί ς“‫ὸ Ὁὧέίς“‫ὸ  ● Ȣ   (3.2.13)  

Equation (3.2.13) is then expanded to 

 p(1) =  ‌Ὁὧέίς“‫ὸ
♪
ήὉὧέί ς“‫ὸ ● Ȣ   (3.2.14)“‫ὸὧέίς  

To further simplify Eq. (3.2.14), the cosine product-to-sum trigonometric identity 

is used and is written as 

 
ὧέίὥὧέίὦ  

ρ

ς
ὧέίὥ ὦ ὧέίὥ ὦ  Ȣ 

  (3.2.15)  

Using this identity on Eq. (3.2.14) gives the following expression for the induced 

dipole moment corresponding to Eq. (3.2.3a):   

 ▬ ‌ὉÃÏÓς“‫ὸ 

         
♪

ÃÏÓς“‫ ‫ ὸ  ὧέί ς“‫ ‫ ὸ  ● Ȣ  

  (3.2.16)  

The first term of Eq. (3.2.16) corresponds to Rayleigh scattering, which originates 

from the linear component of the dipole moment as a function of displacement at 

frequency The second term on the right-hand side of Eq. (3.2.16) is Raman . ‫ 
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scattering, which originates from the change of polarizability with respect to 

displacement and oscillates at ‫ ‫  (Long, 2002). Equation (3.2.16) is then 

written into separate expressions for Rayleigh and Raman scattering, respectively 

as 

            ▬  = ɻ0 E0 cos ς“‫ὸ) ● ȟ   (3.2.17a)  

   and   ▬   
♪

ὧέίς“‫ ‫ ὸ ὧέίς“‫ ‫ ὸ ●  Ȣ    (3.2.17b)  

Since all molecules are polarizable, ɻ0 is always non-zero. In other words, 

molecules always exhibit Rayleigh scattering. Equation (3.2.17b) shows that for 

Raman scattering to occur, 
♪

cannot equal zero, meaning that the vibration is 

Raman active only if it induces a change of polarizability in the molecule with 

respect to displacement.  

Another implication of this derivation relates to the Raman intensity, 

defined as the observed intensity of a given Raman band in Chapter 1.  It is 

important to define this quantity in terms of the electric dipole. Using Placzekôs 

theory of polarizability, the Raman intensity is proportional to the square of the 

induced dipole moment (Long, 2002). As stated previously, the induced dipole 

moment is proportional to the molecular polarizability and strength of the incident 

electric field. This relationship means that the Raman intensity is proportional to 

the square of the polarizability and the square of the incident electric field. In 

theory, one could continuously increase the strength of the electric field by 

increasing the power of the excitation source. However, excessive power can 

damage the sample under study. This concern is especially important for biological 

samples, which are more easily damaged than solid-mineral samples, for example. 
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The other alternative to increase Raman intensity is to increase the molecular 

polarizability. If the vibration weakly alters the polarizability with small slope of 

the 
♪

term, the induced dipole moment is small, which leads to a weak Raman 

intensity. Polar bonds, such as O-H or N-H, are weak Raman scatterers (Hashimoto, 

2019). In a recorded Raman spectrum, small Raman intensities correspond to weak 

Raman scattering bands that may not appear in the spectrum if the noise is higher 

than the signal. However, nonpolar bonds, such as C=C and C-S, exhibit large 

changes in polarizability. Molecules with these bonds produce strong Raman bands 

and strong Raman intensities.  With this understanding of the origin of Raman 

scattering and its relationship to the Raman intensity, the Raman scattering cross-

section is now discussed. The goal of this discussion is to relate this scattering 

cross-section to the Raman intensity and derive its dependence on wavelength 

discussed in Chapter 1. 
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3.3 Raman Scattering Cross-Section 

This section discusses the Raman scattering cross-section, a term introduced 

in Chapter 1. The Raman scattering cross-section is the probability that a molecule 

will exhibit Raman scattering. This quantity is expressed in terms of area and has 

units of m2, but it is converted to cm2 for most Raman spectroscopy experiments 

(Long, 2002). The first step of this treatment is to relate the Raman scattering cross-

section to the Raman intensity. To define Raman intensity, it is assumed that power 

radiated from the dipole is the source of scattered radiation. The Larmor formula is 

used to calculate this power, which states that the accelerating dipole gives rise to 

the power radiated from the dipole. The Larmor formula for the electric dipole is 

where P is power in units of watts,   is the solid angle in units of steradians (sr),  

‘ is the permeability of free space, 
▬

 is the time-averaged squared 

acceleration of the dipole moment, ὧ is the speed of light, and — is the angle relative 

to the polarization direction (Bertschinger, 2005). First, the acceleration of the 

dipole moment is found by taking its second derivative in relation to time. This 

quantity is then squared as per Eq. (3.3.1). The Stokes-Raman component of the 

dipole moment from Eq. (3.2.17b) is used to find the Raman-specific acceleration. 

This quantity is written as 

With calculation of the time derivatives, Eq. (3.3.2) is simplified into 

 
Ὠὖ

Ὠ 

‘
π

Ὠ▬
Ὠὸ

ρφ“ςὧσ
ίὭὲς— ȟ 

  (3.3.1)  

 Ὠ▬

Ὠὸ

‬♪

‬ή

ή

ς

Ὠ

Ὠὸ
ÃÏÓ‫ ‫ ὸ Ὁ Ȣ 

  (3.3.2)  
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If the frequency of the incident excitation source is much greater than that of the 

moleculeôs oscillation frequency, (ɤ0 >> ɤv), and Eq. (3.3.3) is simplified to 

As per Eq. (3.3.1), the time average of Eq. (3.3.4) is taken by integrating over time. 

The cosine-squared term is the only time-dependent component, which goes to  

after integration. The time-averaged expression is written as 

Equation (3.3.5) is now substituted into Eq. (3.3.1), yielding 

Equation (3.3.6) is written similarly for (Eq. 3.2.17a), the Rayleigh component of 

the dipole moment, as 

The next step is to define the cross section in terms of .  Equation (3.3.6) is 

rewritten as 

 is known as the differential scattering cross-section and Ὅ corresponds to the 

irradiance in Watts per meter squared of the incident excitation source in terms of 

 Ὠ▬

Ὠὸ

‬♪

‬ή

ή

ς
‫ ‫ ÃÏÓ‫ ‫ ὸ Ὁ  Ȣ 

  (3.3.3)  

 Ὠ▬

Ὠὸ

‬♪

‬ή

ή

τ
‫ ὧέί‫ ‫ ὸὉ  Ȣ  

  (3.3.4)  

 Ὠ▬

Ὠὸ

‬♪

‬ή

ή

ψ
‫ Ὁ  Ȣ  

  (3.3.5)  

 Ὠὖ

Ὠ 

‘
π

ρφ“ςὧσ
‬♪

‬ή
 
ή

ψ
‫ ίὭὲς— Ὁ  Ȣ 

  (3.3.6)  

 Ὠὖ

Ὠ 

‘
π

ρφ“ςὧσ
‌ ‫ ίὭὲς— Ὁ  Ȣ 

  (3.3.7)  

 Ὠὖ

Ὠ 
 
Ὠ„

Ὠ 
Ὅ ȟ 

(3.3.8)  

where  Ὅ  ὧ‭Ὁ  Ȣ  (3.3.9) 
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the speed of light, c, the permittivity of free space, ‭, and the magnitude squared 

of the incident electric field amplitude, Ὁ. In this work, Eq. (3.3.6) is a 

mathematical definition of the Raman intensity (Long, 2002). Similarly, Eq. (3.3.7) 

is the Rayleigh intensity. The relationship shown in Eq. (3.3.8) shows that the 

Raman intensity in units of W/sr is directly proportional to the differential cross-

section and the incident irradiance in units of W/m2 from the excitation source. This 

proportionality corresponds with Placzekôs theory mentioned in Section 3.2. 

Equation (3.3.8) is an important finding, because many Raman spectroscopy 

experiments involve enhancing the cross-section to increase Raman signal.  

Another quantity of interest is the ratio of the Raman intensity to the 

Rayleigh intensity, which is found by taking the ratio of Eqs. (3.3.6) and (3.3.7). 

This ratio is 

Equation (3.3.10) shows that the ratio of Raman intensity to Rayleigh intensity does 

not depend on wavelength. This conclusion assumes that the polarizability, ♪, is 

not dependent on wavelength. Changing the excitation wavelength changes the 

total intensity of these peaks, as seen by the ‫  term in Eqs. (3.3.6) and (3.3.7). 

For example, illuminating the sample with HLA yields a higher total Raman 

intensity by a factor of (633/121.6)4 ~ 730 than when using an illumination laser 

operating at a wavelength of 633 nm. However, the proportionality of the intensity 

between the Raman and Rayleigh peaks remains the same whether using 121.57 

nm or 633 nm illumination wavelengths. 

 Ὠὖ
Ὠ 

Ὠὖ
Ὠ 

‬♪
‬ή

ή
ψ

‌
 Ȣ 

  (3.3.10)  
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 The final step is to find an expression for the Raman differential scattering 

cross-section in terms of frequency by relating Eq. (3.3.6) to Eq. (3.3.8). This 

relation is  

The expression ὧ‭Ὁ  is divided on both sides to yield the expression 

Then, the relation 

is used to simplify Eq. (3.3.12) into 

Equation (3.3.13) is used to rewrite Eq. (3.3.14) into 

Since ‫  is not a function of solid angle, the proportionality between the scattering 

cross-section and frequency of the illuminating light is written as 

Equation (3.3.16) is also written in terms of wavelength, since  

Thus, Eq. (3.3.16) becomes 

 Ὠ„

Ὠ 
ὧ‭Ὁ

‘
π

ρφ“ςὧσ
‬♪

‬ή
 
ή

ψ
‫ ίὭὲς— Ὁ  Ȣ 

  (3.3.11)  
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ὧ

ρ

‘‭
 

  (3.3.13)  
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  (3.3.14)  

 Ὠ„

Ὠ 

‘
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ς

ρςψ“ςὧ

‬♪

‬ή
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  (3.3.15)  

 Ὠ„

Ὠ 
 θ Ȣ ‫ 

  (3.3.16)  
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  (3.3.17)  
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Ὠ 
 θ ‗  Ȣ 

  (3.3.18)  
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The relationship described in Eq. (3.3.18) is shown experimentally in Figs 2.13 and 

2.14 for wavelengths between 268 nm and 633 nm, demonstrating that these 

theoretical results match well with experimental findings presented in Chapter 2. 

Another important point is that Rayleigh scattering cross-sections are larger than 

those of Raman scattering. As discussed in Section 3.2, all molecules exhibit 

Rayleigh scattering, while the polarizability derivative condition must be fulfilled 

for Raman scattering. As a result, Rayleigh scattering is more likely to occur than 

Raman scattering. Leblanc experimentally demonstrates that nitrogen, N2, has a 

Rayleigh scattering cross-section on the order of 10-28 cm2/sr and a Raman 

scattering cross-section on the order of 10-31 cm2/sr (Leblanc, 2008). This factor of 

1,000 difference between the cross-sections shows that Rayleigh scattering is the 

more probable process. So far in this text, the differential scattering cross-section 

is used interchangeably with scattering cross-section. However, other experimental 

literature discusses the cross-section in terms of the total scattering cross-section, 

ů. One converts the differential scattering cross-section into the total scattering 

cross-section by integrating over all angles and directions. This conversion yields 

ů, with units of m2 or cm2 rather than m2/sr or cm2/sr. ů also shows the same 

wavelength dependence as , since ‫  does not depend on solid angle as 

mentioned previously. The analogues to Eqs. (3.3.16) and (3.3.18) for ů are written 

as  

 „ θ (3.3.19)    ‫  

and „ θ ‗  Ȣ (3.3.20) 
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For example, Aggarwal et al. expresses the Raman scattering cross-sections of 

sulfur in terms of the total scattering cross-section with units of cm2 (Aggarwal, 

2011). Since these differences in the definition of scattering cross-section exist, this 

work discusses the Raman and Rayleigh scattering cross-sections in terms of the 

differential scattering cross-section.   

In summary, this section shows that the Raman scattering cross-section is 

directly proportional to the Raman intensity, and that this cross-section 

demonstrates a ‗  dependence. Therefore, using a short-wavelength excitation 

source produces orders of magnitude improvement in Raman intensity, although 

the ratio of Raman intensity to Rayleigh intensity is not a function of wavelength.  

With these findings from classical scattering theory, this discussion transitions into 

the quantum-mechanical theory of Raman scattering.  
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3.4  Quantum-Mechanical Theory of Raman Scattering 

The discussion of the quantum-mechanical theory in this section leads to a 

deeper understanding of Raman scattering. In this perspective, the molecule is 

treated quantum mechanically, while the incident electromagnetic radiation 

remains classical (Long, 2002). The incident radiation produces perturbations of 

the states within the molecule, so quantum mechanics is used to calculate the 

properties of the perturbed system. In this discussion, the classical induced electric 

dipole is replaced by a transition electric dipole. The analogue of Eq. (3.2.2), the 

total induced transition electric dipole vector, is written as  

The subscript fi denotes the transition in the molecule from the initial state, i, to the 

final state, f.  This expression can also be written as 

‪  and ‪ represent the time-dependent perturbed wavefunctions of the final and 

initial states, respectively. ▬ is the electric dipole moment operator, representing 

the interaction between the incident electric field and the dipole of the molecule.  

The wavefunctions ‪  and ‪ are written as the series expansions  

Each series begins with the unperturbed wavefunction, denoted by the superscript 

zero. The terms that follow represent a perturbation of nth-order. For example, ‪  

is the first-order perturbation of the initial state. Using time-dependent perturbation 

 ▬  =  ▬  + ▬ + ▬  ȣ Ȣ   (3.4.1)  

 ▬ ‪ȿ▬ȿ‪  .   (3.4.2)  

 ‪ᴂ ‪ ‪ ‪ Ễ ‪ ȟ       (3.4.3a)  

and  ‪ᴂ ‪ ‪ ‪ Ễ ‪ Ȣ   (3.4.3b)  
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theory, these perturbed wavefunctions are written as linear combinations of 

unperturbed wavefunctions. The initial and final states are written as 

Note that the summations are over all states of the system. The terms ὥ  and ὥ  

are coefficients, and the subscript p infers that these coefficients are generated from 

the electric dipole. These coefficients to the first-order are linear in E, the second-

order terms are quadratic in E, and so on. ‪  is the unperturbed wavefunction of 

the intermediate state r. State r represents the excited state of the molecule, which 

is either real or virtual, depending on if the frequency of the incident electric field 

matches with the electronic transition of the molecule. This condition is discussed 

further when talking about resonant Raman scattering (RRS) in Section 3.5.  Using 

Eqs. (3.4.3a) and (3.4.3b), the first term in Eq. (3.4.1) is written as 

▬
█░

 is a complex quantity, as denoted by the tilde (~). The superscript zero 

represents the unperturbed wavefunction, while the superscript one denotes the 

first-order perturbation. As treated in Section 3.2, the higher-order terms are 

neglected, because ▬
█░
 has the largest contribution to the dipole moment. Now, 

only the real part of ▬
█░
 is considered. This quantity is written as 

 ‪  ὥ ‪ ȟ   (3.4.4a)  

and ‪  ὥ ‪ Ȣ   (3.4.4b)  

 ▬
█░

‪ȿ▬ȿ‪ ‪ȿ▬ȿ‪  .   (3.4.5)  

 ▬  ▬
█░

ᶻ

   ▬█░ ȟ 
  (3.4.6)  
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where ▬
█░

ᶻ

is the complex conjugate of ▬█░. Equations (3.4.4a) and (3.4.4b) 

are substituted into Eq. (3.4.6), resulting in  

Equation (3.4.7) leads to the following expression for ▬ : 

ὴǶ and ὴǶ are the ɟ and ů components, respectively, of the electric dipole moment 

operator. ɟ and ů are coordinates with the relationship 

Ὁ  is the ů component of the complex incident electric field with frequency ‫ . 

‪, ‪ȟ and ‪  are the time-independent unperturbed wavefunctions of states i, r, 

and f, respectively. This excited state is written in terms of its corresponding time-

dependent wavefunction ⱶ► as  

is the frequency of state r, Er is the energy of the state r, and ῲ is a damping ‫ 

constant related to the lifetime of state r. For states i and f, the lifetimes are assumed 

 ▬ ὥᶻ ‪ȿὴǶȿ‪ ὥ  ȿὴǶȿ‪   Ȣ     (3.4.7)  

 
▬   

ᴐ
В  

ἂ ȿ ȿ ἃ
Ὁ Ὡ    

     
ἂ ȿ ȿ ἃ

ὉᶻὩ   

                  +  
ᴐ
В  

ȿ ȿ
ὉᶻὩ  

                           + 
ȿ ȿ

 
Ὁ Ὡ  } 

                           +  complex conjugate . 

    (3.4.8)  

 ”ȟ„ ὼȟώȟᾀ Ȣ (3.4.9)  

 ⱶ► ‪Ὡ  ȟ (3.4.10)  

where ‫
ᴐ

 . (3.4.11) 
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to be infinite, so that ῲ  ῲ πȢ The time-dependent wavefunctions of ‪ and ‪  

are written as 

Going back to Eq. (3.4.8), the double subscript on ɤ indicates a difference in 

frequency. For example,  

There are two frequency dependencies present in Eq. (3.4.8) that are (‫ ‫  

and ‫ ‫ . Note that ‫  is the quantum mechanical equivalent of ‫  from 

Section 3.2. The term (‫ ‫  is important because it describes Rayleigh and 

Raman scattering. If ‫  is zero, the initial and final states have the same energy as 

in Rayleigh scattering, In the case that ‫  is positive, the energy of the final state 

is greater than that of the initial state as in Stokes Raman scattering. If ‫  is 

negative, the opposite is true, which corresponds with anti-Stokes Raman 

scattering. The term ‫ ‫  describes stimulated emission, which is not 

discussed here.  

The final step of this discussion is to introduce the general transition 

polarizability, ‌ . This quantity is helpful for examining how the resonance effect 

enhances Raman signal, which is discussed in the next section. Before solving for 

‌ , Eq. (3.4.8) is simplified to 

 ⱶ░ ‪Ὡ  ȟ (3.4.12a)  

and ⱶ█ ‪Ὡ  Ȣ (3.4.12b) 

     ‫ ‫ (3.4.13) . ‫  
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‪ , ‪, and ‪  are replaced with f, i, and r respectively. To introduce the general 

transition polarizability, an expression is needed to relate the dipole moment to the 

polarizability. This relationship is analogous Eq. (3.2.3a) in the classical discussion 

of the dipole moment. The quantum-mechanical equivalent to Eq. (3.2.3a), the first-

order dipole moment, is written as 

Equation (3.4.15) is rearranged in terms of the general transition polarizability, 

yielding 

It is implied that ‌  is in terms of ɟ and ů. Substitution of Eq. (3.4.14) into Eq. 

(3.4.16) yields the general transition polarizability, where 

Equation (3.4.17) is known as the Kramers-Heisenberg-Dirac (KHD) relation 

(Kramers, 1925). The summation symbol shows that the general transition 

polarizability is given by the sum of all vibronic states of the molecule. The KHD 

relation is used to provide a more complete treatment of the general transition 

polarizability and its relation to Raman intensity enhancements.  

 
▬

ρ

ςᴐ
 
ὪὴǶὶἂὶȿὴǶȿὭἃ

‫ ‫ Ὥῲ
ȟ

  

                                   
ἂὪȿὴǶȿὶἃὶὴǶὭ

‫  ‫ Ὥῲ
 Ὁ Ὡ  

                                             +  complex conjugate .  

(3.4.14)  

 ▬
█░
‌╔ Ȣ (3.4.15)  

 
‌

▬
█░

╔ 
 Ȣ 

(3.4.16)  

 
‌

ᴐ

ἂȿ ȿἃ ἂȿ ȿἃ

   
 Ȣ

ȟ

    
(3.4.17)  
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In summary, this section develops Raman scattering in terms of quantum 

mechanical theory. The classical and quantum scattering theories are quite similar. 

For instance, the first-order dipole moments have the same form as shown in Eqs. 

(3.2.3a) and (3.4.15). Due to this similarity, the polarizability tensors between the 

two theories are similar as well. However, the classical polarizability tensors are 

used to qualitatively discuss molecular properties while the transition polarizability 

tensors are used to discuss molecular properties quantitatively (Long, 2002). Also, 

a full treatment of rotational and vibrational characteristics of a molecule is only 

possible with quantum mechanics. Techniques to enhance Raman signal such as 

RRS and SERS are now discussed.  Quantum scattering theory provides a rigorous, 

quantitative treatment of RRS while classical scattering theory is sufficient to 

describe SERS.  
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3.5  Resonance Raman Spectroscopy (RRS) 

Resonance Raman Spectroscopy (RRS) occurs when the frequency of the 

incident radiation source matches or is near that of an electronic transition of the 

molecule being irradiated (Gardiner, 1989). When the excitation source frequency 

is close to that of the absorption band of the molecule, this is known as pre-

resonance Raman scattering (PRS) (Edinburgh Instruments, n.d.). If the excitation 

frequency matches the moleculeôs absorption band frequency, this is known as 

resonance Raman scattering (RRS) (John, 2017). Figure 3.3 compares the 

electronic transitions between regular Raman scattering (RS), PRS, and RRS.  

 

Figure 3.3 shows that, in RS and PRS, the transition occurs from the ground state 

to an intermediate virtual state. However, the virtual state is close enough to the 

absorption band of the molecule for a resonance effect to occur in the case of PRS 

(Edinburgh, n.d.). In the case of RRS,  this intermediate virtual state becomes a real 

excited state in RRS (Long, 2002), which causes vibronic coupling between the 

ground and excited states. This vibronic coupling leads to an increase in 

polarizability of the Raman vibrational modes involved with the electronic 

Figure 3.3: Comparison of RS, PRS, and RRS in terms of electronic transitions (Edinburgh Instruments, n.d.). 
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transition. A 106 to 108 enhancement of Raman signal intensity occurs in these 

modes. This intensity enhancement is explained through quantum mechanical 

theory. The discussion begins with Eq. (3.4.17), the general transition polarizability 

described through the KHD relation. As the frequency of the incident radiation 

approaches that of the electronic transition, the first term in Eq. (3.4.17) dominates 

the equation, because the second term decreases as this frequency approaches the 

electronic transition. Since the first term is always significantly greater than the 

second term in this case, Eq. (3.4.17) is simplified to 

The first term in the numerator, ὪὴǶὶ , describes the mixing of excited and final 

vibronic states while the second term,  ἂὶȿὴǶȿὭἃ, describes mixing between ground 

and excited vibronic states. A further treatment of Eq. (3.5.1) is necessary to discuss 

how RRS induces intensity enhancements. The Born-Oppenheimer approximation 

is made first, which assumes that the behavior of the nucleus does not affect the 

electrons (Willitsford, 2008). This approximation allows states to be separated into 

products of vibrational and electronic states. States i, r, and f are rewritten as 

where e and v represent the electronic and vibrational states for states i, r, and f. For 

states i and f, the electronic transitions occur at the ground state. Equations (3.5.2a-

c) are rewritten as 

 
‌

ρ

ᴐ

ὪὴǶὶἂὶȿὴǶȿὭἃ

‫ ‫ Ὥῲ
ȟ

 Ȣ 
(3.5.1)  

 ȿὭἃ  ȿὩὺἃ ȿὩἃȿὺἃ ȟ  (3.5.2a)  

  ȿὶἃ  ȿὩὺἃ ȿὩἃȿὺἃ , (3.5.2b) 

and ȿὪἃ  Ὡὺ Ὡ ὺ  Ȣ (3.5.2c) 
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After using the Born-Oppenheimer approximation, Eq. (3.5.1) becomes  

where ὴǶ  is the ɟth component of the dipole moment operator for the electronic 

transition from the excited state to the ground state and  ὴǶ  is the ůth component 

of the dipole operator from the ground to the excited state. With this modified 

equation, the Herzberg-Teller expansion on the transition polarizability tensor is 

used. ‌  is written as a simple sum of terms: 

The C and D terms of this expression are neglected, since the A and B terms are the 

dominant terms. Instead, Eq. (3.5.5) is written as  

Due to the complexity of this treatment, the A and B terms are discussed 

qualitatively. The A term, or the Franck-Condon enhancement term, describes the 

 ȿὭἃ  ȿὫὺἃ ȿὫἃȿὺἃ ȟ (3.5.3a)  

 ȿὶἃ  ȿὩὺἃ ȿὩἃȿὺἃ ȟ (3.5.3b) 

and    ȿὪἃ  Ὣὺ ȿὫἃὺ  Ȣ (3.5.3c) 

 
‌

ρ

ᴐ

ὺ ὴǶ ὺ ὺ ὴǶ ὺ

‫ ‫ Ὥῲ
ȟ

 ȟ 
(3.5.4)  

 ‌ ‌ ‌ ‌ ‌  Ȣ (3.5.5)  

 ‌ ‌ ‌  ȟ (3.5.6)  

where 
‌

ρ

ᴐ
ὴǶ ὴǶ

ὺ ȿὺ ὺ ȿὺ

‫ ‫ Ὥῲ
ȟ

 
(3.5.7) 

and 
‌  

ᴐ
ὴǶ ὴǶ В

ȿ ȿ ȿ
ȟ  

          
ᴐ
ὴǶ ὴǶ В

ȿ ȿ ȿ
 Ȣȟ  

(3.5.8) 
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behavior of intensities of totally symmetric modes (Strommen, 1977). In totally 

symmetric vibrational modes, the vibrational wavefunctions of the ground and 

excited states are non-orthogonal. As a result, the intensity of these vibrations 

increases as the incident frequency approaches that of the lowest excited state. If 

the modes are non-symmetric, the behavior of intensities is described by the B term, 

or the Herzberg-Teller enhancement term. The B term describes coupling between 

nearby electronic states whereas the A term describes resonance of a single 

electronic state.  If two excited states are coupled by some normal mode, there is a 

large enhancement in that normal mode. Group theory is necessary to explain 

symmetry of modes, but that theory is beyond the scope of this work. The important 

takeaway from this overview is that RRS intensity enhancement is selective. For 

example, Xiong shows Raman spectra dominated by absorption bands of 

tryptophan and tyrosine when using a 229 nm excitation source (Xiong, 2014).  

These results show that enhancement only occurs in the mentioned amino acid 

bands, which is why their spectra are dominant. The selectivity of RRS proves 

beneficial for biological applications, because molecules such as proteins are large 

relative to non-organic molecules. Using RRS can be used to identify specific parts 

of the protein by selectively enhancing bands at those locations.  

It is also important to discuss how RRS affects the cross-sectional 

wavelength dependence discussed in Section 3.3. This relationship is dependent on 

the incident excitation frequency and the molecule being used as the sample. For 

example, using an infrared excitation source on a molecule that is resonant at UV 

has the cross-sectional dependence described in Eqs. (3.3.16) and (3.3.18). 
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However, an HLA excitation source used on a biological molecule resonant at HLA 

has the more complicated cross-sectional relationship described in this section. 

Despite the added complexity, exploiting the resonance effect increases the Raman 

scattering cross-section. This increase in cross-section due to resonance is seen in 

both Patilôs and Wilcoxôs work in Chapter 2 (Patil, 2016 and Wilcox, 2018).  Patilôs 

comparison of intensity ratios between 532 nm and 257.5 nm in Table 2.1 show 

that an enhancement factor greater than ɚ-4 is observed due to resonance. In Figs. 

2.13 and 2.14 showing Wilcoxôs work, a cross-sectional wavelength dependence of 

ɚ-20 is observed below 213 nm. Based on both these theoretical and experimental 

findings, the use of an HLA excitation source would provide significant 

improvements in Raman scattering cross-section over higher-wavelength sources.  

Russell et al. shows that, for solutions of p-ethylphenol (PEP) dissolved in 

cyclohexane, dramatic resonance enhancement of seven-fold or greater is observed 

for certain PEP Raman bands using a 244 nm laser source as compared to a 514.5 

nm non-resonant laser source (Russell, 1995). 

With this understanding of RRS in terms of the resonance effect, another 

technique known as surface-enhanced Raman spectroscopy (SERS) is discussed in 

the next section. SERS is also based upon resonance, but SERS is based on surface 

plasmon resonance, rather than the resonance described in Section 3.5.  
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3.6  Surface-Enhanced Raman Spectroscopy (SERS) 

Another technique to enhance Raman signals is surface-enhanced Raman 

spectroscopy (SERS), which is a method mentioned in Chapter 2 with respect to 

use of gold-nanoparticle SERS in Lim et al.ôs work. The use of gold nanoparticles 

(GNPôs) in SERS is a standard technique due to low cost, non-toxicity, and ease of 

preparation. GNPôs are readily available on the market to purchase or are simple to 

prepare in a laboratory for visible or near-infrared SERS.  In general, SERS is a 

process in which molecules in close proximity to metallic nanostructures exhibit 

amplified Raman signal due to localized surface plasmon resonance (LSPR) 

(Willets, 2007). Surface plasmon resonance (SPR) is defined as a coherent 

oscillation of surface conduction electrons excited by electromagnetic radiation 

(McMahon, 2013). LSPR is a type of SPR in which light interacts with particles 

much smaller than the incident wavelength. As a result, a plasmon oscillates locally 

around the nanoparticle, as shown in Fig. 3.4.  

 

 

Figure 3.4: Schematic of localized surface plasmon resonance (LSPR) (Peiris, 2015). 

Figure 3.4 illustrates the process of the oscillatory behavior of conduction band 

electrons around the metal nanoparticle excited by the incident light. This collective 
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oscillation of free electrons is known as a plasmon. When plasmons are confined 

to the surface of a metallic nanoparticle, they strongly interact with the incident 

radiation to enhance the electric field at that surface (Hong, 2012).  The critical step 

in this surface electric field enhancement is for the incident light to excite the 

nanoparticle at resonance frequency, since this is where the collective oscillations 

are maximized.  To achieve this necessary resonance, the metal must satisfy two 

complex relative dielectric constant (Ů) conditions, which are (McMahon, 2013): 

1. The real part of Ů, Re[Ů], must be negative; and  

2. The imaginary part, Im[Ů], must be small and positive.  

In general, the dielectric constant e determines how a material behaves when 

interacting with an external electromagnetic field (West, 2010). Re[Ů] describes the 

strength of polarization induced by an external electric field, while Im[Ů] describes 

the resulting losses after polarization of the material. Materials that experience low 

loss have small Im[Ů]ôs. Also, it is important to note that Ů is strongly dependent on 

wavelength. This dependence explains why gold can satisfy the resonance 

conditions in the visible region but fail them in the ultraviolet region. The imaginary 

part of the dielectric constant becomes too large in the UV region, which violates 

one of the resonance conditions of Ů. A large Im[Ů] corresponds to a large amount 

of absorption loss, which counteracts any Raman intensity enhancement.  

Due to goldôs weak response in the UV region, other metals are considered 

as candidates for SPR at HLA. The purpose of this section is to justify indium as 

the best candidate to enhance Raman signals by HLA SERS. A study by McMahon 

et al. delves into the mathematical models of the dielectric function and uses them 
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to compare how different metals achieve the resonance conditions (McMahon, 

2013). The study focuses on poor metals Al, Ga, In, Sn, Tl, Pb, and Bi. They are 

characterized by being softer, having higher electronegativity, and having lower 

melting and boiling points than the transition metals (including Ag and Au) (Hong, 

2012). The general mathematical model for Ů of metals is 

 Ⱡⱷ   ‐  ‐ ‐  ‫ ȟ (3.6.1) ‫ 

with ŮÐ referring to the high-frequency limiting dielectric constant, Ůinter(ɤ) relating 

to interband interactions (Lorentz oscillator model), and Ůintra(ɤ) relating to 

intraband interactions (Drude model) (McMahon, 2013). The main difference 

between the Lorentz and Drude models is that the Lorentz model of dielectrics 

considers bound electrons that are mass-spring systems, while the Drude model of 

metals considers unbound electrons constantly bouncing off each other 

(Peyghambarian, 1993). The reason both models are considered is because the 

Lorentz model describes d-band to sp-band electron transitions, while the Drude 

model describes conduction band electron motion (McMahon, 2013). In the study 

by McMahon et al., a modified Drude-Lorentz model is formulated to compare the 

different poor metals in terms of the dielectric resonance condition. The equation 

for this model is 

 

Ⱡⱷ ‐
‫

‫‫ Ὥ‎

ῳ‐ ‫

‫‫ ςὭ‏ ‫
 ȟ 

(3.6.2) 

where ŮÐ is the high-frequency limiting dielectric constant, ɤD and ɔD are the Drude 

frequency and decay constant, respectively, ɤLn and ɔLn are the nth Lorentzian 

frequency and decay constants, respectively, and æŮLn determines the relative 
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importance of each term. The number of Lorentzian terms NL describes the 

interband contributions to the dielectric constant and is NL = 2 in the study. More 

rigorous approaches, such as finite-difference time-domain (FDTD) simulations 

with a large number of Lorentzian terms are possible, but the model from this study 

provides a sufficient overview of why indium performs the best in the 121.57 nm 

(10.2 eV) region. With this model, McMahon et al. plot different poor metals in 

terms of the real and imaginary parts of the dielectric constant they exhibit. Both 

the experimental (symbols) and fitted Drude-Lorentz (solid line) curves are plotted 

for each metal in Fig. 3.5. Note that the x-axis is expressed as energy in 

electronvolts (eV) rather than wavelength. The conversion from wavelength to 

energy is 

 
‎  

Ὤὧ

‗
 

(3.6.3) 

where h is Planckôs constant and equals 6.63 x 10-34 joules-seconds while c is the 

speed of light and equals 3 x 108 meters/second. Substitution of ɚ = 121.57 nm into 

Eq. (3.6.3) yields ‎ = 10.2 eV. A vertical red-dashed line in Fig. 3.5 shows the 

location of HLA on the plot. The performance of indium compared to other poor 

metals in terms of the dielectric constant is now discussed. 
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Figure 3.5: Experimental dielectric constant data (symbols) and DrudeïLorentz model fits for Al, In, and Tl. 

The annotated red-dashed line corresponds to ɚ = 121.57 nm or ‎ =10.2 eV (McMahon, 2013). 

Indium is shown to have the highest -Re[Ů] and the smallest +Im[Ů] at 10.2 eV, 

leading to the narrowest resonance curves of the metals in Fig. 3.5. It is important 

to note that two separate fits in the visible and ultraviolet regions are performed on 

indium due to large and strongly varying Re[Ů] values.  A narrower resonance curve 

leads to increased detection sensitivity, which is a crucial aspect for accurate 

characterization of the sample (Schasfoort, 2008). 

With that benefit in mind, it is also important to consider absorption and 

scattering cross-sections as factors in electric field enhancement. The absorption 
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cross-section is the probability of an absorption process occurring in a molecule 

(Milonni, 1988). In other words, this concept describes the ability of a molecule to 

absorb a photon of a particular wavelength. Likewise, the scattering cross-section 

describes the ability of a molecule to scatter a photon of a particular wavelength, as 

discussed in the previous sections. For LSPR, two important figures of merit are 

the extinction cross-section and extinction efficiency (Willets, 2007). The extinction 

cross-section is defined as the sum of the absorption cross-section and scattering 

cross-section. Once this parameter is calculated, one can calculate the extinction 

efficiency by dividing it by the geometric cross-section of the nanostructure as 

shown in Eq. (3.6.4), where  

 
Ɫ╧
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(3.6.4) 

where a is the radius, Ůin is the dielectric constant of the metal nanoparticle, Ůout is 

the dielectric constant of the external environment, Ůr is the real part of dielectric 

constant, and Ůi is imaginary part of the dielectric constant. Two parameters, N 

(number of finite polarizable elements) and ɢ (factor based on nanostructure shape) 

are important to point out because these factors are what indicate the geometry of 

the nanostructure. Spheres are the most common geometry used, so these factors 

are solved analytically (ɢ = 2 for instance). Although approximations must be made 

for all other shapes, Eq. (3.6.4) is a general extinction efficiency model that is 

applied broadly and is useful when investigating optimal nanostructure shapes. A 

high extinction efficiency is desirable, because it indicates high absorption and 

scattering efficiencies. It is important to maximize the probability of the molecule 

absorbing HLA photons, since this interaction contributes to a higher Raman 
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scattering cross-section (Striebel, 2017). However, the scattering cross-section 

should be higher than that of absorption, because absorption losses can wash out 

Raman signals. Size and shape can be modified to obtain optimal extinction cross-

sections and efficiencies. Since spheres have been solved analytically, it is easier 

to use this shape and simply change the size of the nanoparticle to understand 

resonance conditions versus wavelength. McMahon et al. use this approach in their 

study by plotting various diameters of nanospheres for each poor metal (McMahon, 

2013).  

 

Figure 3.6: Energy (eV) versus extinction efficiency for various diameters of indium nanospheres. The 

annotated red-dashed line corresponds to ɚ = 121.57 nm or ‎=10.2 eV (McMahon, 2013). 

Figure 3.6 shows that indium has higher extinction efficiencies at 50 and 100 nm 

nanoparticle diameters. The lowest extinction efficiency of indium occurs at the 20 

nm diameter. The conclusion from this data is that if the nanoparticle diameter is 


