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ABSTRACT 
 

Microglial reactivity in response to a pathological microenvironment is hallmarked by a 

change in cellular morphology. Microglia have a distinctive morphology that changes based on 

their reactivity and function. After an inflammatory insult, microglial reactivity is initially 

beneficial in restoring brain health. However, when microglial reactivity progresses chronically, 

it can increase cellular damage and worsen functional outcomes. New advancements in 

pharmacological and genetic manipulations of microglia have made targeting microglia after 

infection or injury a leading research area. However, understanding microglial population 

dynamics, under different physiological and inflammatory conditions, is essential for designing 

microglia-targeted therapeutics. In this dissertation, the morphology of microglia was examined 

after inflammatory stimuli; traumatic brain injury (TBI), cortical kainic acid injection, and 

lipopolysaccharide (LPS)/PLX5622 treatment. Although these are distinct inflammatory 

triggers, with different associated mechanical and chemical processes, each triggered robust 

microglial reactivity. The extent of de-ramification varied depending on other physiological 

variables, such as rodent age and whether the microglial cell was dividing. We applied and 

compared commonly used methods for examining microglial morphology and found multiple 

inconsistencies and issues among the different approaches. The experiments in this dissertation 

aimed to elucidate the morphological details of the microglial response to TBI in juvenile rats, 

in order to improve the efficacy of therapeutically targeting reactive microglia while considering 

age as an important biological variable. We also aimed to characterize different microglial 

morphologies during cell division after kainic acid injection, an inflammatory stimulus that 

causes high microglial reactivity. Finally, we highlight the discrepancies in morphological 

analysis techniques and highlight the need for standardization across the field of neuroscience.    
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1.1 Preface 

In this chapter, inflammatory disease mechanisms are discussed in the context of 

peripheral and central immunity. Cell-to-cell signaling allows immune cells to act as a cohesive 

unit in response to invading pathogens or tissue injury. The brain has its own set of specialized 

cells, microglia, with immune effector functions. Microglia become reactive in response to injury 

or infection through intricate signaling pathways. The homeostatic, developmental, and immune 

functions of microglia are discussed in detail. In response to injury or infection, microglia 

become reactive, rapidly divide, and change their expression of membrane-bound and secreted 

proteins. A hallmark feature of microglial reactivity is a change in morphology, which is often 

used, qualitatively and quantitatively, as an indicator of injury severity. In this chapter, the 

overarching aim of this dissertation is summarized: to better understand microglial population 

dynamics, under different physiological and inflammatory conditions, using quantitative 

techniques. 

 

1.2 Inflammation  and disease 

Inflammation is the bodyôs response to infection and injury (Medzhitov, 2008). The 

immune system is comprised of many cells and signaling molecules that survey both central and 

peripheral organs and regulate inflammation. In response to a pathogenic stimulus, inflammation 

protects the body from further damage by increasing blood flow and trafficking immune cells to 

affected areas (Medzhitov, 2008). When immune cells are near the area of damage, they initiate 

intricate signaling pathways to eradicate damaged cells and help restore homeostasis. The 

hallmark features of inflammation include rubor (redness), calor (heat), dolor (pain), and tumor 
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(swelling/edema), which often decrease the function of the affected tissue (Punchard et al., 

2004). 

Chronic inflammatory conditions are the leading cause of death, responsible for over half 

of all deaths globally, primarily because of inflammation-associated tissue damage (Furman et 

al., 2019). In vital organs, such as the brain, inflammation can be fatal, or result in lifelong 

physiological, cognitive, or affective deficits (DiSabato et al., 2016; Jones et al., 2020). Chronic 

inflammatory conditions include autoimmune diseases (e.g., multiple sclerosis, rheumatoid 

arthritis), systemic infections (e.g., SARS-CoV2, Human Immunodeficiency Virus, sepsis), 

neurodegenerative diseases (e.g., Alzheimerôs disease, Parkinsonôs disease), and inherited and 

acquired neurological conditions (e.g., epilepsy, traumatic brain injury [TBI], stroke). Although 

these conditions are highly heterogeneous in their causes and symptoms, inflammation is a 

common denominator that contributes to the debilitating symptoms, through reduced tissue 

function and fibrosis (Germolec et al., 2018). These inflammation-associated symptoms include 

lethargy, depression, anxiety, cognitive decline, and motor deficits, which can lower quality of 

life (Scrivo et al., 2011).  

Rodent models are a cornerstone of translational research and allow investigation of 

complex disease processes. There are many manipulations that researchers use to mimic human 

inflammatory conditions in the rodent (Bertani & Ruiz, 2018), including administration of 

compounds and proteins, transplantation of devices and tissues, surgery, and genetic 

modifications. Genetic manipulations can be used to alter inflammatory processes in the mouse 

and allow the addition or removal of genes to create a desired phenotype. For example, genetic 

knockouts (KO) can be used to ablate production of inflammatory signaling molecules, allowing 

the role of these molecules in disease to be studied (Rana et al., 2017; Sanchis et al., 2020; Zhong 
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et al., 2017). Injectable substances are also commonly used to study inflammation in the rodent. 

For example, lipopolysaccharides (LPS), an injectable immunogenic bacterial glycolipid, can be 

administered to cause a robust immune response (Hurley, 1995). Rodent manipulations can be 

combined to more accurately model a clinical condition. In this dissertation, multiple rodent 

manipulations (midline fluid percussion brain injury, kainic acid injection, and LPS injection) 

were used to study microglial morphology under varying inflammatory conditions.  

 

The immune system 

The immune system has two major divisions: the innate immune system and the adaptive 

immune system. The innate immune system is the first line of defense in protecting the body 

against infection or injury. As such, the innate immune system is comprised of prophylactic 

barriers to the outside world and produces secretions to manipulate the microenvironment of the 

body to reduce pathogen colonization (Esche et al., 2005). The innate immune system is also 

responsible for general immune responses that are not targeted to specific pathogens (e.g., 

complement system, increased blood flow, phagocytosis). Pathogens can trigger innate immune 

cells through pathogen-associated molecular patterns (PAMPs) that are recognized by toll-like 

receptors in host immune cells (Corps et al., 2015). Tissue damage from non-infectious injury 

can also activate innate immune cells through damage-associated molecular patterns (DAMPs), 

known as a sterile trigger of inflammation (Corps et al., 2015). Innate immune cells include 

basophils, eosinophils, mast cells, and neutrophils which, when activated, release chemical 

messengers that orchestrate inflammatory signaling cascades (Esche et al., 2005). Macrophages 

and neutrophils are also involved in the innate immune response and execute phagocytosis to 

remove dead cells and their products (Lancaster et al., 2019).  
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Antigen presenting cells (APCs) link the innate and the adaptive immune system by 

presenting antigens expressed by the pathogens to prime cluster of differentiation (CD)4 and 

CD8 T cells, which drive the adaptive immune response (Corcoran et al., 2011; Heath & 

Carbone, 2009). After recognizing antigens presented on APCs, maturation of T cells into 

cytotoxic or helper T cells occurs. Cytotoxic T cells destroy infected cells, or helper T cells that 

trigger the B cell response (Marshall et al., 2018). B cells rapidly multiply and release antibodies 

specific to the presented antigen (Bonilla & Oettgen, 2010; Marshall et al., 2018). APCs can also 

be triggered by DAMPS associated with tissue damage (Seong & Matzinger, 2004; Tang et al., 

2012), thus; T cells are recruited to damage sites after sterile insults, such as closed head TBI 

(Clausen et al., 2007). Through coordination of signaling pathways, the innate and adaptive 

immune systems respond to both sterile and non-sterile insults as a cohesive unit (Matos et al., 

2021). However, when inflammation becomes unregulated, and immune cells become 

chronically activated, tissue damage and reduced organ function can occur (Medzhitov, 2008).  

 

Coordination of the peripheral and central immune response  

Due to enclosure within the skull, inflammation can cause pressure on the brain tissue 

and result in reduced tissue function and even death (Carson et al., 2006; Kolias et al., 2018). 

The brain is encapsulated by the blood brain barrier (BBB), which serves as a selectively 

permeable barrier to reduce proteins, microbes, and circulating cells from entering the brain 

(Daneman & Prat, 2015). Immune responses in the brain can be triggered by tissue resident 

immune cells, or through crosstalk with the peripheral immune system through the BBB 

(Gonçalves & De Felice, 2021; Perry, 2004; Ransohoff & Brown, 2012).  
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The cellular components of the immune system have distinct roles in orchestrating the 

immune response. Chemical signals (e.g., peptides, complement fragments, cytokines, 

chemokines) coordinate the immune response to effectively respond to injury or infection (Esche 

et al., 2005). Chemokines are essential in the innate immune response, and recruit neutrophils, 

monocytes, and dendritic cells (Esche et al., 2005). Trafficking of APCs to the lymphatic system 

is also directed by chemokines (Esche et al., 2005). Cytokines are another potent signaling 

molecule responsible for both pro-inflammatory and anti-inflammatory responses to pathogenic 

stimuli (Cavaillon, 2001). The cytokine network is extensive and mediates communications 

between many cell types (Zhang & An, 2007). Cytokines increase the permeability of the BBB, 

which allows for infiltration of peripheral immune cells into the brain (Yarlagadda et al., 2009). 

There are many sources of chemical messengers; however, microglia (see Chapter 1.3) are a 

main producer in the central nervous system (CNS) (Perry, 2004; Ransohoff & Brown, 2012; 

Smith et al., 2012). 

 

1.3  Glial cells  
 

Following neurons, glial cells are the second element of the nervous system and form a 

network of highly functional cells throughout the brain (Del Río-Hortega Bereciartu, 2020). Glial 

cells have a range of functions which, together, support neuronal functioning and maintenance 

of brain homeostasis (Jäkel & Dimou, 2017). The three major lineages of glial cells include 

astrocytes, oligodendrocytes, and microglia. Astrocytes, the most abundant glial cell in the brain, 

support vasculature of the BBB, maintain ion concentrations, and contribute to tripartite synapses 

(Jäkel & Dimou, 2017). Oligodendrocytes primarily myelinate neurons (Bradl & Lassmann, 
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2010). Microglia are the immune cells of the brain that also support neuronal function (Del Río-

Hortega Bereciartu, 2020).  

Together, glia are critical for the development and function of neural networks (Nayak 

et al., 2014). During development, astrocytes support the developing neural network by secreting 

factors that support synapse formation (Clarke & Barres, 2013), and the survival of other glial 

cells (Kuhn et al., 2019). To establish efficient transmission of action potentials across the 

developing neural network, oligodendrocytes tightly wrap neurons in myelin to allow saltatory 

conduction (Seidl, 2014). Glial dysfunction not only affects development but can also contribute 

to neurodegeneration across the lifespan. Astrocytes and microglia are inflammatory effector 

cells with inflammatory functions and become reactive after pathological stimuli (Palpagama et 

al., 2019). Reactivity in astrocytes and microglia causes alterations in gene expression profiles 

and the excretion of pro-inflammatory signaling molecules, which can result in aberrant 

signaling and neuronal death (Dheen et al., 2007; Marín-Teva et al., 2011). Morphological 

changes are also a hallmark feature of astrocytic and microglial reactivity, the characterization 

of which is the focus of this dissertation.  

 

Microglia 

Microglia are phagocytic immune cells unique to the CNS (Yin et al., 2017). Microglia 

were discovered in 1919 by Rio-Hortega, after he developed the silver carbonate staining method 

that allowed detailed visualization of microglial morphology (Del Río-Hortega Bereciartu, 

2020). Microglia actively survey the microenvironment of the brain, to detect damage or 

pathogen associated signals (George et al., 2019; Mbagwu et al., 2019; Morrison et al., 2017). 

Upon detecting perturbations in the microenvironment, microglia quickly respond to protect the 
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brain from further tissue damage and restore neuronal homeostasis (Streit, 2000; Wake et al., 

2011).  

Aside from their immune functions, microglia are essential to many brain processes. 

Microglia are involved in the development of the brain through synaptic pruning (Paolicelli et 

al., 2011), a critical process in establishing neural networks (Feinberg, 1982; Sakai, 2020). Once 

formed, neuronal function is regulated by microglia which actively contribute to synaptic 

transmission. For example, microglia help regulate plasticity in the adult brain through mediating 

long term depression and potentiation by using signaling molecules such as C-X3-C motif 

chemokine receptor 1 (CX3CR1) and brain derived neurotrophic factor (Saw et al., 2020; Zhang 

et al., 2014). Phagocytosis is another function of microglia that is essential under both 

inflammatory and non-inflammatory conditions. Phagocytosis clears dead and damaged cells 

and neuronal precursors during neurogenesis and post-development (Marín-Teva et al., 2004; 

Reshef et al., 2017).  

 

The lifecycle of a microglial cell 

Microglia originate from the yolk sac before embryonic day 8.5 in the mouse (Ginhoux 

et al., 2010; Nayak et al., 2014). During development, microglia have an ameboid morphology 

that becomes highly ramified depending on secreted chemical cues, such as growth factors 

(Nayak et al., 2014). After establishment of the microglial population, microglia use cell-cell 

contact through their branch network to establish an equal distribution throughout the brain 

(Endo et al., 2021). To maintain the stable density of microglia observed throughout adulthood, 

microglial turnover is maintained by coupled proliferation and apoptosis (Askew et al., 2017). 

Although some studies report contribution from monocytes, that migrate across the BBB and 
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differentiate into microglia (Ajami et al., 2007), many researchers have shown that infiltrating 

cells do not contribute to the microglial population in the adult (Ajami et al., 2007; Ginhoux et 

al., 2013). Proliferation of microglia has been observed under both inflammatory and non-

inflammatory conditions, and during both development and adulthood (Cuadros et al., 2022; 

Michell-Robinson et al., 2015; Spiteri, Wishart, et al., 2022). However, to our knowledge, a 

detailed quantitative account of microglial morphology during proliferation (i.e., microglia cell 

division) has not been published.  

 

Microglial reactivity and morphology 

 

Microglial reactivity was long believed to mimic the M1 and M2 states of macrophages 

(Rodríguez-Gómez et al., 2020). However, it is now understood that microglial reactivity occurs 

on a highly dynamic phenotypic continuum that involves the expression of many membrane-

bound and secreted proteins (Rodríguez-Gómez et al., 2020). Initiation of microglial reactivity 

is a protective and reparative immune response. However, long-term persistence of glial 

reactivity and cytokine release causes a self-perpetuating state of chronic inflammation, 

exacerbates tissue damage, and can lead to neurodegeneration (Donat et al., 2017; Doust et al., 

2021). Microglia can become primed by a pathological event and chronically remain in a reactive 

state which can cause an exaggerated response to sequential stimuli. Microglial priming can 

result in increased tissue damage and consequent functional deficits (Muccigrosso et al., 2016; 

Ziebell, Rowe, et al., 2017).  

Af ter an inflammatory stimulus, microglia rapidly divide to increase their ability to 

respond to pathological stimuli and protect the brain from further damage (Feng et al., 2019; 

Savage et al., 2019). Microglial reactivity is controlled by many coordinated factors; microglia 
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express multiple cell surface receptors that regulate cell signaling and, in turn, microglial 

reactivity. For example, microglia highly express toll-like receptors that upregulate microglial 

reactivity when bound (Fiebich et al., 2018). Molecular techniques, such as transcriptomics, 

ribonucleic acid (RNA) sequencing, immunohistochemistry, and flow cytometry are commonly 

used to examine microglial reactivity. Ionized calcium binding adapter molecule 1 (Iba1) is 

frequently used to label microglia ex-vivo (Imai et al., 1996; Morrison et al., 2017). Iba1 is 

expressed by microglia and macrophages (González Ibanez et al., 2019). Reactive microglia 

have higher levels of Iba1 expression (Imai et al., 1996; Mori et al., 2000); therefore, quantifying 

the amount of Iba1, using either genetic or immunohistochemical approaches, is commonly used 

as a measure of microglial reactivity. In this dissertation, multiple quantitative 

immunohistochemistry analysis techniques were employed to assess microglial reactivity under 

varying inflammatory conditions. The ability to accurately and easily examine microglial 

morphology could aid our understanding of microglial function and be used as a tool to visualize 

environmental or pharmacological changes to microglia.  

 Microglial morphology is highly plastic (Figure 1) and changes depending on function 

and the signals present in the brain (Morrison et al., 2017; Savage et al., 2019). During 

development, microglia are ameboid and undergo rapid cell division (Cuadros et al., 2022). In 

contrast, in the adult brain, microglia have a small cell body with highly ramified branches under 

non-inflammatory conditions (ElAli & Rivest, 2016; Fu et al., 2014; González Ibanez et al., 

2019). Microglia actively protrude and retract their branches to detect environmental cues that 

signal damage to brain tissue (Loane & Kumar, 2016). This ramified morphology allows single 

microglia to monitor large volumes of the parenchyma.  
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When microglia detect a pathological stimulus, they assume a reactive phenotype. 

Reactive microglia retract their branches and adopt a less complex structure with an enlarged 

cell body, a morphology associated with increased phagocytosis (Doorn et al., 2014; Green et 

al., 2021; Morrison et al., 2017; Savage et al., 2019; York et al., 2018). Another pathology-

associated microglial morphology is rod microglia, which have not been associated with a 

specific function to date (Giordano et al., 2021; Holloway et al., 2019; Taylor et al., 2014). 

Microglia can adopt an ameboid morphology that has fully retracted branches and is associated 

with phagocytic activity (Ling & Wong, 1993). In diseased states, microglia phagocytose 

extracellular proteins (e.g., tau, amyloid beta), extracellular organelles and cell fragments 

associated with cell death processes, myelin, and dead or dying cells such as other glial cells and 

neurons (Brown & Neher, 2014; Hughes & Appel, 2020; Pampuscenko et al., 2020; PodleŜny-

Drabiniok et al., 2020; VanRyzin et al., 2019). Ameboid microglia are frequently observed in 

cases of severe or chronic inflammation (Badanjak et al., 2021; Doorn et al., 2014), or during 

development due to their role in phagocytosing neurons during neural network development 

(Marín-Teva et al., 2011). Retraction of microglial branches increases the efficiency of migration 

to the site of damage, as well as increases phagocytic abilities (Wicks et al., 2022). In severe 

cases of inflammation, microglia can coagulate and contribute to glial scar formation, a 

collection of reactive glia around focal points of tissue damage (as seen in TBI, stroke, and 

neurodegeneration) (Adams & Gallo, 2018).  

There are intermediate microglial morphologies that fall between the two extremes of 

ramified and ameboid. For example, bushy microglia have a large cell body surrounded by short, 

stubby branches (Wicks et al., 2022). Another intermediate microglial morphology associated 

with pro-inflammatory conditions is hyper-ramified microglia, which have been associated with 
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dendritic spine loss (Smith et al., 2019). In severe cases, a glial scar can form close to the injury 

site (Bellver-Landete et al., 2019). The distinctive morphological variations are a useful marker 

of inflammation and severity of tissue damage (Chung et al., 2019; Davis et al., 1994; Minlebaev 

et al., 2013; Morrison et al., 2017). Although a wide array of damage-associated microglial 

morphologies has been documented (Figure 1), the exact functions of these distinct 

morphologies are not fully understood.  
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Figure 1: Microglial morphologies. 

Microglial morphologies adapted from photomicrographs of Iba1-stained cells. (A) 

Ramified microglia. (B) Bushy or hypertrophic microglia. (C) Ameboid microglia. (D) 

Rod microglia. (E) Microglial scar. 3D projected images were processed in ZEN blue and 

edited in illustrator. These images should be treated as diagrams because they are 

processed and embellished for demonstrative purposes.  

 

Microglia cell signaling 

Microglia interact with other cell types through membrane bound and secreted signaling 

molecules. For example, CX3CR1 is expressed by microglia and helps regulate microglial 

reactivity by CX3C ligand 1 (CX3CL1), a neuronal protein that decreases after neuronal injury 

(Berchtold et al., 2020). Reduction in CX3CL1 expression by injured neurons increases 

microglial reactivity (Berchtold et al., 2020). Such chemical signaling molecules are detected by 

microglia, which in turn, upregulate cytokine release (Campagno & Mitchell, 2021). Pro-

inflammatory cytokines, such as tumor necrosis factor alpha (TNF-Ŭ) and interleukin (IL)-1, 

increase cell adhesion, proliferation, migration, apoptosis, and secretory function (Harry & Kraft, 



26 

 

2008), all of which increase the inflammatory response by immune cell recruitment and cell 

turnover (Harry & Kraft, 2008). Central or peripheral pro-inflammatory cytokines can increase 

the permeability of the BBB by binding to receptors on endothelial cells (Harry & Kraft, 2008). 

This decreased stability of the neurovascular unit allows recruitment of circulating immune cells 

such as monocytes, T cells, and B cells, which upregulates neuroinflammation (Harry & Kraft, 

2008; Pan et al., 2011). Microglial cells can also release anti-inflammatory cytokines (e.g., IL-

10, IL-13, IL-14), which downregulate inflammation. Anti-inflammatory cytokines can function 

as soluble receptors that quench secreted cytokines and can intercept pro-inflammatory cytokines 

from binding receptors (Burger & Dayer, 1995; Harry & Kraft, 2008).  

Microglia are the main producer of TNF-Ŭ in the brain (Kraft et al., 2009). TNF-Ŭ is a 

potent pro-inflammatory cytokine involved in immune pathways. TNF-Ŭ uses both paracrine and 

endocrine signaling to upregulate inflammation (Kim & Bajaj, 2014). Therefore, TNF-Ŭ 

mediates communications between microglia and other immune cells; for example, TNF-Ŭ can 

promote the activation and proliferation of T cells (see Chapter 1.2) (Mehta et al., 2018). 

Furthermore, TNF-Ŭ released from microglia can act in an autocrine fashion and promote 

microglial division and reactivity (Kuno et al., 2005). When both T cells and microglia are 

activated, they release pro-inflammatory cytokines, including TNF-Ŭ, creating a self-

perpetuating pro-inflammatory cycle that promotes tissue damage and increases inflammation-

induced symptoms in patients.  

 

1.4 Rationale and significance  

New advancements in pharmacological and genetic manipulations of microglia have 

made targeting microglia after infection or injury a leading research area. However, 
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understanding microglial population dynamics, under different physiological and inflammatory 

conditions, is essential for designing microglia-targeted therapeutics. There is a need for accurate 

techniques to screen both the microglial response to injury and potential therapeutics. The 

experiments in this dissertation aimed to elucidate the morphological details of the microglial 

response to TBI in juvenile rats, in order to improve the efficacy of therapeutically targeting 

reactive microglia. We also aimed to characterize different microglial morphologies during cell 

division after administration of kainic acid, an inflammatory stimulus that causes high microglial 

reactivity. Finally, we aimed to elucidate the discrepancies in morphological analysis techniques 

and highlight the need for standardization across the field of neuroscience.    

 

1.5 Hypotheses  

 

1) Rats injured at post-natal day (PND)17 would exhibit more microglial reactivity, that 

would persist into early adulthood, compared to rats injured at PND35. 

2) Dividing microglia would be reactive, with a less ramified morphology, compared to 

non-dividing microglia, and there would be less microglial reactivity and division in 

TNF-Ŭ knockout mice. 

3) Commonly used methods to examine microglial morphology would produce inconsistent 

results.  
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CHAPTER 2: AGE-AT-INJURY INFLUENCES THE 

MICRO GLIAL RESPONSE TO TRAUMATIC BRAIN 

INJURY IN THE CORTEX OF MALE JUVENILE RATS  
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2.1  Preface 

Traumatic brain injury (TBI) triggers neuroinflammatory cascades that result in cellular 

damage and functional deficits. Neuroinflammation is mediated by microglia that change their 

morphology and transcriptional profile in response to TBI. Toddlers (0-4 years) and adolescents 

(15-18 years) are vulnerable subgroups of the population in which the incidence of TBI peaks. 

This chapter uses a full photomicrograph skeletal analysis approach to examine the reactivity of 

microglia following TBI in juvenile rats. We hypothesized that rats injured at a younger age 

would have more microglial reactivity, that persists into early adulthood, compared to rats 

injured at an older age. We found that regardless of age-at-injury, TBI resulted in a more reactive 

microglial phenotype than uninjured sham rats. Rats injured at a younger age (post-natal day 

[PND]17), had more microglial reactivity in the perirhinal cortex than rats injured at an older 

age (PND35). This chapter is adapted from a manuscript that is published in Frontiers in 

Neuroscience. 

 

2.2  Abstract  

Few translational studies have examined how age-at-injury affects the microglial response 

to TBI. We hypothesized that rats injured at post-natal day (PND)17 would exhibit a greater 

microglial response, that would persist into early adulthood, compared to rats injured at PND35. 

PND17 and PND35 rats (n = 75) received a mild to moderate midline fluid percussion injury or 

sham surgery. In three cortical regions (peri-injury, primary somatosensory barrel field [S1BF], 

perirhinal), we investigated the microglial response relative to age-at-injury (PND17 or PND35), 

time post-injury (2 hours, 1 day, 7 days, 25 days, or 43 days), and post-natal age, such that rats 

injured at PND17 or PND35 were compared at the same post-natal-age (e.g., PND17 + 25D post-
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injury = PND42; PND35 + 7D post-injury = PND42). We measured Iba1 positive microglia cells 

(area, perimeter) and quantified their reactivity status using full photomicrograph skeletal 

analysis (branch length/cell, mean processes/cell, cell abundance per field of view). Data were 

analyzed using Bayesian multivariate multi-level models. Independent of age-at-injury, TBI 

resulted in reactive microglia (shorter branches, fewer processes) in the S1BF and perirhinal 

cortex, with more microglia in all regions compared to uninjured shams. TBI-induced microglial 

reactivity (shorter branches) was sustained in the S1BF into early adulthood (PND60). Overall, 

PND17 injured rats had more microglial reactivity in the perirhinal cortex than PND35 injured 

rats. Reactivity was not confounded by age-dependent cell size changes, and microglial cell body 

sizes were similar between PND17 and PND35 rats. Increased microglial reactivity in PND17 

brain-injured rats suggests that TBI upregulates the microglial response at discrete stages of 

development. Age-at-injury and aging with an injury are translationally important because 

experiencing a TBI at an early age may trigger an exaggerated microglial response. 

 

2.3  Introduction  

Toddlers (0-4 years) and adolescents (15-18 years) are vulnerable subgroups of the 

population in which the incidence of TBI peaks (Peterson et al., 2017). Higher prevalence of 

TBIs in these age groups is primarily associated with participation in sports (Prins et al., 2010), 

car accidents, domestic violence (Rowe et al., 2021; Sayrs et al., 2020), and falls (Dewan et al., 

2016). Understanding the cellular response to injury in an age-specific manner is important to 

enable effective patient care and personalized medicine. Little is known about the specific 

microglial response to TBI acquired as a toddler or an adolescent, which are two unique time 

periods for brain development. Support exists for these developmental periods being windows 
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of both neuroprotection and increased vulnerability, phenomena that are likely mutually 

exclusive (Anderson et al., 2005; Ryan et al., 2014; Serpa et al., 2021).  

TBI results from mechanical forces applied to the brain, which can cause contusion, 

hemorrhage, diffuse axonal injury, and shearing (Greig et al., 2014). TBI triggers 

neuroinflammatory cascades that result in cellular damage and functional deficits. 

Neuroinflammation is mediated by microglia that change their morphology and transcriptional 

profile in response to injury (Shinozaki et al., 2017). Acutely, microglia-mediated inflammation 

is beneficial and clears damaged cells and contents associated with TBI (Donat et al., 2017). 

Reactivity of microglia in juveniles following experimental TBI may also be important for the 

removal of dying neurons (Hanlon et al., 2019). However, long-term persistence of glial 

reactivity and cytokine release causes a self-perpetuating state of chronic inflammation, 

exacerbates the brain injury, and can lead to neuronal damage and neurodegeneration (Donat et 

al., 2017; Doust et al., 2021). Microglia morphology is altered in response to injury (Streit, 2002). 

Reactive microglia undergo a continuum of morphological transitions from a highly branched 

phenotype of surveying microglia to a rounded phagocytic morphology characterized by an 

enlarged cell body and retracted processes (Figure 1) (Fu et al., 2014; Streit, 2002). Microglial 

morphology can be assessed by immunohistochemistry using Iba1.  

Herein, we used morphological changes in microglia as a physical indicator of distress, 

damage, and/or inflammation in the cortex of the brain, whereby reduced ramification was an 

indicator of microglial reactivity. Few pre-clinical models have examined TBI-associated 

pathology in juvenile rats (Serpa et al., 2021). Therefore, we used a comprehensive time course 

after experimental TBI in rats to examine the acute and sub-acute cortical microglial response to 
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TBI. We used juvenile rats subjected to TBI at PND17, which models early childhood in humans, 

or PND35, which models adolescence in humans (Doust et al., 2021; Sengupta, 2013).  

We chose to investigate the microglial response as a function of age-at-injury because of 

mounting evidence that indicates a differential immune response to injury throughout the 

lifespan (Anthony et al., 1997; Webster et al., 2019). During early life, the brain is undergoing 

vast circuit remodeling and is particularly vulnerable to injury and inflammation. As such, TBI 

incurred at a younger age may elicit a different inflammatory outcome compared to a brain injury 

at an older age. Previous studies have shown that different inflammatory signaling pathways are 

prevalent in the juvenile rodent brain when compared to adults (Bianchi et al., 2017; Webster et 

al., 2019). Furthermore, younger animals experience a greater infiltration of leukocytes after TBI 

(Claus et al., 2010), which may contribute to the blood brain barrier breakdown observed in 

juvenile rats (Anthony et al., 1998; Anthony et al., 1997). Infiltrating leukocytes can increase the 

number of inflammatory cells and subsequently elevate cytokine levels, free radical production, 

and protease release (von Leden et al., 2019). Together, these secondary injury processes 

contribute to tissue damage and microglial reactivity. Based on the age-dependent dimorphism 

in inflammatory signaling, we hypothesized that rats injured at PND17 would exhibit a greater 

cortical microglial response, which would persist into early adulthood, compared to rats injured 

at PND35. 
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2.4  Methods 

 

Study design 

We investigated the microglial response relative to age-at-injury (PND17 or PND35), 

time post-injury (tissue collection: 2H, 1D, 7D, 25D, and 43D), and post-natal age, such that rats 

injured at PND17 or PND35 were compared at the same post-natal age (e.g., PND17 + 25D post-

injury = PND42; PND35 + 7D post-injury = PND42; Figure 2).  

 

 
 

 

Figure 2: Study design. 

Post-natal day (PND)17 and PND35 rats (n = 75) received midline fluid percussion injury 

or sham surgery. In three cortical regions (peri-injury, S1BF, perirhinal), we investigated 

the microglial response relative to age-at-injury (PND17/PND35), time post-injury (2H, 1D, 

7D, 25D, and 43D), and post-natal-age, such that rats injured at PND17 or PND35 were 

compared at the same post-natal-age (e.g., PND17 + 25D post-injury = PND42; PND35 + 

7D post-injury = PND42). 
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Rigor 
 

All experiments were performed according to the National Institutes of Health and 

Institutional Animal Care and Use Committee (IACUC) guidelines. The Animal Research: 

Reporting In Vivo Experiments (ARRIVE) guidelines were followed. For data analyses, a total 

of 75 rats were used (sham n = 31, TBI n = 44). Exclusion criteria were predetermined such that 

rats that lost >20% of their body weight or had unmanageable pain were excluded; however, no 

rats in the study met these criteria and, therefore, none were excluded post-TBI. Pre-determined 

inclusion criteria included a righting reflex time >180 seconds and no breach of the dura during 

surgery. All samples and files were re-labeled with codenames by an investigator not associated 

with the current study to ensure that all experiments were conducted in blinded conditions. The 

group sizes for this study were: PND17 2H TBI n = 4, PND17 24H TBI n = 5, PND17 24H sham 

n =  5, PND17 7D TBI n = 6, PND17 7D sham n = 4, PND17 25D TBI n = 5, PND17 25D sham 

n = 4, PND17 43D TBI n = 5, PND17 43D sham n = 5, PND35 2H TBI n = 4, PND35 24H TBI 

n = 5, PND35 24H sham n = 5, PND35 7D TBI n = 5, PND35 7D sham n = 4, PND35 25D TBI 

n = 5, PND35 25D sham n = 4. 

 

Animals 

 

Male Sprague Dawley rats (Envigo, Indianapolis, IN) were used for all experiments. Rats 

were housed in a 12h light:12h dark cycle at a constant temperature (23°C ± 2° C) with food and 

water available ad libitum according to the Association for Assessment and Accreditation of 

Laboratory Animal Care International guidelines. All rats were acclimated from shipping a 

minimum of one week prior to experiments. PND17 rats were shipped with the dam. After 

surgery, post-operative care via physical examination took place to monitor each animalôs 
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condition. PND17 rats were returned to their dam following surgery and midline fluid percussion 

injury (mFPI) until tissue collection (2H, 24H, 7D), or until they weaned at PND24. Average 

PND17 pre-surgical weight was 28.2g ± 3.2g. Average PND35 pre-surgical weight was 135.5g 

± 14.3g. Weights and health conditions were monitored and documented throughout the 

experiment. Animal care and experiments were approved by the Institutional Animal Care and 

Use Committee (IACUC) at the University of Arizona (protocol 13-460). 

 

Midline fluid percussion injury (mFPI) 

For surgery, all rats were administered 5% isoflurane in 100% oxygen for 5 minutes and 

then secured in a stereotaxic frame. Anesthetization was maintained with continuous isoflurane 

delivery at 2.5% via nosecone. A midline incision was made and a craniectomy (outer diameter 

3mm in PND17 rats and 4mm in PND35 rats) was trephined midway between bregma and 

lambda (Rowe et al., 2018). The skull flap was then removed with care not to disrupt the dura or 

superior sagittal sinus underlying the craniectomy site. An injury hub (prepared from the female 

portion of a Luer-Loc needle hub) was fixed over the craniectomy using cyanoacrylate gel and 

methyl-methacrylate (Hygenic Corp., Akron, OH). Post-surgery, rats were placed on a heating 

pad and monitored until ambulatory.  

Approximately 60-120 minutes after surgery, rats were subjected to mFPI with methods 

we have previously described for PND17 and PND35 rats (Doust et al., 2021; Rowe et al., 2018; 

Rowe et al., 2016a). Rats were re-anesthetized with 5% isoflurane in 100% oxygen delivered for 

3 minutes. The hub assembly on the skull was filled with saline and attached to the FPI device 

(custom design and fabrication, Virginia Commonwealth University, Richmond, VA). When a 

toe pinch withdrawal response was detected, the pendulum was released causing a fluid pulse 
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directly onto the dura resulting in a mild to moderate brain injury in all rats (PND17 = 1.5 

atmospheres pressure (atm), PND35 = 1.9 atm) (Doust et al., 2021; Rowe et al., 2018; Rowe et 

al., 2016a). Sham rats were connected to the device, but the pendulum was not released. Hubs 

were removed immediately after injury or sham injury and rats were monitored for apnea, 

righting reflex time (time from the initial impact until the rat spontaneously righted itself from a 

supine position), and a fencing response (Hosseini & Lifshitz, 2009). After rats spontaneously 

righted, brains were inspected for herniation, hematomas, and integrity of the dura. Brain-injured 

rats included in this study had an average righting reflex time of 318 seconds, indicative of a 

mild to moderate injury (Rowe et al., 2018; Rowe et al., 2016a), and had no disruption to the 

underlying dura. Sham rats spontaneously righted (~20 seconds) when removed from the device. 

Rats were re-anesthetized and scalp incisions were cleaned with sterile saline and closed. Rats 

were placed in a heated recovery cage and monitored until ambulatory. Rat welfare was 

evaluated and documented daily during post-operative care via physical examination.  

 

Cryoprotection and tissue sectioning 

At pre-determined time points post-injury (2H, 1D, 7D, 25D, and 43D), a lethal dose of 

Euthasol® was administered intraperitoneally. Rats underwent transcardial perfusion with 4% 

paraformaldehyde (PFA) after flushing vasculature with phosphate buffered saline (1× PBS). 

From the time of tissue harvest, tissue samples were treated identically throughout the 

experiment to reduce variation. Brains were harvested from the skull and drop fixed in 4% PFA 

for 24 hours. Brains were cryoprotected by successive incubation in 15% and 30% sucrose, each 

for 24 hours. Brains were then removed from sucrose and the left hemisphere from each animal 

was frozen in groups of 6-9 using the Megabrain technique as previously published (Green et 
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al., 2018). Megabrains were cryosectioned in the coronal plane at 40 µm and mounted on 

superfrost slides and stored at -80 ºC. Sections were removed from the freezer and baked at 56ºC 

for 3 hours prior to undergoing immunohistochemistry. 

 

Immunohistochemistry and analysis 

Each immunohistochemistry stain was performed on 4 randomly selected brain slices 

located between bregma and lambda from the left hemisphere of each animal (total area of 160 

µm), and 3 regions of interest (peri-injury, primary somatosensory barrel field [S1BF], 

perirhinal) per slice were analyzed. Based on our findings of the biomechanical mechanism of 

mFPI (Beitchman et al., 2021), and our previously published work on TBI-induced 

neuropathology in juvenile rats (Doust et al., 2021), we chose three cortical regions of interest 

for the current study. We selected two cortical areas that, based on our previous research, exhibit 

extensive pathology after mFPI (peri-injury and S1BF), as well as a remote cortical region for 

comparison. Regions were selected using visual anatomical landmarks while the microscope was 

out of focus to allow accurate selection of brain region without sampling bias.  

 

Iba1 

To analyze microglia morphology, brains were stained for ionized calcium binding 

protein adapter molecule 1 (Iba1). To improve scientific rigor, Iba1 staining was performed in a 

single round of staining to minimize variance and allow comparisons. Slides were rehydrated in 

1× PBS after baking (3 hours). Antigen retrieval was performed using sodium citrate buffer (pH 

6.0). Slides were then washed in 1× PBS. Hydrophobic barrier pen was applied to the perimeter 

of the slide and slides were placed in a humidity chamber. Blocking solution was immediately 
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applied (4% normal horse serum [NHS], 0.1% Triton-100 in 1× PBS) with an incubation time 

of 60 minutes. Following blocking, primary antibody solution (rabbit anti-Iba1; WAKO cat 

#019919741; RRID: AB_839504; at 1:1000 concentration in 1% NHS, 0.1% triton-100 in 1× 

PBS) was applied and left to bind overnight at 4 ºC. Slides were then washed in 1× PBS + 0.1% 

tween-20. Secondary antibody solution (biotinylated horse anti-rabbit IgG (H +L); vector BA-

1100; RRID: AB_2336201; at 1:250 concentration in 4% NHS and 0.4% triton-100 in 1× PBS) 

was applied and incubated for 60 minutes. Slides were washed in 1× PBS + 0.1% tween-20. 

Endogenous peroxidases were blocked in 200 ml 1× PBS + 8 ml H2O2 for 30 minutes. After 

washing in 1× PBS + 0.1% tween-20, Avidin-Biotin Complex (ABC) solution (Vectastain ABC 

kit PK-6100) was applied and incubated for 30 minutes. Slides were washed in PBS + 0.1% 

tween-20 and then 3,3ǋ-diam-inobenzidine (DAB) solution (from Vector DAB peroxidase 

substrate kit SK-4100) was applied and incubated for 10 minutes and, following this, slides were 

immediately placed in water. Tissue was dehydrated in ethanol (70%, 90% and 100%) and 

cleared with citrosolve. Coverslips, matching microscope specifications, were applied using 

dibutylphthalate polystyrene xylene mounting medium.  

 

Imaging and analysis 

Z-stack images of stained tissue were taken at 400× (40× objective lens, 10× ocular lens) using 

Zeiss Imager A2 microscope via AxioCam MRc5 digital camera and Neurolucida 360 software, 

with consistent brightness, numerical aperture, and Z-stack height (Figures 3-5). Nyquist 

theorem was followed to ensure the signal adequately represented our biological samples. Iba1 

staining was analyzed using the skeletal analysis plugin following the protocol previously 

published (Morrison et al., 2017; Young & Morrison, 2018). Microglial cell somas were counted 
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manually to obtain total microglial count. Branch length and processes were recorded and 

divided by the number of cells in each region of interest. Microglial cell bodies were measured 

using the multipoint area selection tool to calculate cell body area and perimeter. Although cell 

body area and perimeter are typically proportional, it is possible for a cell body to have a more 

complex shape but not larger total area. For this reason, both measurements were included in our 

analyses. No alternations/settings changes were made to any images prior to analysis. All 

imaging analyses were performed on Z-stack images, which is the most appropriate sampling 

method to capture our sample.  

  



40 

 

 

 
 

Figure 3: Iba1 in the peri-injury cortex.  

Iba1-stained microglia in the peri-injury cortex at 2 hours (H), 1 day (D), and 25D post-

injury compared to uninjured shams at 7D. All representative images were taken in the 

peri-injury cortex. Scale bars = 50 ɛm (sham n = 31, TBI n = 44). 
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Figure 4: Microglia were reactive in both PND17 and PND35 rats after TBI . 

Iba1-stained microglia in PND17 and PND35 rats. (A) At 2 hours (H), 1 day (D), and 25D 

post-injury, microglial reactivity was observed in PND17 and PND35 rats subjected to TBI 

compared to uninjured shams at 7D. All representative images are from the S1BF. (B) Rod 

microglia were observed in PND17 rats but not PND35 rats. Scale bars = 50 mm. (sham n = 

31, TBI n = 44). 
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Figure 5: Iba1 in the perirhinal cortex. 

Iba1-stained microglia in the perirhinal cortex at 2 hours (H), 1 day (D), and 25D 

post-injury compared to uninjured shams at 7D. All representative images were taken 

in the perirhinal cortex. Scale bars = 50 ɛm (sham n = 31, TBI n = 44). 
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Statistical analyses 

Outcomes in this study were counts, percentages, and distances or areas, which we 

analyzed using Poisson or negative-binomial regression, beta regression, and log-normal or 

Gaussian regression, respectively (Ferrari & Cribari-Neto, 2004; Figueroa-Zuniga et al., 2013; 

J. M. Hilbe, 2014). Integer count outcomes were cells (n), and mean number of branches per 

microglial cell (n); and microglial branch length (ɛm), cell body perimeter (ɛm), and cell body 

area (ɛm2) were continuous outcomes with lower bounds truncated at zero but untruncated upper 

bounds. To determine whether Poisson or negative-binomial distributions were best suited for 

analyzing the count data, we tested for overdispersion (i.e., variance > mean) using the 

dispersiontest() function in the AER package  (Cameron & Trivedi, 1990; Kleiber & Zeileis, 

2008) of the R statistical computing environment (R Core Team 2021).  

For each outcome type, we fit three multivariate multi-level multiple regression models 

to test differences between treatment groups (sham versus TBI) for each PND injury age (data 

collected from all time post-injury groups were pooled), PND terminal age, and time post-injury 

(Aarts et al., 2015; Aarts et al., 2014; Saber et al., 2020; Saber et al., 2021). In total, we fit 24 

multivariate models, with each having three submodels, for a total of 72 models. The three 

submodels for each outcome type corresponded to the following population-level effects (sensu 

fixed effects): 1) an interaction between treatment group and time post-injury, 2) an interaction 

between treatment group and PND injury age, and 3) an interaction between treatment group and 

PND terminal age. In each model, we included group-level varying intercepts (sensu random 

effects) for surgery day to account for potential variation or dependency that may have been 

induced by groups of rats receiving surgery on the same day (n = 9 surgery days). For the cell 

body perimeter and area models, we also included group-level varying intercepts for animal ID, 
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because each rat had multiple datapoints due to the multiple slides that were used to collect these 

data.  

We fit all models in a Bayesian framework, primarily because Bayesian approaches a) 

do not necessitate large sample sizes for accurate parameter estimation, b) efficiently and 

effectively accommodate the hierarchical data generating processes and pseudoreplication that 

existed in some of our outcomes, and c) provide intuitive interpretations that mirror the human 

reasoning process (Lazic et al., 2020; van de Schoot & Depaoli, 2014; Zhang et al., 2007). For 

each model, we applied conservatively informative priors to model parameters and variance 

components, based on results of previous studies (e.g., (Saber et al., 2020; Saber et al., 2021)), 

our knowledge of the study systems from preliminary studies conducted by our group, and 

recommendations from prior statistical research. Specifically, we applied ~Normal(0, 1) priors 

to population-level parameters, ~Cauchy(0, 5) priors to the variance scale parameters, and 

~Cauchy(0, 2) priors to the standard deviations of group-level effects, thereby appropriately 

restricting those variance componentsô parameter spaces to positive values (Gelman, 2006). All 

models were fit using the Stan computational platform (Carpenter et al. 2017) via the R packages 

rstan and brms (Burkner, 2017, 2018; R CoreTeam, 2020). Four Markov chains were run for 

each model, with each chain having a burn-in of 2,000 iterations of the No-U-Turn Sampler 

extension to Hamiltonian Monte-Carlo sampling, followed by 3,000 sampling iterations (Saber 

et al., 2020; Saber et al., 2021). This approach produced 12,000 total posterior samples for each 

model. We assessed model convergence using trace plots and estimates of the potential scale 

reduction factor (R) and effective sample sizes (neff). Optimal values for R and neff were strictly 

1.00ï1.01 and >1,000, respectively (Gelman, 1992, 2011). We assessed model fit using posterior 

predictive check plots created with the R package bayesplot, comparing 1,000 posterior 
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predictive distribution samples to the observed data (Gabry, 2019; Gabry et al., 2019; Gelman, 

2013).  

We based inferences on a combination of model parameter estimates (ɓ; posterior 

means), their 95% credible intervals, corresponding conditional marginal effects under the 

posterior distributions, and posterior probabilities (P) and Bayes factors (K; (Brambor et al., 

2006)) estimated from non-linear Bayesian hypothesis tests. Additionally, we calculated effect 

sizes (d; (Cohen, 1988; S.S. Sawilowsky, 2009)) using the estimated group-specific posterior 

means and their pooled variances (Olejnik & Algina, 2000). The strength and magnitude of 

support for each effect was evaluated based on the following ranges of values for P, K, and d, as 

we have previously reported (Saber et al., 2020; Saber et al., 2021) and which are detailed by 

(Brambor et al., 2006; Kass & Raftery, 1995), among others. Posterior probability: Weak = 0.90ï

0.92; Moderate = 0.93ï0.95; Strong = 0.96ï0.98; Decisive/Substantial Ó0.99. Bayes factor: 

Weak < 3; Moderate = 3ï10; Strong = 11ï100; Decisive/Substantial >100. Effect size: Small = 

0.10ï0.49; Medium = 0.50ï0.79; Large = 0.80ï1.19; Very large Ó1.20. For introductions to 

Bayesian statistics, including the advantages of Bayesian modeling and explanations of the 

above metrics, we encourage readers to view the following articles (Kruschke & Liddell, 2018; 

van de Schoot & Depaoli, 2014; van de Schoot et al., 2014). 

 

2.5  Results 

Among count outcome variables, results of dispersion tests indicated that Poisson 

response distributions were appropriate for Iba1+ mean number of branches per microglial cell 

in all three cortical regions (dispersion range: 0.85ï1.23; z-score range: -1.29ï0.94). In contrast, 

overdispersion existed for Iba1+ cells in all three cortical regions (dispersion range: 2.90ï622.94; 
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z-score range: 1.38ï5.75). Therefore, negative-binomial response distributions were specified 

for all cell models. 

 

Microglia were reactive in the peri-injury cortex of rats injured at both PND17 and PND35  

Overall, there were more microglia in the peri-injury cortex of PND17 rats than in 

PND35 rats, suggesting a greater inflammatory response in the PND17 rats. There were no 

differences in microglial branch lengths between sham and TBI rats across times post-injury, 

injury ages, or terminal ages (Figure 3; Figure 6A-C). However, PND35 shams had longer 

branch lengths than PND17 shams (95% CI: 0ï10, P = 0.97, K = 34.40, d = 0.11; Figure 6B). 

There were no differences in number of cells between sham and TBI across times post-injury 

and terminal ages (Figure 6D, 6F). However, PND35 shams (95% CI: 0ï10, P = 0.98, K = 46.62) 

and PND35 TBI rats (95% CI: -1ï9, P = 0.94, K = 17.04) had fewer cells, respectively, compared 

to PND17 (d = 0.06ï0.10; Figure 6E). Additionally, PND17 TBI rats had more cells than PND17 

shams (95% CI: -3ï7, P = 0.90, K = 7.96) and PND35 TBI rats had more cells than PND35 

shams (95% CI: -2ï7, P = 0.97, K = 38.6), respectively (d = 0.02ï0.06; Figure 6E). Sham and 

TBI groups also had similar mean processes per microglial cell across times post-injury, injury 

ages, and terminal ages (Figure 6G-I). However, PND35 shams had more mean processes per 

microglial cell than PND17 shams (95% CI: -9ï54, P = 0.93, K = 12.42, d = 0.01; Figure 6H). 

 

Diffuse TBI increased microglial cell perimeter and cell area size in the peri-injury cortex of 

rats injured at both PND17 and PND35 

Overall, microglia in the peri-injury cortex of PND35 rats had a greater cell body 

perimeter than in the peri-injury cortex of PND17 rats, suggesting a greater phagocytic potential 
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in PND35 rats. Our data support that TBI increased cell perimeter (Figure 6J-L) and cell area 

(Figure 6M-O). Across times post-injury, TBI rats had longer cell body perimeters than shams 

at 1D (95% CI: 2ï23, P > 0.99, K > 100), 7D (95% CI: -1ï15, P = 0.98, K = 61.83), and 43D 

post-injury (95% CI: -6ï17, P = 0.92, K = 11.75), respectively (d = 0.02ï0.03; Figure 6J). 

Additionally, TBI rats at 1D had longer cell body perimeters than TBI rats at 2H, 7D, and 25D 

post-injury (95% CI range: 2ï22, P > 0.99, K > 100; Figure 6J). Similarly, TBI rats had larger 

cell body areas than shams at 1D (95% CI: -4ï88, P > 0.99, K > 100), 7D (95% CI: -17ï62, P = 

0.96, K = 22.53), and 43D post-injury (95% CI: -34ï83, P = 0.91, K = 10.02), respectively (d < 

0.01; Figure 6M). Further, TBI rats at 1D had larger cell body areas than TBI rats at 2H, 7D, and 

25D post-injury (95% CI range: -12ï78, P = 0.98, K = 52.10; Figure 6M). 

PND17 TBI rats had longer cell body perimeters than PND17 shams (95% CI: -3ï11, P 

= 0.93, K = 12.26) and PND35 TBI rats had longer cell body perimeters than PND35 shams 

(95% CI: 2ï18, P > 0.99, K > 100), respectively (d = 0.01ï0.02; Figure 6K). Additionally, 

PND35 TBI rats had longer cell body perimeters than PND17 TBI rats (95% CI: -3ï13, P = 0.96, 

K = 24.53, d = 0.01; Figure 6K). In contrast, there were no differences in cell body area between 

TBI and sham rats at PND17 (P = 0.83, K = 2.56) or between PND17 TBI rats PND35 TBI rats 

(P = 0.88, K = 4.97; Figure 6N). However, PND35 TBI rats had a larger cell body area than 

PND35 shams (95% CI: -13ï68, P = 0.98, K = 70.43, d = 0.003; Figure 6N).  

TBI rats had longer cell body perimeters than shams at terminal ages PND35 (95% CI: 

1ï23, P > 0.99, K > 100) and PND42 (95% CI: -3ï16, P = 0.95, K =15.42), respectively (d = 

0.02ï0.03; Figure 6L), and there were no other perimeter differences between TBI and sham 

rats. Additionally, TBI rats at terminal age PND24 had shorter cell body perimeters than TBI 

rats at all other terminal ages (95% CI range: 4ï22, P > 0.99, K > 100, d Ò 0.04; Figure 6L). 
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There were no differences in cell body area between TBI and shams across all terminal ages (P 

< 0.90, K Ò 3.00; Figure 6O); however, TBI rats at PND24 had smaller cell body areas than TBI 

rats at PND35, PND42, and PND60, but not PND17 (95% CI range: 7ï95, P > 0.99, K > 100; 

Figure 6O). 

 

Microglia were reactive in the S1BF of rats injured at both PND17 and PND35 

Overall, there were more microglia in the S1BF of PND17 rats compared to the S1BF of 

PND35 rats, suggesting a greater inflammatory response in PND17 rats. TBI rats at 1D (95% 

CI: 1ï13, P > 0.99, K > 100), 25D (95% CI: 0ï13, P = 0.99, K > 100), and 43D post-injury (95% 

CI: 2ï23, P > 0.99, K > 100) had shorter microglial branch lengths than shams, respectively (d 

= 0.13ï0.18; Figure 7A). PND17 TBI rats had shorter microglia branch lengths in the S1BF than 

PND17 shams (95% CI: 0ï10, P > 0.99, K > 100) and PND35 TBI rats had shorter branch lengths 

than PND35 shams (95% CI: 1ï13, P > 0.99, K > 100), respectively (d = 0.10; Figure 7B). TBI 

rats at terminal ages PND35 (95% CI: 0ï21, P > 0.99, K > 100) and PND60 (95% CI: 2ï21, P > 

0.99, K > 100) had shorter microglial branch lengths than shams, respectively (d = 0.11ï0.14; 

Figure 7C).  

There were no differences in cell number between sham and TBI across times post-injury, 

injury ages, or terminal ages (Figure 7D-F). However, both PND35 TBI and PND35 shams had 

fewer cells (95% CI: 0ï8, P = 0.97, K = 30.50) than at PND17 (95% CI: 0ï8, P = 0.98, K = 

41.18), respectively (d = 0.10ï0.13; Figure 7E).  
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Figure 6: Microglia were reactive in the peri-injury cortex of rats injured at PND17 

and PND35. 

Point estimates (posterior means) and corresponding 95% credible intervals (highest 

posterior density intervals) are presented. (A-C) There were no differences in microglial 

branch lengths between sham and TBI rats across times post-injury, injury ages, or terminal 

ages. (B) PND35 shams had longer branch lengths than PND17 shams. (D-F) There were no 

differences in number of cells between sham and TBI across times post-injury and terminal 

ages. (E) Sham and TBI rats at PND35 had fewer cells than sham and TBI rats at PND17. 

PND17 TBI rats had more cells than PND17 shams. PND35 TBI rats had more cells than 

PND35 shams. (G-I ) Sham and TBI rats had similar mean processes per microglial cell 

across times post-injury, injury ages, and terminal ages. (H) PND35 shams had more mean 

processes per microglial cell than PND17 shams. (J) TBI rats has a longer cell perimeter at 

1D, 7D, and 43D post-injury compared to shams. TBI rats at 1D had a longer cell perimeter 

compared to TBI at 2H, 7D, and 25D post-injury. (K) TBI rats had a longer cell perimeter at 

PND17 and PND35 compared to their respective shams. (L) TBI rats had a longer cell 

perimeter at PND35 and PND42 compared to shams and PND24 had a shorter cell perimeter 

compared to all other ages. (M) TBI rats had a larger cell area at 1D, 7D, and 43D post-injury 

compared to shams. TBI rats at 1D had a larger cell area compared to 2H, 7D, and 25D post-

injury. (N) PND35 TBI rats had a larger cell area compared to PND35 shams. (O) Cell area 

was shorter at PND24 compared to all other ages. 
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TBI rats had fewer mean processes per microglial cell than shams at 1D (95% CI: -5ï75, 

P = 0.98, K = 49.5) and 25D post-injury (95% CI: -11ï75, P = 0.97, K = 29.61, d = 0.02; Figure 

7G). PND17 TBI rats had fewer mean processes per microglia cell than PND17 shams (95% CI: 

-11ï44, P = 0.92, K = 11.40), and PND35 TBI rats had fewer mean processes than PND35 shams 

(95% CI: 5ï71, P > 0.99, K > 100), respectively (d = 0.01ï0.02; Figure 7H). TBI rats at terminal 

age PND35 had fewer mean processes per microglial cell than shams (95% CI: 1ï107, P = 0.99, 

K > 100, d = 0.03; Figure 7I). Rod microglia, a microglial phenotype associated with pathology 

(Giordano et al., 2021; Holloway et al., 2019), were observed in the S1BF of PND17 rats but not 

in PND35 rats (Figure 7B). Although rod microglia were not observed in cortical regions of 

interest in PND35 rats, this is not evidence for their absence in PND35 rats and therefore full 

brain analysis is warranted to reach that conclusion. 

 

Diffuse TBI increased microglial cell area but not cell perimeter size in the S1BF of rats injured 

at both PND17 and PND35 

Overall, microglia in the S1BF of PND35 rats had an increased cell body area compared 

to the S1BF of PND17 rats, suggesting a greater phagocytic potential in PND35 rats. TBI did 

not affect cell perimeter in the S1BF (Figure 7J-L), however, our data support TBI increased cell 

area in the S1BF (Figure 7M-O). There were no differences in cell body perimeter length 

between TBI and sham rats across times post-injury (Figure 7J); however, TBI rats at 1D post-

injury had larger cell body areas than shams (95% CI: 28ï145, P > 0.99, K > 100; d = 0.01; 

Figure 7M). There were no differences in cell body perimeter lengths between TBI and sham 

rats, or between TBI rats, at injury ages PND17 or PND35 (P < 0.90, K Ò 3.00; Figure 7K). 

However, PND35 TBI rats had larger cell body areas than both PND35 and PND17 shams (95% 
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CI: 19ï115, P > 0.99, K > 100), and PND17 TBI rats (95% CI: -3ï92, P > 0.99, K > 100, d < 

0.01; Figure 7N).  

There were no differences in cell body perimeter length between TBI and sham rats 

across terminal ages (Figure 7L), but TBI rats at terminal age PND35 had larger cell body areas 

than shams (95% CI: 42ï156, P > 0.99, K > 100, d = 0.01; Figure 7O). Additionally, cell body 

area increased in TBI rats across time, given TBI rats at terminal age PND60 had larger cell body 

areas than TBI rats at terminal age PND17 (95% CI: -20ï72, P = 0.95, K = 16.97, d < 0.01; 

Figure 7O).  

 

Microglia were reactive in the perirhinal cortex of rats injured at both PND17 and PND35 

Overall, there were more microglia in the perirhinal cortex of PND17 rats that had shorter 

branches and fewer processes compared to PND35, suggesting that TBI caused de-ramification 

and microglial reactivity in PND17 rats compared to PND35 rats in the perirhinal cortex. There 

were no differences in microglial branch lengths between sham and TBI across times post-injury 

(Figure 8A). PND17 TBI rats had shorter microglial branch lengths than PND17 shams (95% 

CI: -1ï6, P = 0.95, K = 20.43) and PND35 TBI rats had shorter branch lengths than PND35 

shams (95% CI: 0ï9, P = 0.98, K = 52.81), respectively (d = 0.10ï0.11; Figure 8B). Additionally, 

PND35 TBI rats had longer microglial branch lengths than PND17 TBI rats (95% CI: 1ï8, P = 

0.99, K > 100, d = 0.13; Figure 8B). TBI rats had shorter microglial branch lengths than shams 

at terminal ages PND24 (95% CI: -4ï13, P = 0.91, K = 10.40), PND42 (95% CI: 95% CI: -1ï

12, P = 0.98, K = 60.86) and PND60 (95% CI: -2ï12, P = 0.98, K = 49.85), respectively (d = 

0.09ï0.10; Figure 8C).  
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Figure 7: Microglia were reactive in the S1BF of rats injured at PND17 and PND35. 

Point estimates (posterior means) and corresponding 95% credible intervals (highest 

posterior density intervals) are presented. (A) TBI rats at 1D, 25D, and 43D post-injury had 

shorter microglial branch lengths than shams. (B) TBI rats had shorter microglial branch 

lengths than shams at both injury ages PND17 and PND35. (C) TBI rats at terminal ages 

PND35 and PND60 had shorter microglial branch lengths than shams. (D-F) There were no 

differences in cell number between sham and TBI across times post-injury, injury ages, or 

terminal ages. (E) Both sham and TBI rats had fewer cells at injury age PND35 compared to 

PND17. (G) TBI rats had fewer mean processes per microglial cell than shams at 1D and 

25D post-injury. (H) TBI rats had fewer mean processes per microglia cell than shams at 

both injury age PND17 and PND35. (I ) TBI rats at terminal age PND35 had fewer mean 

processes per cell than shams. (J-L) TBI did not affect cell perimeter. (M) TBI rats at 1D 

had a larger cell area than sham. (N) PND35 TBI rats had a larger cell area than PND35 

shams and PND17 TBI. (O) TBI rats at terminal age PND35 had a larger cell area than 

shams, and TBI rats at PND60 had a larger area than TBI rats at PND17.  

 

There were no differences in number of microglia between sham and TBI rats across 

times post-injury, injury ages, and terminal ages (Figure 8D-F). However, PND35 shams (95% 

CI: 0ï8, P = 0.98, K = 47.39) and PND35 TBI rats (95% CI: 1ï8, P = 0.99, K = 92.75) had fewer 

microglia, respectively, compared to PND17 (d = 0.14; Figure 8E).  

There were no differences in mean number of processes per microglial cell between sham 

and TBI rats across times post-injury (Figure 8G). TBI rats had fewer mean processes per 

microglial cell than shams at injury ages PND17 (95% CI: -4ï38, P = 0.98, K = 52.57) and 

PND35 (95% CI: -10ï46, P = 0.95, K = 20.78), respectively (d = 0.01ï0.02; Figure 8H). 



55 

 

Additionally, PND35 TBI rats had more mean processes per microglial cell than PND17 TBI 

rats (95% CI: 5ï48, P = 0.98, K = 61.50, d = 0.02; Figure 8H). TBI rats had fewer mean processes 

per microglial cell than shams at terminal ages PND24 (95% CI: -22ï75, P = 0.96, K = 23.05) 

and PND42 (95% CI: -11ï73, P = 0.99, K = 84.11, d = 0.02; Figure 8I). 

 

Diffuse TBI did not affect microglial cell perimeter or cell area size in the perirhinal cortex of 

rats injured PND17 or PND35 

There were no differences in cell body perimeter lengths among times post-injury, injury 

ages, or terminal ages in the perirhinal cortex (Figure 8J-L). Both TBI (95% CI: 3ï91, P > 0.99, 

K > 100) and sham rats (95% CI: 9ï98, P > 0.99, K > 100) at 43D post-injury had larger cell 

body areas than other times post-injury (d = 0.01; Figure 8M), which suggests increasing cell 

body size with time; however, there were no injury-induced differences in area between injury 

ages (Figure 8N). 

There were no differences in cell body area between TBI and sham rats at each terminal 

age (P Ò 0.91, K Ò 4.00), but TBI rats at PND24 had a smaller cell body area than other time 

points (95% CI: 8ï69, P > 0.99, K > 100), and both TBI and sham rats at PND60 had larger cell 

body areas than PND17, PND24, and PND35 (95% CI: -10ï61, P = 0.98, K = 45.33, d = 0.006ï

0.01; Figure 8O). These findings further support increasing cell body size with time. 
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Figure 8: Microglia were reactive in the perirhinal cortex of rats injured at PND17 and 

PND35. 

Point estimates (posterior means) and corresponding 95% credible intervals (highest 

posterior density intervals) are presented. (A) There were no differences in microglial branch 

lengths between sham and TBI across times post-injury. (B) TBI rats had shorter microglial 

branch lengths compared to shams at injury ages PND17 and PND35. PND35 TBI rats had 

longer microglial branch lengths than PND17 TBI rats. (C) TBI rats had shorter microglial 

branch lengths than shams at terminal ages PND24, PND42, and PND60. (D-F) There were 

no differences in the number of microglia between sham and TBI rats across times post-

injury, injury ages, or terminal ages. (E) Both sham and TBI rats at PND35 had fewer 

microglia than PND17 rats. (G) The mean number of processes per microglia in sham and 

TBI rats across times post-injury were similar. (H) TBI rats had fewer mean processes per 

microglia than shams at injury ages PND17 an PND35, and PND35 TBI rats had more mean 

processes per microglia than PND17 TBI rats. (I ) TBI rats had fewer mean processes per 

microglia than shams at terminal ages PND24 and PND42. (J-L) There were no differences 

between TBI and sham rats in cell body perimeter lengths among times post-injury, injury 

ages, or terminal ages. (M) Both TBI and sham rats at 43D post-injury had larger cell body 

areas than other times post-injury. (N) There were no differences in cell body area between 

TBI and sham rats between injury ages. (O) TBI rats at PND24 had smaller cell body area 

than other time points, and both TBI and sham rats at PND60 had larger cell body areas than 

PND17, PND24, and PND35.  
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2.6  Discussion  

Microglia play a key role in both the positive and negative effects of inflammation post-

injury (Smith et al., 2018). It is important to understand microglial physiology under non-

inflammatory and inflammatory conditions during early life. In this study, we found differences 

in the microglial response between PND17 and PND35 rats (both injured and sham) throughout 

the cortex using microglial branch length, microglial processes per cell, and microglial 

abundance as quantitative outcomes (Figure 9). Our results show that microglia were reactive 

after TBI in both PND17 and PND35 rats in comparison to uninjured shams. To our knowledge, 

this is the first study to comprehensively examine microglial morphology after mFPI in PND17 

and PND35 rats at acute and sub-acute time points. 

In agreement with previously published studies, we detected a change in microglial 

morphology and/or abundance after TBI regardless of age-at-injury (Doust et al., 2021; Loane 

& Kumar, 2016; Morrison et al., 2017). Similar to recent clinical observations (Lier et al., 2020), 

we found that microglial reactivity quickly ensued after TBI (1D post-injury) and was 

maintained into early adulthood (60D post-injury). 
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Figure 9: Summary heatmap of microglial reactivity in PND17 rats compared to 

PND35. 

Full photomicrograph skeletal analysis was used to assess microglia morphology (number 

of microglia, number of microglia branches, branch processes per cell) and results of all 

outcome measures are summarized in a heatmap. Results in bold black text indicate 

differences between PND35 TBI and PND17 TBI. Results in purple text indicate 

differences between TBI groups and their respective shams. Overall, microglia were 

reactive in both ages after TBI. Rats injured at PND35 had fewer microglia in all cortical 

regions of interest compared to rats injured at PND17. PND17 had more microglial 

reactivity (de-ramification) compared to rats injured at PND35, indicated by at least one 

measured outcome in each cortical region of interest.  
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This chronic maintenance of a reactive morphology is supported by both pre-clinical and 

clinical data, as reactive microglia have been observed in patients 17-years post-injury, and we 

have reported microglia reactivity at 9 months post-injury in rats (Doust et al., 2021; Loane et 

al., 2014; Ramlackhansingh et al., 2011). Such prolonged microglial reactivity is often associated 

with negative developmental outcomes, such as chronic behavioral deficits, progressive cortical 

thickness reduction, decreased corpus callosum area, neurodegeneration, and cognitive deficits 

(Cattelani et al., 1998; Kamper et al., 2013; Muccigrosso et al., 2016; Rowe et al., 2016a; Witcher 

et al., 2015a). In the clinic, behavioral and affective outcomes are exacerbated in patients injured 

at a younger age; therefore, our study introduces a plausible, microglia-centric reason for this 

(Cattelani et al., 1998; Chevignard et al., 2020; Sayrs et al., 2020). 

In all regions tested, our results show that there were more microglial cell bodies in 

PND17 rats compared to PND35 rats, independent of injury. This suggests that, regardless of 

injury status, PND17 rats may have a greater density of microglia. The increased number of 

microglia may be the result of overshoot in microglia observed in early post-natal life (Dalmau 

et al., 2003). Alternatively, the number of microglia may decrease after they fulfill their role in 

neuronal circuit formation in the developing brain (postnatal weeks 1-3 in the rodent) (Paolicelli 

et al., 2011; Schafer & Stevens, 2015). We also found more microglial reactivity in the perirhinal 

cortex in PND17 rats compared to PND35 rats, which may be due to the increased circuit 

remodeling during this developmental period (Chung & Barres, 2012), as microglia have been 

shown to reach their full ramification level by PND14 (Lenz & Nelson, 2018). Furthermore, we 

observed the presence of rod microglia in the S1BF of PND17 rats but not PND35 rats. The rod 

microglial morphology is associated with inflammation and pathology; however, their exact role 

after TBI is unknown (Giordano et al., 2021; Holloway et al., 2019; Taylor et al., 2014). The 
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presence of rod microglia in PND17 brain-injured rats, but not PND35 rats, supports a 

differential immune response to diffuse TBI dependent on age-at-injury, where young rats may 

be more vulnerable to inflammatory pathology. 

We examined the microglia cell body size (area and perimeter) because a larger cell body 

is a hallmark feature of microglia reactivity (Streit et al., 1988). Overall, TBI rats had a larger 

cell body (measured by area and perimeter) than sham rats, indicating that microglia adopt and 

sustain a reactive phenotype after experimental TBI (sustained until PND60 in the peri-injury 

cortex). Post-injury enlargement of microglia cell soma size and ameboid morphology have been 

well documented (T. Cao et al., 2012; Tozaki-Saitoh et al., 2017). This is likely because of 

increased phagocytic activity of microglia in pathological conditions (Fu et al., 2014), though 

the size is rarely quantified. Rats subjected to TBI had larger cell bodies than shams in the peri-

injury and S1BF cortices, and the cells were largest at 1D post-injury. This suggests that 

microglia may respond quickly to the excitotoxicity, cell death, and off-set homeostasis 

associated with TBI (Bolte & Lukens, 2021).  

Although the primary objective of this study was to investigate the effects of age-at-

injury on microglial reactivity after diffuse TBI, we utilized a unique study design that also 

allowed evaluation of microglial reactivity as a function of both time post-injury and animal age 

at the time of tissue collection (terminal age). In both the peri-injury cortex and the S1BF, there 

was extensive microglial reactivity at 1, 7, and 25 DPI that was, in part, resolved by 43 DPI. 

Minimal support existed for terminal age influencing microglial reactivity. Overall, we conclude 

that time post-injury had a greater impact on the microglial response to diffuse TBI compared to 

terminal age. Microglia were reactive immediately after injury, with peak reactivity at 1 DPI. 

This result is congruous with our previous studies that showed microglial reactivity and number 
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increase immediately after TBI and peak within the first 7 days post-injury  (Witcher et al., 2021; 

Ziebell, Ray-Jones, et al., 2017). 

We also investigated whether age influenced microglia cell size, and if microglia grew 

as a rat aged. Our data did not support our hypothesis that microglia cell somas increase in size 

with brain growth. Some of our results weakly suggested that microglial cell bodies grew with 

time and were limited in the amount that their cell soma could grow during microglial reactivity 

at younger ages. For example, we found that in the peri-injury and S1BF cortices, microglial cell 

body perimeter and area were larger in PND35 rats than in PND17 rats. Overall, our evidence 

suggests that microglial cell bodies do not significantly grow between PND17 and PND60. These 

findings support the work of Dos Santos et al, who determined that microglial cell size is 

governed by a mechanism that evolved >200 million years ago and is not dependent on brain 

size (Dos Santos et al., 2020). Microglial cell body size throughout post-natal development has 

not been well documented and, to our knowledge, this is the first study to detail this in a TBI 

model. However, we caution that the effect sizes for our data were small, so any conclusions 

about cell soma size warrant further investigation.  

A primary limitation of this study was the use of only male rats, considering there is 

evidence of sex differences in cellular and systemic outcomes of TBI (Saber et al., 2020). Our 

ongoing studies in juvenile rats include sex as a biological variable that affects behavior and 

neuropathology. In the current study, we focused on cortical regions, but we have previously 

reported glial changes in white matter (Doust et al., 2021). Additional studies are needed to 

investigate the acute and sub-acute microglial response in white matter tracts, as they likely differ 

substantially from those in gray matter in terms of both magnitude and phenotype. Another 

limitation of the current study is that the microglial response to TBI was examined as an isolated 
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event and future studies that investigate how microglial reactivity influences neuropathology and 

functional outcome are warranted. We have previously shown that brain injury at PND17 or 

PND35 resulted in acute and sub-acute cognitive, motor, and affective deficits compared to 

adult-injured and naïve rats (Rowe et al., 2016a). We have also shown that regardless of age-at-

injury, diffuse TBI resulted in neuropathology in juvenile rats (Doust et al., 2021). Based on 

those previous studies, glial reactivity likely contributes to TBI-induced behavioral deficits and 

neuropathology. 

 As with any histological study, there is the added limitation of working with 2-

dimensional images in a 3-dimensional space. This means that cells could be sliced in different 

planes, rather than centrally, thereby increasing the probability of larger cells being caught in the 

slice. To combat this, and to ensure our images accurately represented the biological specimen, 

we used Z-stacked images that spanned the 40 µm tissue slice (microglial are around 15-30 µm 

in width/diameter (Kettenmann & Verkhratsky, 2011), with the exception of rod microglia which 

have an elongated cell body (Taylor et al., 2014)), and adhered to the rules of Nyquist sampling. 

Furthermore, despite the moderate to strong support for multiple differences between groups in 

this study, many effect sizes were small, which indicates that additional data need to be collected 

to further evaluate the magnitude and importance of identified effects. 

2.7  Conclusions 

In conclusion, we found evidence that rats injured at PND17 had increased widespread 

microglial reactivity. A more reactive phenotype was also seen in shams at PND17, but injury 

still further decreased the amount of ramification. This suggests some physiological differences 

between microglia in the PND17 rat compared to microglia in the PND35 rat, and that injury 
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might cause more de-ramification in PND17 microglia. We therefore conclude that age-at-injury 

significantly influenced the microglial response to TBI. Such de-ramification of younger 

microglia and their smaller cell body size may render them less able to respond to injury and 

therefore make them more vulnerable to injury-induced physiological and affective deficits.  
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CHAPTER 3: REACTIVE MORPHOLOGY OF 

DIVIDING MICROGLIA FOLLOWING KAINIC ACID 

ADMINISTRATION  
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3.1 Preface 

The microglial response to a pathological microenvironment is hallmarked by a change in 

cellular morphology and proliferation. Microglial reactivity and division are regulated by signaling 

molecules, such as TNF-Ŭ. In this chapter, we used kainic acid to trigger microglial reactivity and 

cell division. Following a cortical kainic acid injection, microglial morphology and division were 

examined using quantitative measurements of cell size and spatial complexity. Microglia were 

stained with Iba1, and dividing cells were stained with anti-KI67. Microglial morphology and 

division were quantified, in both inducible TNF-Ŭ KO and wildtype (WT) mice, to investigate 

whether the genetic elimination of microglia-produced TNF-Ŭ altered microglial reactivity. We 

hypothesized that dividing microglia would be reactive, with a less ramified, more reactive, 

morphology, compared to non-dividing microglia. Furthermore, we hypothesized that there would 

be less microglial reactivity and division in TNF-Ŭ KO mice. We found that dividing microglia 

had a more reactive morphology (larger cell body area, longer cell perimeter, and less ramification) 

compared to microglia that were not dividing, regardless of microglial release of TNF-Ŭ. This 

chapter is adapted from a manuscript that is currently under review.  

 

3.2 Abstract 

The microglial response to a pathological microenvironment is hallmarked by a change in 

cellular morphology. Following a pathological stimulus, microglia become reactive and 

simultaneously divide to create daughter cells. Although a wide array of microglial morphologies 

has been observed, the exact functions of these distinct morphologies are unknown, as are the 

morphology and reactivity status of dividing microglia. In this study, we used kainic acid to trigger 

microglial activation and cell division. Following a cortical kainic acid injection, microglial 

morphology and proliferation were examined at 3 days post-injection using immunohistochemistry 
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for ionized calcium binding adapter molecule 1 (Iba1) to stain for microglia, and KI67 as a marker 

of cell division. Individual microglial cells were isolated from photomicrographs and skeletal and 

fractal analyses were used to examine cell size and spatial complexity. We examined the 

morphology of microglia in both wildtype and microglia-specific tumor necrosis factor (TNF)-Ŭ 

knockout mice. Data were analyzed using generalized linear mixed models or a two-way ANOVA. 

We found that dividing microglia had a more reactive morphology (larger cell body area, longer 

cell perimeter, and less ramification) compared to microglia that were not dividing, regardless of 

microglial release of TNF-Ŭ. However, we also observed dividing microglia with a complex, more 

ramified morphology. Changes in microglial morphology and division were greatest near the 

kainic acid injection site. This study used robust and quantitative techniques to better understand 

microglial cell division, morphology, and population dynamics, which are essential for the 

development of novel therapeutics that target microglia. 

 

3.3  Introduction  

Microglia are immune cells localized to the central nervous system (CNS) (Kreutzberg, 

1996). Through fast movement of their branches, microglia actively survey the CNS (Davalos et 

al., 2005; Nimmerjahn et al., 2005). This scanning activity allows microglia to rapidly detect 

abnormal perturbations in the microenvironment that are associated with injury or infection 

(George et al., 2019; Green et al., 2021; Mbagwu et al., 2019; Morrison et al., 2017). Upon 

detecting neuropathological stimuli, microglia quickly respond and attempt to protect the brain 

from further injury (Eyo et al., 2021; Wake et al., 2011). The microglial response is initially 

beneficial in helping clear cellular destruction caused by an injury or infection. However, a chronic 

microglial response is often pathological and can cause additional damage to the brain via 
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excessive release of pro-inflammatory intermediates (Badoer, 2010; Loane & Kumar, 2016; Lull 

& Block, 2010).  

The microglial response to a pathological microenvironment is hallmarked by a change in 

cellular morphology and proliferation (Morrison et al., 2017; Savage et al., 2019). Reactive 

microglia retract their processes and adopt a less complex branching structure and an enlarged cell 

body (Doorn et al., 2014; Green et al., 2021; Morrison et al., 2017; Savage et al., 2019; York et al., 

2018). In severe cases, microglia adopt an ameboid morphology, much like circulating macrophages 

(Doorn et al., 2014). Because of these distinctive morphological changes, microglial morphology is 

often used as a marker of inflammation and severity of tissue damage (Davis et al., 1994; Minlebaev 

et al., 2013; Morrison et al., 2017). Although a wide array of microglial morphologies has been 

documented, the exact functions of these distinct morphologies are unknown, as are the morphology 

and reactivity status of microglia undergoing cell division. To reduce some of the harmful effects 

caused by chronic microglial reactivity, the population dynamics and morphologies of reactive and 

dividing microglia must first be investigated using robust and quantitative techniques. Precise 

microglial morphological data will allow specific therapeutic targeting of pathology-associated 

microglia and provide an accurate measurable outcome for preclinical drug screening. 

Tumor necrosis factor-Ŭ (TNF-Ŭ) is a key cytokine that microglia release in response to 

inflammatory stimuli (Kuno et al., 2005; Smith et al., 2012). TNF-Ŭ can act on microglia via an 

autocrine mechanism that increases reactivity and the subsequent release of pro-inflammatory 

cytokines, including additional TNF-Ŭ. (Kuno et al., 2005). Initial release of TNF-Ŭ by microglia 

may be beneficial, as TNF-Ŭ supports neuronal function, upregulates inflammatory pathways, and 

promotes neuroprotection (Carlson et al., 1999; Morrison et al., 2017; Stellwagen & Malenka, 

2006). However, the chronic release of TNF-Ŭ caused by acquired neurological injuries, 
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neurodegenerative disease, and infections, exacerbates neuropathology and worsens outcomes 

(Badoer, 2010; Loane & Kumar, 2016; Lull & Block, 2010; Smith et al., 2012). This secondary 

damage can include a prolonged inflammatory response, increased permeability of the blood-brain 

barrier, cytotoxicity, apoptosis, excitotoxity, and demyelination (Kuno et al., 2005), all of which 

prolong microglial reactivity (Smith et al., 2012). TNF-Ŭ is also involved with signaling pathways 

that control cell division in a variety of cell types (Cao et al., 2021; Niu et al., 2021; Skartsis et al., 

2021). We hypothesized that eliminating TNF-Ŭ from microglia by genetic knockout (KO) would 

reduce microglial cell division and reactivity following an inflammatory trigger.  

In this study, we used kainic acid to trigger microglial reactivity and cell division (Akahoshi 

et al., 2007; Araki et al., 2020; Avignone et al., 2008; Bosco et al., 2018; Chang et al., 2006; 

Christensen et al., 2006; Di Nunzio et al., 2021; Morin-Brureau et al., 2018; Ulmann et al., 

2013)(Figure 10). We followed a procedure of unilateral intracortical kainic acid injection that was 

developed as a model of temporal lobe epilepsy with hippocampal sclerosis (Bedner et al., 2015). 

Following a cortical kainic acid injection, microglial morphology and division were examined using 

quantitative measurements of cell size and spatial complexity. Microglial cells were stained with 

anti-ionized binding adapter molecule 1 (Iba1), a specific marker of microglia, and dividing cells 

were stained with anti-KI67. KI67, a protein that is essential to form the peri-chromosomal layer 

during mitosis (Hayashi et al., 2017; Pyo et al., 2016), was used to label cells in the growth 2 (G2) 

and mitosis phases of the cell cycle (Uxa et al., 2021). Microglial morphology and division were 

quantified, in both inducible TNF-Ŭ microglia-specific KO mice and wildtype (WT) mice, to 

investigate whether the genetic elimination of microglia-produced TNF-Ŭ altered microglial 

reactivity. We hypothesized that dividing microglia would be reactive, with a less ramified 

morphology, compared to non-dividing microglia after kainic acid induced inflammation. 
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Furthermore, we hypothesized that there would be less microglial reactivity and division in TNF-Ŭ 

KO mice. 

 

Figure 10: Study design summary. 

Unilateral intracortical kainic acid injection was administered to wildtype and TNF-Ŭ 

knockout mice. Microglial cells were stained with anti-ionized binding adapter molecule 1 

(Iba1), a specific marker of microglia, and dividing cells were stained with anti-KI67. 3-

dimensional, Z-stacked images were taken in the cortex adjacent to the injection site, the 

CA1 of the hippocampus, and the perirhinal cortex. Microglial morphology and the presence 

of KI67 were assessed. Microglial cells were isolated and analyzed using individual skeletal 

analysis. Scale bar = 50 µm. 
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3.4 Methods 

 

Rigor 

To ensure all experiments were carried out under blinded conditions, animal numbers were 

re-labeled by an investigator not associated with the experiments and were revealed after all data 

collection was completed. All experiments were approved by the ethics committee of Languedoc 

Roussillon n°36 and the French Ministry of Research (APAFIS#9899-2017042514488653 v4). All 

experiments followed the guidelines of the European Union for the care and use of laboratory 

animals (council directive 2010/63/EU). The Animal Research: Reporting of in vivo Experiments 

guidelines were followed in the preparation of this manuscript. Pre-determined exclusion criteria 

included exclusion of mice that lost >20% of their body weight or had unmanageable pain; 

however, none of the mice in the study met these criteria and, therefore, none were excluded. A 

total of 268 microglia from five TNF-Ŭ KO mice, and 210 microglia from four WT mice were 

randomly selected from photomicrographs (using coordinates and a random number generator) 

and were used for analyses. Cells were grouped by animal in the statistical analyses (see below) to 

avoid clustering bias, and not inflate the n in the statistical model. Microglia were selected 

regardless of whether the cell was KI67+ or KI67-. 

 

Animals 

Adult (90-120 days old) male and female WT and TNF-Ŭ KO mice (C57BL/6J) from our 

in-house colony were used for all experiments. Mice were housed in a 12-hour light: 12-hour dark 

cycle at constant temperature with food and water available ad libitum. CX3CR1-CreER mice 

(Yona et al 2013) were crossed with TNF-Ŭflox/flox mice (Grivennikov et al., 2005) to generate 

Cx3cr1creER/+:TNF-Ŭ+/+ and Cx3cr1creER/+:TNF-Ŭflox/flox littermates. CreER mediated silencing of 
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TNF-Ŭ was induced by intraperitoneal (IP) injection of tamoxifen (Sigma-Aldrich T5648) 

dissolved in corn oil, every 24 hours for 3 days, at a dose of 100 mg/kg body weight (Jahn et al., 

2018). Mice were used for experiments 3 weeks after the last tamoxifen injection. Following the 

tamoxifen injection and post-surgery, mice were monitored post-operatively for pain and changes 

in weight. 

 

Surgical preparation and kainic acid injection 

Mice were anesthetized with Domitor (1.2 mg/kg) and ketamine (80 mg/kg) via IP 

injection. Mice were secured in a stereotaxic headframe and a midline incision was made to expose 

the skull. A 1-mm craniectomy was performed at 1.9 mm posterior to bregma and 1.5 mm from 

the sagittal suture. A 10 µl beveled tip microsyringe (NanoFil, NF33BV, 33GA) attached to a 

microsyringe pump controller (Micro4) was lowered and 70 nL of 20-mM kainic acid (1 nmol, 

Sigma-Aldrich; dissolved in 0.9% NaCl) was injected above the left dorsal hippocampus, 1.7 mm 

from the skull surface at a constant rate (70 nL per minute). The needle was left in place for an 

additional 3 minutes after injection to reduce backflow through the needle tract. Collectively, these 

methods ensured all animals received kainic acid in precisely the same injection site. Incisions 

were sutured and the mice recovered on a heating pad until ambulatory. The mice were visually 

monitored for seizure-like behavior for the full duration of the post-operative period. These 

behaviors were characterized by mild asymmetric clonic movements of the forelimbs and 

deviations and rotations of the head, alternated by periods of immobility. Although we did not 

record electrographic seizures in the present study, previous work has shown that unilateral intra-

cortical kainic acid injections induce robust electrographic seizures (Bedner et al., 2015; Nikolic 

et al., 2018). 
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Perfusion 

At 3 days post-injection, a lethal dose of Euthasol® (340 mg/kg) was administered 

intraperitoneally. Mice were transcardially perfused with phosphate buffered saline (PBS, 10 ml), 

followed by 4% paraformaldehyde (PFA; 10 ml). Brains were harvested from the skulls and drop 

fixed in 4% PFA for 24 hours. Brains were then transferred to 0.01% sodium azide solution for 

the following 24 hours. Brains were sectioned at 40 ɛm using a vibratome and collected in wells 

of 0.01% sodium azide, where they were stored until they were stained. 

 

Immunohistochemistry 

Three brain sections per mouse were randomly selected for each region of interest. The 

injection site was identified using a brightfield microscope (total area of 120 ɛm per brain was 

analyzed). Kainic acid injections are commonly used in epilepsy research to induce seizure-like 

activity in mice (Avignone et al., 2008; Le Duigou et al., 2008; Le Duigou et al., 2005; Li & Liu, 

2019). In this study, kainic acid was used to trigger microglia both locally and in response to 

seizure-like activity. Therefore, regions of interest included: 1) the cortex near the injection site, 

because of its high exposure to kainic acid; 2) the hippocampus (CA1), a key area involved in 

kainic acid-induced seizures which consequently becomes sclerotic (Bedner et al., 2015); and 3) 

the perirhinal cortex, as a distal region with a lower exposure to activating stimuli (Figure 10). 

 

Iba1 and KI67 

Anti-Iba1 antibody was used to mark all microglia in the brain, regardless of their stage of 

the cell cycle (Green et al., 2021; Morrison et al., 2017). Anti-KI67 antibody was used to stain all 
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cells undergoing cell division (Inwald et al., 2013; Kuno et al., 2005; Pyo et al., 2016). Cells that 

were co-labeled for Iba1 and KI67 were considered ódividing microgliaô in this study. To maximize 

scientific rigor and allow accurate comparisons between samples, all staining was performed in a 

single round with the same aliquots of reagents. Tissue slices were selected and placed into 1 ml 

of PBS in a 24 well plate. Slices were washed 3 times for 10 minutes on an agitator. Blocking 

solution (4% normal donkey serum [NDS, Sigma Aldrich] and 0.2% Triton in 1X PBS) was 

applied for 2 hours under agitation at room temperature. Primary antibodies (anti-Iba1 [WAKO 

rabbit Iba1, NC1801858] at 1:500 concentration and anti-KI67 [R&D systems AF7649] at 1:250, 

2% NDS, and 0.2% triton in PBS) was applied to tissue and left to incubate overnight at 4 °C. 

Tissue was then washed in PBS 3 times for 10 minutes, and incubated at room temperature with 

secondary antibody solution for 2 hours (donkey anti-rabbit [Alexa 488 1:250, Invitrogen, A-

110391:250], donkey anti-sheep [NorthernLights 557  1:250, R&D systems NL010], 2% NDS in 

1X PBS). Tissue was washed in PBS 3 times for 10 minutes under agitation and the tissue slices 

were mounted onto permafrost slides and coverslipped using DAKO fluorescent mounting 

medium.   

 

Imaging 

Z-stacked images (15 slices per image) in predetermined regions of interest were taken 

using a 40× objective lens and a ZEISS ApoTome.2 with consistent exposure, numerical aperture, 

and apotome function (3 ApoTome grid shifts per image to increase axial resolution). Nyquist 

theorem was followed to ensure the signal adequately represented the biological samples. For full 

brain images, the ZEISS Axioscan Z1 was used to acquire Z-stack images (5 Z-stack planes) with 

a 20× objective. Microscope settings were pre-determined, and all tissue was imaged in one session 
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under identical conditions. A total of 162 images were used for the 40× field of view analyses, and 

27 complete brain images were used for comprehensive hippocampal cell counts.  

 

Quantitative microglia morphology analyses 

Zen Blue software was used to count the cells in the representative slices of the 

hippocampus from full brain images (Figure 11A). The 40× field of view cell counts were 

performed manually in ImageJ, and images were displayed using the Zen Blue 2.5-dimension 

function to ensure KI67 could be clearly visualized (Figure 11B). For all individual microglia 

morphological analyses, 40× Z-stacks (Figure 11C) were analyzed in ImageJ. For single cell 

analyses, images were binarized and three individual microglia were selected per image using 

image coordinates and a random number generator (Figure 11D). Using the region of interest tool, 

we isolated each selected cell from the binary image. We then used the paintbrush tool to remove 

any fragments that were not attached to the cell and connect any branches that had become 

fragmented because of image processing, using the original photomicrograph for reference. 

Isolated microglia were then converted to a skeleton (Figure 11E) and an outline (Figure 11F). The 

skeletal analysis plugin was run on individual skeletonized cells to measure the number of 

branches, branch length, and endpoints per microglia. Additionally, the ImageJ FracLac plugin, 

with added hull and circle results, was used to analyze the outlines of individual cells (Figure 11G) 

(Morrison et al., 2017). The outcome measures of fractal analysis are: 1) density of pixels per 

individual cell; 2) fractal dimension (box-dimension; Db) defined as a statistical measure of the 

complexity of the microglial branches (Karperien et al., 2013); 3) circularity where a score of 1 

represents a perfect circle; 4) lacunarity which is a geometric measure of the pattern complexity 

created by the branches and gaps to assess cell complexity (Karperien et al., 2013); and 5) span 
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ratio used to measure cell shape and elongation which is calculated as the convex hull longest 

length divided by convex hull longest width (Morrison et al., 2017). The multipoint area selection 

tool in ImageJ was used to measure microglial cell body perimeter and area (Green et al., 2021). 

For comprehensive hippocampal cell counts, we used 27 complete brain slices (Figure 12). 
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Figure 11: Methods for individual microglia ImageJ analyses. 

(A) Three regions of interest were selected, the cortex adjacent to the injection site, the CA1, 

and the perirhinal cortex. (B) Iba1+/KI67+ co-labeled cells. Images were also displayed at 

2.5 renderings to ensure all co-labeled cells were counted. (C) Representative image of 40x 

Z-stacked photomicrograph of Iba1 and KI67 staining used for single cell morphology 

analyses. (D) Photomicrographs were converted to binary and (E) 3 microglia were 

randomly selected using coordinates and a random number generator and were isolated in 

ImageJ. (F) For skeletal analyses, cells were converted to skeletons and analyzed for branch 

number, branch length, and number of branch endpoints. (G) For fractal analyses, the 

isolated microglia were converted to outlines and analyzed for pattern complexity. Scale bar 

= 50 µm. 

 

Statistical analyses 

Prior to ANOVA, Grubbôs outlier tests were run using the GrahPad outlier calculator and 

data points that were statistically significant (p < 0.05) outliers were excluded from further 

analyses. Outliers excluded Fractal dimension (WT KI67- n=1, TNF-Ŭ KO KI67- n=1); Lacunarity 

(WT KI67- n=1, TNF-Ŭ KO KI67- n=1, WT KI67+ n=1, TNF-Ŭ KO KI67+ n=1); Density [TNF-Ŭ 

KO KI67- n=1, WT KI67+ n=1); Span ratio (WT KI67- n=1, TNF-Ŭ KO KI67- n=1, WT KI67+ 

n=1, TNF-Ŭ KO KI67+ n=1); Circularity (WT KI67- n=1, WT KI67+ n=1, TNF-Ŭ KO KI67+ n=1); 

Number of branches (WT KI67+ n=1, TNF-Ŭ KI67+ n=1); Cell body area (TNF-Ŭ KO KI67- n=1,  

WT KI67+ n=1); Perimeter (TNF-Ŭ KO KI67- n=1, WT KI67- n=1, TNF-Ŭ KO KI67+ n=1); 

Microglia cell number (ipsilateral WT KI67- n=1). All measurements from isolated single cell 

microglia analyses had the following group sizes: WT KI67- 140 microglia, TNF-Ŭ KO KI67- 182 

microglia, WT KI67+ 72 microglia, TNF-Ŭ KO KI67+ 88 microglia. For isolated single cell 
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analyses, the microglia were randomly selected, independent of KI67 staining, resulting in 

differences in groups sizes between KI67+ and KI67- groups.  

Microglial cell count and cell body perimeter and area data from each region of interest 

(where an average value calculated from 3 photomicrographs per animal was considered) were 

analyzed using a two-way ANOVA followed by a Tukeyôs multiple comparisons test when 

appropriate. Prior to ANOVAs, groups were assessed for equal variances to ensure the primary 

assumption of homoscedasticity was met. ANOVAs were conducted using GaphPad Prism 9.3.1.  

For single cell data, we fit generalized linear mixed models to test for effects of KI67, 

genotype, and brain region (Faraway, 2016; Stroup, 2012). Because 54 data points were obtained 

for each mouse, we specified random intercepts for individual mice in all models to account for 

clustering and potential correlation among observations for a given mouse. For each outcome, we 

fit three mixed models: 1) a contralateral hemisphere-specific model that included a three-way 

interaction among KI67, genotype, and brain region; 2) an ipsilateral hemisphere-specific model 

that included a three-way interaction among KI67, genotype, and brain region; and 3) a non-

hemisphere-specific and non-region-specific model (i.e., hemisphere and region data combined) 

that included a two-way interaction between KI67 and genotype. Collectively, these three models 

allowed us to investigate differences between hemispheres, among regions within hemispheres, 

between genotypes within and among regions within each hemisphere, and between KI67 positive 

and negative within and between genotypes within and among regions within each hemisphere. 

We did not fit a model with a four-way interaction among KI67, genotype, brain region, and 

hemisphere because such a model would have been overparameterized relative to the design 

effective sample size. 



79 

 

Exploratory analyses suggested that, depending on the outcome variable, different error 

distributions were needed in the mixed models to accurately reflect the data scales and to obtain 

reliable estimates. The fractal dimension outcome was approximately normally distributed, so we 

specified Gaussian error distributions. In contrast, span ratio was severely left-skewed, so we 

specified a Gamma error distribution with a log link function (i.e., multiplicative arithmetic mean 

model) (Faraway, 2016). Because lacunarity, density, and circularity were all proportions bounded 

between zero and one, we specified Beta error distributions (Ferrari & Cribari-Neto, 2004). Point 

voxels, number of branches, branch lengths, cell areas, and cell perimeters were all count variables 

that exhibited overdispersion (dispersion range: 5.78ï51.47), so we specified negative-binomial 

error distributions (Hardin & Hilbe, 2018). We fit all models via the glmmTMB package in the R 

statistical computing environment (Brooks et al., 2017; R CoreTeam, 2022). We present results as 

the estimated marginal means with corresponding 95% confidence intervals (CI), as well as p-

values for contrasts that were obtained following Tukeyôs adjustments for multiple comparisons 

(Dunn, 1961), all of which we produced using the R package emmeans (Lenth, 2021). 

Single cell multivariate data were presented as a heatmap using ClustVis (Metsalu & Vilo, 

2015). All cells were included in the heatmap regardless of region or hemisphere and were 

separated by whether they expressed KI67. Five outcome measures that represent microglial 

reactivity were included in the heatmap: Endpoints per microglia, branches per microglia, total 

branch length per microglia, cell body area, and cell body perimeter. We observed no statistical 

differences in these outcome measures between genotypes, so we included all isolated microglia 

(KI67- n = 320, KI67+ n = 158), regardless of genotype. All continuous data were standardized to 

have mean of zero and unit variance prior to plotting. 
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Prior to statistical analyses, a Type I error rate of Ŭ < 0.05 was pre-determined as an 

acceptable threshold. All data analyzed with two-way ANOVAs are presented as individual data 

points with the mean ± standard error of the mean (SEM). In contrast, all data analyzed with mixed 

models are displayed as individual data points with the point estimates and corresponding 95% 

CIs.  

 

3.5 Results 

The number of dividing microglia was greatest near the injection site 

We quantified the number, the morphology and the proliferation of microglia in 3 different 

brain regions 3 days after a unilateral intracortical injection of kainic acid in mice. There were more 

Iba1+ microglia per field of view in the perirhinal cortex of TNF-Ŭ KO mice compared to WT mice 

(Figure 13A; see Table 1 for corresponding p-values and F-statistics). There were no differences in 

the total number of microglia in the perirhinal cortex (Figure 13A) or the CA1 (Figure 13B) between 

ipsilateral and contralateral hemispheres. However, there were more microglia in the ipsilateral 

cortex/injection site compared to the contralateral in WT mice (Figure 13C). There were no 

differences in the total number of Ki67+ dividing cells between hemisphere or genotype in the 

perirhinal cortex or CA1 (Figure 13D-E). There were more dividing cells in the ipsilateral 

cortex/injection site of WT mice than in the contralateral hemisphere (Figure 13F). KI67 labels all 

dividing cells and is not specific to dividing microglia. Therefore, KI67 cell counts represent any 

cell type that may divide after a kainic acid injection (e.g., astrocytes, oligodendrocytes, pericytes). 

There were no differences in the number of dividing microglia (Iba1+, KI67+) between hemisphere 

or genotype in the perirhinal cortex (Figure 13G) or the CA1 (Figure 13H). However, in the 

cortex/injection site, there were more dividing microglia on the ipsilateral side than the contralateral 
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side (Figure 13I) in both WT and TNF-Ŭ KO mice. There were no differences in the number of 

microglia, total number of dividing cells, or number of dividing microglia between hemisphere or 

genotype when four 40 µm slices of the hippocampus were counted for Iba1+, KI67+ and Iba1+ and 

KI67+ cells (Figure 12A-C).  

 

 
 

Figure 12: There were no differences between genotypes or hemispheres in microglial 

cell division in the hippocampus. 

 Microglia, dividing cells, and dividing microglia were counted across 3 full hippocampal 

slices per animal. There were no differences between genotypes or hemispheres in (A) the 

total number of microglia (Iba1+ cells), (B) total dividing cells (KI67+), or (C) total number 

of dividing microglia (Iba1+ & KI67+) in our representative hippocampal slices.  
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Figure 13: There were more dividing microglia per field of view in the ipsilateral cortex 

than the contralateral injection site in both WT and TNF-Ŭ KO mice. 

Cells were quantified in three images and averaged per animal for three bilateral regions of 

interest. (A) There were more microglia (Iba1+) in the ipsilateral perirhinal cortex than in the 

contralateral cortex in both WT and TNF-Ŭ KO mice. (B) There were no differences in the 

number of microglia in the CA1 region between hemispheres or genotype. (C) There were 

more microglia in the ipsilateral cortex/injection site compared to the contralateral 

cortex/injection site in WT mice, but not in TNF-Ŭ KO mice. (D) There were no differences 

in the number of dividing cells (KI67+) in the perirhinal cortex, or (E) the CA1 region between 

hemispheres or genotype. (F) There were more dividing cells in the ipsilateral cortex/injection 

site than the contralateral cortex/injection site in WT mice, but not in TNF-Ŭ KO mice. There 

was no difference in the number of dividing microglia (co-labeled Iba1+ and KI67+) in the 

perirhinal cortex between hemispheres or genotypes. (H) There was no difference in the 

number of dividing microglia in the CA1 between hemispheres or genotypes. (I) There were 

more dividing microglia in the ipsilateral cortex/injection site than the contralateral 

cortex/injection site in both WT and TNF-Ŭ KO mice. Data are presented as mean + SEM. 

Data were analyzed using a two-way ANOVA (see Table 1). Statistically significant post-hoc 

comparisons are indicated by bars with corresponding p-values. WT n = 4; TNF-Ŭ KO n = 5. 
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Table 1: ANOVA results from cell count data (Figure 13) separated by brain region, histological 

stain, and effect. Statistically significant results shown in bold. 

 

 

Dividing microglia had a larger cell body area and longer perimeter compared to microglia that 

were not dividing 

The perimeter and area of randomly selected microglia were measured (Figure 14A). In 

individual microglia isolated from 40× images, dividing microglia had longer cell body perimeters 

than non-dividing microglia in both WT and TNF-Ŭ KO mice (Figure 14B; see Table 2 for 

corresponding coefficient estimates and p-values). Microglial cell body area was also larger in 

dividing microglia compared to non-dividing microglia in WT and TNF-Ŭ KO mice (Figure 14C). 

No differences in the average cell body perimeter of microglia between hemisphere or genotype 

were found in the perirhinal cortex (Figure 14D), CA1 (Figure 14E), or cortex/injection site (Figure 

14F; see Table 3 for corresponding p-values and F-statistics). There were no differences in the 

average microglia cell body area between genotype or hemisphere in the perirhinal (Figure 14G) or 

CA1 (Figure 14H) regions. However, cell body areas were larger in the cortex/injection site of the 

ipsilateral cortex compared to the contralateral cortex in both WT and TNF-Ŭ KO (Figure 14I).  
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Figure 14: Dividing microglia had larger cell body areas and longer perimeters 

compared to microglia that were not dividing. 

 (A) Iba1+ microglia were randomly selected, and the area and perimeter were calculated in 

ImageJ. (B) Dividing microglia (Iba1+/KI67+) had larger cell body perimeters and (C) areas 

than microglia that were not dividing. (B-C) Individual data points are presented as dots and 

were analyzed using linear mixed models. Results are presented as point estimates with 95% 

confidence intervals (see Table 2). Statistically significant post-hoc comparisons are 

indicated by bars with corresponding p-values. Iba1+/KI67+ = colocalization of Iba1 and 

KI67. TNF-Ŭ KO KI67- n = 181 microglia (clustered by 5 mice); WT KI67- n = 139 microglia 

(clustered by 4 mice); TNF-Ŭ KO KI67+ n = 87 microglia (clustered by 5 mice); WT KI67+ 

n = 71 microglia (clustered by 4 mice). (D-I)  Microglia were quantified in three images and 

averaged per animal for three regions of interest. There were no differences in the average 

cell body perimeter of microglia in the (D) perirhinal cortex, (E) CA1, and (F) 

cortex/injection site between hemispheres or genotype. There were no differences in the 

average cell body area of microglia in the (G) perirhinal cortex, or (H) CA1 between 

hemispheres or genotype. (I)  There were larger average cell body areas of microglia in the 

ipsilateral cortex/injection site compared to the contralateral cortex in both WT and TNF-Ŭ 

KO mice. (D-I)  Data are presented as mean + SEM. Data were analyzed using a two-way 

ANOVA (see Table 3). Statistically significant post-hoc comparisons are indicated by bars 

with corresponding p-values. WT n = 4; TNF-Ŭ KO n = 5. 
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Table 2: Coefficient estimates from generalized linear mixed models that tested differences in cell 

perimeters and areas between genotype × KI67 combinations. Statistically significant results 

shown in bold. 

 

Table 3: ANOVA results from perimeter and area data (Figure 14) separated by brain region, 

histological stain, and effect. Statistically significant results shown in bold. 
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The morphology of dividing microglia was less complex  

We compared the branching pattern and the morphological complexity of dividing and non-

dividing microglia (Figure 15A). Dividing microglia had fewer branches per microglia (Figure 

15B), a shorter total branch length (Figure 15C), and fewer branch endpoints per microglia (Figure 

15D) compared to microglia that were not dividing (see Table 4 for corresponding coefficient 

estimates and p-values). There were no differences in the density of pixels per microglial cell 

between dividing microglia and microglia that were not dividing (Figure 15E; see Table 5 for 

coefficient estimates and p-values). Dividing microglia had a lower fractal dimension than 

microglia that were not dividing (Figure 15F). There were no differences in the circularity of 

microglia (Figure 15G). In both WT and TNF-Ŭ KO mice, dividing microglia had a lower 

lacunarity than microglia that were not dividing (Figure 15H). There were no differences in span 

ratio (cell shape/elongation) of microglia (Figure 15I). Although we found strong support that most 

dividing microglia had a more reactive morphology than microglia that were not dividing, the 

dispersion of the data points shown in Figure 15 also indicates that some microglia had a more 

ramified morphology than others during division. 
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Figure 15: Dividing (KI67+) microglia had less complex, reactive morphologies 

compared to microglia that were not dividing (KI67 -). 

(A) Z-stacked photomicrographs of Iba1 (green) and KI67 (red) staining in the ipsilateral 

perirhinal cortex, CA1, and cortex/injection site in WT and TNF-Ŭ KO mice. There were (B) 

fewer total number of branches per microglia, (C) shorter total branch length per microglia, 

and (D) fewer total number of endpoints per microglial cell in dividing microglia than 

microglia that were not dividing in both WT mice and TNF-Ŭ KO mice. (E) There was no 

difference in the density of pixels per microglia between dividing microglia and microglia 

that were not dividing in WT mice and TNF-Ŭ KO mice. (F) The fractal dimension (Db) was 

lower in dividing microglia than in microglia that were not dividing in TNF-Ŭ KO mice but 

not in WT mice. (G) There was no difference in the circularity of microglia between dividing 

microglia and microglia that were not dividing or genotype. (H) The lacunarity of dividing 

microglia was lower than in microglia that were not dividing in both WT and TNF-Ŭ KO 

mice. (I)  There were no differences in span ratio of microglia between dividing microglia and 

microglia that were not dividing or genotype. Individual data points are presented as dots and 

were analyzed using linear mixed models (see Tables 4 and 5). Results are presented as point 

estimates with 95% confidence intervals. Statistically significant post-hoc comparisons are 

indicated by bars with corresponding p-values. Iba1+/KI67+ = colocalization of Iba1 and KI67. 

TNF-Ŭ KO KI67- n = 181 microglia (clustered by mouse n = 5); WT KI67- n = 139 microglia 

(clustered by mouse n = 4); TNF-Ŭ KO KI67+ n = 87 microglia (clustered by mouse n = 5); 

WT KI67+ n = 71 microglia (clustered by mouse n = 4). Scale bar = 50 µm.  
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Table 4: Coefficient estimates from generalized linear mixed models that tested differences in 

single cell skeletal analysis metrics between genotype × KI67 combinations. Statistically 

significant results shown in bold. 

 

Table 5: Coefficient estimates from generalized linear mixed models that tested differences in 

fractal analysis metrics between genotype × KI67 combinations. Statistically significant results 

shown in bold. 
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Microglial morphology was most reactive near the injection site  

 

There was more microglial reactivity in the ipsilateral hemisphere (Figure 16A-C) than in 

the contralateral hemisphere (Figure 16D-F; see Tables 6-8 for corresponding coefficient estimates 

and p-values). Within the ipsilateral hemisphere, microglia had the fewest number of branches and 

endpoints in the cortex (Figure 16A-B). Microglia in the ipsilateral CA1 had a longer total branch 

length than in the cortex and perirhinal regions (Figure 16C). In the contralateral hemisphere, there 

were no differences in branches per microglia, endpoints per microglia or total branch length per 

microglia across regions (Figure 16D-F).  
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Figure 16: Microglial reactivity was greatest near the kainic acid injection site. 

Data from individual microglia from the perirhinal cortex, CA1, and cortex/injection site 

were analyzed across regions from both the ipsilateral and contralateral hemispheres 

separately. (A) Branches, (B) endpoints, and (C) total branch length per individual 

microglia isolated from the ipsilateral hemisphere. (D) Branches, (E) endpoints, and (F) 

total branch length per individual microglia isolated from the contralateral hemisphere. All 

data were analyzed using linear mixed models and results are presented as point estimates 

with 95% confidence intervals (see Tables 68). TNF-Ŭ KO KI67- n = 181 microglia 

(clustered by mouse n = 5); WT KI67- n = 139 microglia (clustered by mouse n = 4); TNF-

Ŭ KO KI67+ n = 87 microglia (clustered by mouse n = 5); WT KI67+ n = 71 microglia 

(clustered by mouse n = 4). 

  



95 

 

Table 6: Coefficient estimates from generalized linear mixed models that tested differences in 

number of branches per microglia among genotype × KI67 × region combinations in each 

hemisphere. Statistically significant results shown in bold. 

Comparison 

Ipsilateral  Contralateral  

Estimate P-value Estimate P-value 

WT KI67- Peri vs. WT KI67+ Peri 0.32 0.95 0.37 0.93 

KO KI67- Peri vs. KO KI67+ Peri 0.46 0.80 0.31 0.99 

WT KI67- Peri vs. KO KI67- Peri -0.18 0.96 -0.01 0.99 

WT KI67+ Peri vs. KO KI67+ Peri -0.04 0.99 -0.06 0.99 

WT KI67- CA1 vs. WT KI67+ CA1 0.32 0.87 0.33 0.70 

KO KI67- CA1 vs. KO KI67+ CA1 0.35 0.76 -0.19 0.88 

WT KI67- CA1 vs. KO KI67- CA1 0.09 0.99 0.097 0.99 

WT KI67+ CA1 vs. KO KI67+CA1 0.13 0.99 -0.42 0.58 

WT KI67- Cortex vs. WT KI67+ Cortex 0.16 0.99 0.45 0.73 

KO KI67- Cortex vs. KO KI67+ Cortex -0.11 0.99 0.28 0.90 

WT KI67- Cortex vs. KO KI67- Cortex -0.39 0.82 -0.11 0.98 

WT KI67+ Cortex vs. KO KI67+ Cortex -0.35 0.77 -0.28 0.96 

WT KI67- Peri vs. WT KI67- CA1 0.17 0.99 0.07 0.99 

WT KI67- Peri vs. WT KI67- Cortex -0.96 0.0002 -0.16 0.88 

WT KI67- CA1 vs. WT KI67- Cortex 1.13 0.0002 0.23 0.80 

KO KI67- Peri vs. KO KI67- CA1  -0.10 0.99 -0.03 0.99 

KO KI67- Peri vs. KO KI67- Cortex  -0.75 0.002 -0.06 0.99 

KO KI67- CA1 vs. KO KI67- Cortex 0.65 0.12 0.03 0.99 

WT KI67+ Peri vs. WT KI67+ CA1 0.17 0.99 0.11 0.99 
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Table 6 continued 

WT KI67+ Peri vs. WT KI67+ Cortex -0.48 0.82 -0.24 0.99 

WT KI67+ CA1 vs. WT KI67+ Cortex 0.65 0.02 0.34 0.85 

KO KI67+ Peri vs. KO KI67+ CA1  0.002 0.99 0.46 0.95 

KO KI67+ Peri vs. KO KI67+ Cortex -0.18 0.99 -0.03 0.99 

KO KI67+ CA1 vs. KO KI67+ Cortex 0.18 0.94 0.49 0.69 

 

Table 7: Coefficient estimates from generalized linear mixed models that tested differences in 

number of endpoints per microglia among genotype × KI67 × region combinations in each 

hemisphere. Statistically significant results shown in bold. 

Comparison 

Ipsilateral  Contralateral  

Estimate P-value Estimate P-value 

WT KI67- Peri vs. WT KI67+ Peri 0.34 0.85 0.36 0.88 

KO KI67- Peri vs. KO KI67+ Peri 0.46 0.50 0.43 0.91 

WT KI67- Peri vs. KO KI67- Peri -0.14 0.94 0.04 0.99 

WT KI67+ Peri vs. KO KI67+ Peri -0.03 0.99 0.11 0.99 

WT KI67- CA1 vs. WT KI67+ CA1  0.28 0.76 0.29 0.72 

KO KI67- CA1 vs. KO KI67+ CA1 0.29 0.68 -0.10 0.97 

WT KI67- CA1 vs. KO KI67- CA1 0.13 0.99 0.82 0.99 

WT KI67+ CA1 vs. KO KI67+ CA1 0.14 0.98 -0.30 0.77 

WT KI67- Cortex vs. WT KI67+ Cortex -0.13 0.99 0.38 0.76 

KO KI67- Cortex vs. KO KI67+ Cortex -0.05 0.99 0.24 0.87 

WT KI67- Cortex vs. KO KI67- Cortex -0.44 0.52 -0.07 0.99 

WT KI67+ Cortex vs. KO KI67+ Cortex -0.36 0.52 -0.21 0.98 
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Table 7 continued 

WT KI67- Peri vs. WT KI67- CA1  0.02 0.99 -0.07 0.99 

WT KI67- Peri vs. WT KI67- Cortex -0.98 0.0003 -0.15 0.85 

WT KI67- CA1 vs. WT KI67- Cortex  1.003 0.0002 0.08 0.99 

KO KI67- Peri vs. KO KI67- CA1  -0.25 0.77 -0.12 0.89 

KO KI67- Peri vs. KO KI67- Cortex -0.69 0.0001 -0.04 0.99 

KO KI67- CA1 vs. KO KI67- Cortex 0.44 0.27 -0.07 0.99 

WT KI67+ Peri vs. WT KI67+ CA1 0.08 0.99 0.009 0.99 

WT KI67+ Peri vs. WT KI67+ Cortex -0.52 0.45 -0.17 0.99 

WT KI67+ CA1 vs. WT KI67+ Cortex 0.59 0.004 0.17 0.96 

KO KI67+ Peri vs. KO KI67+ CA1 -0.09 0.99 0.42 0.93 

KO KI67+ Peri vs. KO KI67+ Cortex -0.18 0.99 0.15 0.90 

KO KI67+ CA1 vs. KO KI67+ Cortex 0.09 0.99 0.27 0.87 

 

Table 8: Coefficient estimates from generalized linear mixed models that tested differences in 

total branch lengths per microglia among genotype × KI67 × region combinations in each 

hemisphere. Statistically significant results shown in bold. 

Comparison 

Ipsilateral Contralateral  

Estimate P-value Estimate P-value 

WT KI67- Peri vs. WT KI67+ Peri 0.42 0.75 0.35 0.88 

KO KI67- Peri vs. KO KI67+ Peri 0.37 0.79 0.37 0.94 

WT KI67- Peri vs. KO KI67- Peri -0.14 0.98 -0.03 0.99 

WT KI67+ Peri vs. KO KI67+ Peri -0.19 0.99 -0.01 0.99 

WT KI67- CA1 vs. WT KI67+ CA1  0.19 0.95 0.22 0.80 
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Table 8 continued 

KO KI67- CA1 vs KO KI67+ CA1 0.27 0.80 -0.12 0.92 

WT KI67- CA1 vs. KO KI67- CA1  0.09 0.99 0.55 0.99 

WT KI67+ CA1 vs. KO KI67+ CA1 0.17 0.94 -0.29 0.75 

WT KI67- Cortex vs. WT KI67+ Cortex -0.10 0.99 0.43 0.57 

KO KI67- Cortex vs. KO KI67+ Cortex -0.13 0.10 0.17 0.95 

WT KI67- Cortex vs. KO KI67- Cortex -0.31 0.81 -0.08 0.99 

WT KI67+ Cortex vs. KO KI67+ Cortex -0.34 0.51 -0.34 0.85 

WT KI67- Peri vs. WT KI67- CA1  0.03 0.99 -0.03 0.99 

WT KI67- Peri vs. WT KI67- Cortex -0.83 0.0002 -0.15 0.83 

WT KI67- CA1 vs. WT KI67- Cortex 0.06 0.99 0.11 0.91 

KO KI67- Peri vs. KO KI67- CA1  -0.20 0.91 -0.12 0.86 

KO KI67- Peri vs. KO KI67- Cortex -0.66 0.0001 -0.10 0.90 

KO KI67- CA1 vs. KO KI67- Cortex 0.46 0.26 -0.03 0.99 

WT KI67+ Peri vs. WT KI67+ CA1  0.26 0.95 0.09 0.99 

WT KI67+ Peri vs. WT KI67+ Cortex -0.31 0.90 -0.23 0.99 

WT KI67+ CA1 vs. WT KI67+ Cortex 0.57 0.007 0.32 0.81 

KO KI67+ Peri vs. KO KI67+ CA1  -0.09 0.99 0.37 0.95 

KO KI67+ Peri vs. KO KI67+ Cortex -0.16 0.99 0.10 0.99 

KO KI67+ CA1 vs. KO KI67+ Cortex 0.06 0.99 0.27 0.85 
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3.6 Discussion  

It is critical that microglial cell division (i.e., mitosis) and reactivity are understood. 

Microglia can become reactive and release pro-inflammatory mediators after an insult or injury, 

which worsens functional outcomes. The reactivity and cell division of microglia rely on molecular 

pathways that include TNF-Ŭ (Jang et al., 2021; Kong et al., 2019; Kuno et al., 2005). Therefore, 

we investigated the morphology of dividing microglia and the effect of TNF-Ŭ on these 

morphologies. To date, a detailed, quantitative account of dividing microglial morphology has not 

been published. We found that most dividing microglia had a less complex (more reactive) 

morphology following administration of kainic acid. Classically, this less complex morphology 

has been associated with microglial reactivity in response to inflammatory stimuli (Badoer, 2010; 

Green et al., 2021; Loane & Kumar, 2016; Morrison et al., 2017). These data support published 

studies that found microglia divide in a reactive/amoeboid morphology (Alliot et al., 1999; Zusso 

et al., 2012). We also observed dividing microglia with complex, more ramified morphologies. 

We speculate that dividing microglial morphologies occur on a continuum, which may explain the 

range in morphologies we observed in dividing microglia. 

Interestingly, in the contralateral perirhinal cortex, the region furthest away from the 

injection site, we found a greater range in single cell skeletal analysis data from KI67+ microglia, 

compared to KI67+ microglia from the CA1 and cortex near the injection site. This large range in 

the number and length of microglial branches, and number of endpoints per microglia, indicates that 

dividing microglia had varying morphological complexities. We conclude that remote to the 

injection site, some dividing microglia had a reactive morphology, while other dividing microglia 

had a more ramified morphology. We must also consider that microglial division may be 

accompanied by morphological changes, regardless of their reactivity (Askew et al., 2017). These 
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results are in agreement with two divergent hypotheses, that microglia can undergo cell division in 

both a ramified morphology (Glenn et al., 1992; Kloss et al., 1997) and an reactive/ameboid 

morphology (Alliot et al., 1999; Zusso et al., 2012). Under non-inflammatory conditions, microglia 

have a constant turnover rate (Réu et al., 2017). The population of microglia in the brain is dynamic 

and continuous turnover occurs to maintain the microglial population (Askew et al., 2017; 

Wirenfeldt et al., 2007). This maintenance involves a fine balance of cell division and apoptosis 

(Askew et al., 2017; Wirenfeldt et al., 2007). After an inflammatory insult, this balance is offset, 

and the number of microglia rapidly increases (Streit, 2006). It is possible that the ramified dividing 

microglia, found predominantly in cortices remote to the injection site, are dividing as part of this 

normal microglial turnover. However, under non-inflammatory conditions, the proportion of 

dividing microglia that have a ramified morphology versus ameboid morphology is unknown and 

this research question is an important future direction. An enduring debate among researchers is 

whether microglia can self-renew via cell division, or their population is replenished by infiltrating 

immune cells from the periphery that differentiate into microglia (Ginhoux et al., 2013). In 

agreement with previous research, our data suggest that microglia can divide to maintain their 

population (Ajami et al., 2007; Askew et al., 2017; Huang et al., 2018; Réu et al., 2017; Tay et al., 

2017). However, we did not directly test if there was any contribution from infiltrating peripheral 

cells, CNS progenitor cells (Elmore et al., 2014), or perivascular macrophages (Masuda et al., 2022), 

which warrants additional research on microglia division. 

Our findings support that kainic acid is a potent inflammatory trigger that results in 

microglia reactivity and division (Akahoshi et al., 2007; Araki et al., 2020; Avignone et al., 2008; 

Bosco et al., 2018; Chang et al., 2006; Christensen et al., 2006; Di Nunzio et al., 2021; Feng et al., 

2019; Morin-Brureau et al., 2018; Ulmann et al., 2013). Not only can kainic acid injection induce 
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seizures, which are associated with microglial reactivity, in vitro studies have shown that microglia 

can express kainic acid receptors (Noda et al., 2000). Therefore, there are multiple mechanisms 

through which kainic acid administration can cause microglial reactivity. As expected, we found 

the greatest number of dividing microglia in the cortex near the injection site, which may reflect a 

multimodal stimulation of microglial reactivity: the inflammation caused by the needle insertion, 

microglial reactivity following cell death and seizures, and reactivity induced directly by the kainic 

acid through microglia-specific receptors. Also, microglia near the injection site had larger cell 

bodies and a less ramified (i.e., reactive) morphology. In other studies that use an intraperitoneal 

injection of kainic acid, microglia were activated in the hippocampus when measured using 

microglia cell counts and percentage coverage of microglia (Avignone et al., 2008; Fox et al., 

2020). A higher number of microglial cells corresponds to a higher percentage coverage of Iba1+ 

staining, which is interpreted as greater microglial reactivity. Our findings, using the intracerebral 

injection of kainic acid, did not produce the same conclusion as these intraperitoneal studies. This 

discrepancy in results may be because we did not consider the total expression of the marker Iba1, 

but instead used detailed quantitative analyses of morphology. This demonstrates how different 

methods can affect the outcomes of a study. Microglia in the hippocampus were exposed to 

epileptiform activity caused by the kainic acid injection, which may have resulted in a different 

temporal and morphological response compared to microglia in the cortex near the injection site. 

Microglia near the injection site were exposed to both kainic acid and tissue injury caused by the 

insertion of the needle. We expect that the needle insertion disrupted tissue and increased reactivity 

and proliferation of local microglia. We postulate that discrepancies in the pathological stimuli 

between the CA1, and the cortex near the injection site, may account for the differences observed 

in microglial morphologies.  
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We found a greater number of cells in the ipsilateral cortex, compared to the contralateral 

cortex, but we did not find a difference in the number of microglia in the hippocampus between 

hemispheres at 3 days post-injection. However, the microglia could have been reactive across both 

hemispheres. We postulate that both hemispheres of the hippocampus had similar levels of 

microglial reactivity because seizures propagate from the ipsilateral hippocampus, the epicenter of 

epileptiform activity after kainic acid injection, to the contralateral hemisphere of the hippocampus 

(Pernot et al., 2021; Bedner et al., 2015). The microglial reactivity induced by epileptic activity in 

the hippocampus could also explain discrepancies in the morphology of hippocampal microglia 

compared to cortical microglia. It is possible that the frequency and severity of epileptiform 

activity could contribute to the reactivity and proliferation of microglia. However, we had low 

variability in the reactivity of microglia in the WT KI67+ group, which suggests either that there 

was a low variability in the severity of seizures or that microglia morphological reactivity may not 

be dependent on the severity of epileptiform activity. Nevertheless, future studies using 

electroencephalogram recordings or seizure scoring are warranted to investigate the relationship 

between epileptiform activity and microglial reactivity (Feng et al., 2019; W. Wu et al., 2020). 

Kainic acid administration increases microglial reactivity and proliferation (Feng et al., 

2019; Ulmann et al., 2013). Microglial reactivity has been shown by elevated levels of CD11b 

staining, in the cortex and hippocampus but not cerebellum (Bockstael et al., 2014). Measuring the 

gross expression level of CD11b does not allow for morphometric analyses on Iba1 stained 

microglia, but our results are complimentary to this study as both show greater reactivity of 

microglia within close proximity to the injection site. Our results are also in agreement with studies 

that report microglial reactivity after kainic acid administration using a visual scoring system of 
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microglial reactivity (Chen et al., 2005) and quantification of percentage area of microglia (Abraham 

et al., 2012).   

A lack of sensitive and reliable methods to screen microglial morphology has prevented full 

comprehension of how microglial morphology differs spatially throughout the brain in response to 

an insult or injury. Technological advances, such as single cell RNA sequencing, have provided a 

better understanding of microglial gene expression after different inflammatory triggers (Masuda et 

al., 2020), but detailed histological analyses are less common. Detailed histological data can be 

collected using visual scoring systems in which a researcher provides a score based on observed 

microglial morphology (Woollacott et al., 2020). Although the data generated from that approach 

are categorical or qualitative, they still provide insight about the reactivity status of microglia 

(Woollacott et al., 2020). Furthermore, many studies use a percentage coverage of microglia to 

quantify microglial reactivity (Abraham et al., 2012; Feng et al., 2020; Fox et al., 2020; Norden et 

al., 2016; Swanson et al., 2020). This method can show useful information about changes in 

microglia reactivity associated markers (e.g., Iba1, CD11b), but do not provide morphometric data. 

As an alternative approach, we produced a heatmap that conveys the quantitative differences 

between KI67+ and KI67- microglia. We observed the greatest microglial reactivity in the cortex 

near the injection site of the ipsilateral cortex. We found lower reactivity in the ipsilateral perirhinal 

cortex, remote to the injection site, and the lowest reactivity in the contralateral perirhinal cortex. 

These expected results help validate single cell skeletal and fractal analysis methods for identifying 

microglial reactivity through morphometric data collection and analyses. Our data indicate that 

fractal and single cell skeletal analysis techniques, applied to single microglia isolated from 

photomicrographs, are effective in differentiating between microglial morphologies (summarized in 

Figure 17).  
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Figure 17: Summary figure showing that KI67+ microglia have a more reactive 

morphology than KI67- microglia. 

Heatmap showing branch and cell body data clustered using correlation distance and average 

linkage. Unit variance scaling was applied to all continuous variables. Columns represent 

individual microglial cells. A score of -1 (black) denotes a lower number and a score of 5 a 

higher number (white) in the respective row. The majority KI67- microglia had higher scores 

for single cell skeletal analysis measurements (endpoints/microglia, branches/microglia and 

total branch length/microglia) and lower scores for cell body area and perimeter. Most KI67+ 

cells (red) had lower scores for single cell skeletal analysis measurements and higher scores 

for cell body area and perimeter, indicating that dividing microglia had less ramification and 

a larger cell body. TNF-Ŭ KO KI67- n = 181 microglia; WT KI67- n = 139 microglia; TNF-

Ŭ KO KI67+ n = 87 microglia; WT KI67+ n = 71 microglia.  
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TNF-Ŭ levels sharply increase in the cortex and hippocampus in the hours following a 

kainic acid injection (Minami et al., 1991; D. Wu et al., 2020). Further, the level of TNF-Ŭ has 

been shown to be higher in the ipsilateral hippocampus, than in the contralateral hippocampus 24 

hours after unilateral intracortical kainic acid injection (Nikolic et al., 2018). Therefore, we 

investigated whether knocking out microglial release of TNF-Ŭ affected microglial reactivity. We 

found few effects on microglial division and reactivity in TNF-Ŭ KO mice compared to WT mice. 

This suggests that the TNF-Ŭ, released from microglia, does not play a critical role in microglial 

cell division after an inflammatory stimulus using kainic acid. As many cytokines are released 

after a kainic acid injection (Caracciolo et al., 2011; Minami et al., 1991; Oprica et al., 2006), the 

effect of TNF-Ŭ on cell division may be dampened by high levels of synergistic pro-inflammatory 

cytokines. Previous studies reported that pharmacologically targeting TNF-Ŭ release from 

microglia using quercetin inhibited microglial cell reactivity both in vivo and in vitro (D. Wu et 

al., 2020). Potential discrepancies between those findings and ours could be that different 

techniques were used to measure microglial reactivity, as well as potential off-target 

neuroprotective effects of quercetin. It is possible that knocking out TNF-Ŭ receptor (TNFR)1 

and/or TNFR2 on microglia may yield a more robust response than knocking out TNF-Ŭ. The KO 

model utilized in our study allowed for TNF-Ŭ from other sources to bind the receptors on the 

microglial cell surface. However, the KO of TNFR1 on microglia enhanced microglial reactivity 

after administration of kainic acid (Lu et al., 2008). Together, these data suggest that TNF-Ŭ is 

involved with many cellular outcomes, including inflammation, tissue degeneration, cell survival, 

apoptosis, and necroptosis, and eliminating TNF-Ŭ signaling may be pathological (Jang et al., 

2021).  
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Histological studies come with the limitation that some cells may be sliced in different planes 

so that the entire cell body is not captured in the image. To combat this, we took Z-stacked images 

that spanned the 40-µm tissue. We cut the tissue at 40 µm because microglia typically have a 30-

µm width/diameter (Kettenmann & Verkhratsky, 2011), with the exception of rod microglia that 

have a longer cell body (Taylor et al., 2014). We only collected tissue at 3 days post-kainic acid 

injection to ascertain whether the morphology of dividing microglia changes temporally after a 

kainic acid injection. A limitation of our study is the lack of a saline control; however, we wanted 

to quantify and measure the morphology of reactive and dividing microglia triggered by an 

inflammatory stimulus, as seen in many clinical conditions. We used the perirhinal cortex, remote 

to the injection site, in the contralateral hemisphere to obtain less reactive microglia that could be 

compared to microglia near the injection site, where we expected a higher reactivity of microglia. 

Using three regions of interest with different proximities to the injection site allowed for the isolation 

of microglia with an extensive range of morphologies and ramification. 

 

3.7 Conclusions  

In conclusion, single cell skeletal and fractal analysis methods are valid for identifying 

microglial reactivity through morphometric data collection. We collected data using sensitive and 

quantitative microglia morphology analyses and found support for our hypothesis. Dividing 

microglia had a reactive, less ramified morphology, compared to non-dividing microglia after 

kainic acid-induced inflammation. These findings contribute to the gap in knowledge about 

microglial morphologies and their population dynamics. Understanding microglial morphologies 

and division after an inflammatory stimulus are essential for the development of new therapeutics 

that target microglia in diseased states, such as acquired neurological injuries, neurodegenerative 

diseases, and aging.
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CHAPTER 4: COMPARISONS OF QUANTITATIVE 

APPROACHES FOR ASSESSING MICROGLIAL 

MORPHOLOGY REVEALS INCONSISTENCIES, 

ECOLOGICAL FALLACY, AND A NEED FOR 

STANDARDIZATION  
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4.1  Preface 

Microglia have a distinctive morphology that changes based on their reactivity and function. 

Morphological changes in microglia are associated with pathology severity; thus, 

immunohistochemical analyses to investigate microglial morphology are powerful methods for 

assessing the level of inflammation caused by an insult. For reliable inference, it is critical that 

microglial morphology is accurately quantified and that results can be easily interpreted and 

compared across studies. In this chapter, we applied five of the most common methods used to 

measure microglial morphology. All five methods were applied to identify alterations in microglial 

morphology or percent coverage between a treatment group that had pharmacologically 

manipulated microglia and a control group. Here, we found that single cell skeletal analysis 

provided the most detailed and comprehensive morphological data, which, when analyzed with 

multi-level models, produced reliable, standardized descriptions of microglial morphology. This 

chapter is adapted from a manuscript that is currently under review.  

 

4.2  Abstract  

Microglial morphology is used to measure neuroinflammation and pathology. For reliable 

inference, it is critical that microglial morphology is accurately quantified and that results can be 

easily interpreted and compared across studies and laboratories. The process through which 

microglial morphology is quantified is a key methodological choice and little is known about how 

this choice may bias conclusions. We applied five of the most commonly used ImageJ-based 

methods for quantifying the microglial morphological response to a stimulus to identical 

photomicrographs and individual microglial cells isolated from these photomicrographs, which 

allowed for direct comparisons of results generated using these approaches. We found a lack of 

comparability in methods that analyzed full photomicrographs, with significant discrepancies in 
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results among the five methods. Quantitative methods to analyze microglial morphology should 

be selected based on several criteria, and combinations of these methods may give the most 

biologically accurate representation of microglial morphology.  

 

4.3  Introduction  

 Microglia are immune cells that are exclusive to the central nervous system (Kreutzberg, 

1996). Actively, microglia sample the microenvironment and respond to injury or infection 

(Davalos et al., 2005; Nimmerjahn et al., 2005; Raivich, 2005). Microglia have a distinctive 

morphology that changes based on their reactivity and function (Stopper et al., 2018). Under non-

inflammatory conditions, microglia have a highly ramified morphology with many sinuous 

branches stemming from a small cell body. After detection of a pathological stimulus, microglia 

rapidly change their morphology by shortening their processes and enlarging their cell body 

(Doorn et al., 2014; Morrison et al., 2017; Savage et al., 2019). This morphological change occurs 

on a continuum and the extent of de-ramification is associated with the severity of the pathological 

stimulus (Doorn et al., 2014; Leyh et al., 2021; Stence et al., 2001).  

Morphological changes in microglia are associated with pathology severity; thus, 

immunohistochemical analyses that investigate microglial morphology are powerful methods for 

assessing the level of inflammation caused by an insult. Techniques frequently used to 

quantitatively assess changes in microglial morphology either obtain averaged measurements 

across photomicrographs or examine individual isolated microglial cells. However, it remains 

unclear if these differing approaches produce comparable results and, consequently, whether 

associated inferences are reliable and/or accurate. Indeed, a lack of standardization of data-

generating, data collection, and analytical methods is among the primary contributors to the 
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reproducibility crisis and translational failures in neuroscience (Botvinik-Nezer et al., 2020; 

International Brain et al., 2021; Ioannidis, 2005; Simmons et al., 2011). Pre-clinical neuroscience 

research using animal models is particularly susceptible to reproducibility issues (Collins & Tabak, 

2014; Ward et al., 2017). Although environmental variability across laboratories cannot be fully 

controlled, other factors, such as inadequate training in experimental design, inappropriate 

application of statistical analysis approaches, and untested ability of many of the data-generating 

and sampling methods used to address the same outcome measures, contribute to the 

irreproducibility of findings in translational studies (Collins & Tabak, 2014; McNutt, 2014).  

Herein, we applied five of the most commonly used ImageJ-based methods for quantifying 

the microglial morphological response to a stimulus to identical photomicrographs and isolated 

microglial cells from these photomicrographs, which allowed for direct comparisons among 

methods. Ionized calcium binding adapter molecule 1 (Iba1) is a microglial marker that is 

commonly used to examine microglial reactivity through morphological changes. We used two 

ImageJ-based full photomicrograph analysis techniques; percent coverage of Iba1 staining to show 

how much Iba1 positive staining is present in a given photomicrograph, and full photomicrograph 

skeletal analysis which calculates an averaged number of branches, branch endpoints, and branch 

length among cells in the field of view captured in a 40× photomicrograph (Apostol et al., 2022; 

Green et al., 2021; Morrison et al., 2017; Saber et al., 2020; Young & Morrison, 2018) (Figure 

18). Additionally, we used three single cell microglia analysis techniques that involved isolating 

individual, randomly selected microglial cells from a photomicrograph in ImageJ, and quantifying 

microglial morphology at a single cell level (Figure2). Fractal analysis was used to quantify the 

spatial complexity of the individually isolated microglia. Single cell skeletal analysis was used to 

quantify microglial ramification and cell body size. Sholl analysis, which uses intercepts on 
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concentric circles around the cell body, was applied to determine the extent of branching an 

individual microglia has (Sholl, 1953). All five methods were applied to identify alterations in 

microglial morphology or percent coverage between a control group and a treatment group that 

had pharmacologically manipulated microglia. 

 

4.4  Methods 

 

Study design 

Tissue samples analyzed in this study were generated from animals used in a previous study 

that examined the role of microglia in sleep after an immune challenge (Rowe et al., 2022). All 

data used in that study are publicly available in the Dryad digital repository (Rowe & Green, 2022). 

Briefly, male C57BL/6J mice were randomly assigned to PLX (Plexxikon 5622 1200 ppm; 

formulated in AIN-76A rodent chow) diet to deplete microglia or control diet (AIN-76A rodent 

chow) for 21 days (Elmore et al., 2018). On day 21, mice were given an intraperitoneal 

lipopolysaccharide (LPS; E. coli 0111:B4, Sigma-Aldrich in sterile saline) injection at 0.4 mg/kg 

in a volume of 0.05 ml to induce an inflammatory challenge (Liu et al., 2016). Four days post-LPS 

injection, all mice were returned to standard diet and were given 10 days for microglia to 

repopulate. After 10 days of repopulation, all mice were given a second LPS injection and 

maintained on the standard rodent chow. Brains were collected at 7 days following the second LPS 

administration.  

 

Perfusion and tissue processing 

  Seven days following the second LPS injection, a lethal dose of Euthasol® was 

administered. Mice were transcardially perfused with phosphate buffered saline (PBS). Brains 
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were drop fixed in 4% PFA for 24 hours and then cryoprotected in successive concentrations of 

sucrose (15%, 30%). Using the Megabrain technique (Green et al., 2018), brains were frozen and 

cryosectioned at 40 µm in the coronal plane and were immediately mounted onto slides. 

 

Immunohistochemistry 

Prior to staining, the slides were baked at 56ºC for 3 hours. Slides underwent antigen 

retrieval (sodium citrate buffer PH 6.0 for 100 minutes). After washing with PBS, PAP pen was 

applied to slides. Slides were incubated in blocking solution (4% Normal horse serum [NHS], 

0.1% Triton-100 in PBS) for 60 minutes, followed by incubation in primary antibody solution 

(rabbit anti-Iba1; WAKO cat #019919741 at 1:1000 concentration in 1% NHS, 0.1% triton-100 in 

PBS) overnight at 4 °C. Slides were then washed in PBS and 0.1% tween, and were incubated in 

secondary antibody solution (biotinylated horse anti-rabbit IgG (H+L); vector BA-1100 at 1:250 

concentration in 4% NHS and 0.4% triton-100 in PBS) 60 minutes at room temperature. Slides 

were washed in PBS and endogenous peroxidases were blocked by incubation in hydrogen 

peroxide for 30 minutes. After washing in PBS, ABC solution (Vectastain ABC kit PK-6100) was 

applied for 30 minutes, followed by a PBS wash. 3,3ǋ-Diaminobenzidine [from Vector DAB 

peroxidase substrate kit SK-4100] was applied to the slides for 10 minutes. Slides were then placed 

in tap water and ethanol of increasing concentrations (70%, 90%,100%). After treating the tissue 

with Citrosolve, coverslips were applied using dibutyl phthalate polystyrene xylene mounting 

medium. 
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Imaging  

Z-stacked photomicrographs were taken using a 40 × objective lens on a Zeiss Imager A2 

microscope via AxioCam MRc5 digital camera and Neurolucida 360 software, with consistent 

microscope settings and Z-stack parameters. Three slices per animal were taken from between 

bregma and lambda and were imaged in the retrosplenial, somatosensory, and entorhinal cortices. 

A total of 669 microglia (randomly selected using coordinates and a random number generator) 

from 225 photomicrographs (345 microglia from 13 control mice, 324 microglia from 12 treatment 

mice) were analyzed. Cells were grouped by animal in the statistical analyses (see below) to avoid 

clustering bias, and not inflate the n in the statistical model. All analyses used the same 

photomicrographs and isolated microglia for direct comparison.  

 

Percent coverage photomicrograph analysis 

The steps followed for percent coverage calculations were based on previous studies that 

used percent or pixel coverage techniques to indicate microglial reactivity (Abraham et al., 2012; 

Elmore et al., 2015; Feng et al., 2020; Fox et al., 2020; Norden et al., 2016; Swanson et al., 2020; 

Tabuchi et al., 2014). Percent coverage analysis is often referred to as optical/pixel density or 

intensity of staining/fluorescence. Using Image-J, raw photomicrographs were converted to 8-bit 

and the ósubtract backgroundô function was applied. Then the photomicrograph (Figure 18A) was 

converted to binary and minimal adjustments to the threshold were made so that the binary image 

best represented the raw data (Figure 18B), and any processing artifact was filtered out. The 

percentage of the image covered by dark pixels was calculated. Data from each mouse included 9 

cortical photomicrographs (3 brain slices per mouse, 3 photomicrographs per slice). We employed 

two approaches for generating percent coverage data: 1) The percent coverage values for the 9 
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photomicrographs were averaged to obtain a single percent coverage value per mouse, and 2) each 

of the 9 separate percent coverage values per mouse were retained as individual data points without 

averaging the values.  

 

Full photomicrograph skeletal analysis 

Iba1 staining was analyzed using the skeletal analysis plugin following the protocol 

previously published (Morrison et al., 2017; Morrison & Filosa, 2013; Young & Morrison, 2018). 

In brief, photomicrographs were pre-processed by converting to 8-bit and applying the FFT 

bandpass filter in ImageJ. The brightness/contrast of the photomicrograph was then adjusted to 

best visualize the branches of the microglia. The unsharp mask was then applied to further increase 

the contrast of the photomicrograph, and the despeckle function was applied to remove 

pixels/noise. The threshold was then adjusted, and the despeckle, close, and the remove outliers 

functions were applied. The binarized image was then skeletonized (Figure 18C). Microglial cell 

somas were counted manually to obtain a total microglial count per photomicrograph. The total 

microglial branch length, branch endpoints, and number of branches were calculated across the 

entire image (Figure 18D-F) and then averaged by the number of microglial cells per frame.  
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Figure 18: Full photomicrograph analysis techniques to assess microglia morphology in 

ImageJ (percent coverage and full photomicrograph skeletal analysis). 

(A) 40 × photomicrograph of Iba1-stained microglia. (B) Iba1 photomicrograph converted to 

binary. (C) Iba1-binarized photomicrograph converted to a skeleton which was used to do full 

photomicrograph skeletal analysis. (D) Tagged skeleton after the óanalyze skeletonô plugin 

was run. (E-F) Enlarged version of a skeletonized cell and a tagged skeleton from images C 

and D, respectively. Scale bar = 100 µm. 

 

 

Fractal analysis 

According to the previously published protocol, randomly selected microglia were isolated 

from the photomicrographs and underwent fractal analysis (Morrison et al., 2017; Young & 

Morrison, 2018). In brief, this involved converting the photomicrograph to binary (Figure 19A-

B), creating a region of interest (ROI) that was sized to fit around all microglia in the study to 

ensure the scale of the isolated microglia was the same. Using a random number generator, 

coordinates were used to randomly select 3 microglia per image (Figure 19C). Using the ROI, each 

selected cell was removed from the binary image. The paintbrush tool was used to remove any 

fragments that were not attached to the cell and connect any branches that became fragmented due 

to image processing, using the original photomicrograph as a reference. Once microglia were 

isolated, the binary image was converted to an outline. The FracLac plug-in was used to analyze 

the cells, with óbox countingô applied and the ógrid design Num Gô set to 4. The convex hull and 

bounding circle of the cell (Figure 19D) were measured. The fractal dimension (a statistical 

measure of pattern complexity), lacunarity (a geometric measure of how a pattern fills space), 
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circularity (how circular the microglial cell is), span ratio (longest length/longest width), and 

density (number of pixels/area) were measured.  

 

Single cell skeletal analysis  

The same cells that were isolated for fractal analysis were skeletonized and analyzed with 

the skeletal analysis plugin in ImageJ (Figure 19E). The number of branches, the total branch 

length, and the endpoints per microglia were calculated per isolated cell using the óanalyze skeleton 

functionô. The cell body area and perimeter were calculated using the multipoint area selection 

tool (Figure 19F).  

 

Sholl analysis 

Sholl analysis was performed in ImageJ on the same isolated cells that were used for fractal 

and skeletal analysis. A radius was drawn from the center of the cell body to the end of the longest 

branch to set the upper and lower limit for concentric circle placement. The first circle was set as 

close to the edge of the cell body as possible to ensure the cell body was not counted as an intercept 

on the circle. The distance between each circle was set at 5 µm for all cells. The number of times 

that the microglial branches intercepted each of the circles was calculated (Figure 19G).  
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Figure 19: Single cell methods to assess microglia morphology in ImageJ. 

(A) Photomicrograph of Iba1-stained microglia. (B) Photomicrograph of Iba1-stained microglia 

in binary. Boxes indicate microglia that were randomly selected, using coordinates and a 

random number generator, for isolation. (C) Binary isolated microglia. (D) For fractal analysis, 

isolated microglia were converted to outlines and analyzed using the FracLac plugin in ImageJ. 

(E) For individual skeletal analysis, microglia were skeletonized and analyzed using the skeletal 

analysis plugin in ImageJ. (F) Cell body area and perimeter were measured using the multipoint 

area selection tool in ImageJ. (G) Sholl analysis was performed to measure cell branching using 

concentric circles. Scale bar = 100 µm. 



119 

 

Statistical analyses 

To investigate microglial differences between the control and treatment groups, we fit 

hierarchical generalized linear mixed models (Faraway, 2016; Stroup, 2012). Depending on the 

outcome variable, different error distributions were needed to accurately reflect the data scales and 

obtain reliable parameter estimates. Lacunarity, density, circularity, percentage coverage, and 

mean percentage coverage were all proportions or percentages bounded between 0 and 1, so we 

specified Beta error distributions (Ferrari & Cribari-Neto, 2004). Number of branches, branch 

lengths, number of endpoints, cell area, cell perimeter, mean number of branches, mean branch 

lengths, mean number of endpoints, and mean number of cells were all overdispersed integer 

counts, so we specified negative-binomial error distributions (Hardin & Hilbe, 2018; Joseph. M. 

Hilbe, 2014). Fractal dimension was a continuous variable that was approximately normally 

distributed for which we specified a Gaussian error distribution. Although span ratio was also a 

continuous variable, it was severely left-skewed; therefore, we specified a Gamma error 

distribution with a log link function (Faraway, 2016; Green et al., 2021). For the Sholl analysis, 

the mean number of intersections outcome was an overdispersed count variable for which we 

specified a negative-binomial error distribution. 

In all models for all outcomes, we included a fixed effect for treatment. In the Sholl 

analysis, we also included a fixed effect for distance from cell body as well as a two-way 

interaction between treatment and distance from cell body. Based on the results of previous studies, 

we expected the effect of distance from cell body on mean number of intersections to be nonlinear. 

Although to our knowledge no prior studies have explicitly modeled this nonlinearity, we chose to 

do so to improve inference reliability. We did this by including a natural cubic spline on distance 

from cell body in the model (Perperoglou et al., 2019). 
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In all models for single cell outcome measures, we included random intercepts for 

individual animal crossed with random intercepts for brain region. This random effects structure 

appropriately accommodated the hierarchical clustering of multiple data points from each mouse 

and the hierarchical clustering of data points from each individual within the three brain regions 

(n = 9 data points within each of three regions from each individual [n = 27 total data points from 

each mouse]; (Faraway, 2016; Stroup, 2012)). In the models for cell-aggregated widefield outcome 

measures, we included random intercepts for individual mouse crossed with random intercepts for 

the binned number of cells that were used to obtain the outcome value (n = 9 data points from each 

mouse; (Rowe et al., 2022)). This random effects structure accommodated hierarchical clustering 

of multiple aggregate data points from each mouse and the possibility that the number of cells used 

to calculate a given value might introduce unaccounted for variation. In the Sholl analysis model, 

we included only a random intercept for individual mouse to accommodate the hierarchical 

clustering of multiple data points from each mouse (n = 25 distances at which the mean number of 

intersections was calculated from each mouse). 

We fit all models in the frequentist framework using the package glmmTMB in the R 

statistical computing environment (Brooks et al., 2017; R CoreTeam, 2022). We based inferences 

on a combination of coefficient estimates (ɓ) and their 95% confidence intervals, differences 

between estimated marginal means (æ), effect sizes (Shlomo S. Sawilowsky, 2009), and p-values 

following Tukeyôs adjustments for multiple comparisons (Dunn, 1961), all of which were obtained 

using the package emmeans in R (Lenth, 2021).  
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4.5  Results 

Averaging among photomicrographs masked a significant difference in percent coverage of Iba1 

between groups, whereas retaining individual photomicrographs detected the difference 

There was no difference between groups when the percent coverage of Iba1 per 

photomicrograph was calculated and the data from the 9 photomicrographs per mouse were 

averaged (p-value = 0.35, Mean æ = 1.2%, d = 0.0006; Figure 20A). In contrast, significantly more 

Iba1 staining existed in the Iba1 images from the treatment group compared to controls when the 

individual photomicrographs were retained as separate datapoints per mouse (p-value = 0.006, 

Mean æ = 3.5%, d = 0.002; Figure 20B).  
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Figure 20: Photomicrograph-averaged Iba1 percent coverage masked a difference between 

control and treatment groups that photomicrograph-specific percent coverage detected. 

(A) Mean percent coverage of Iba1 staining per animal, showed no difference between 

control and treatment groups. Dots represent the average percent coverage of Iba1 per animal. 

(B) Percent coverage of Iba1 staining, where dots represent Iba1 percent coverage score for 

individual images (data points were not averaged per animal) showed that the treatment group 

had more Iba1 coverage than controls. Results are presented as point estimates with 95% 

confidence intervals, which were estimated from mixed effects models with a Beta error 

distribution. Models included a fixed effect for clustering bias within data points obtained from 

the same animal; control n = 13, treatment n = 12.  
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Full photomicrograph skeletal analysis only detected that microglia in the treatment group had 

fewer endpoints than controls 

Mean microglial branch length was calculated by averaging the total length of branches in 

the photomicrograph by the total number of microglia in the photomicrograph. Full 

photomicrograph skeletal analysis did not detect differences in mean microglial branch length 

between photomicrographs from the treatment groups (p-value = 0.40, Mean æ = 28 µm, d = 0.002 

Figure 21A). Photomicrographs from the treatment group indicated that microglia had fewer mean 

endpoints than control microglia (p-value = 0.002, Mean æ = 18, d = 0.01; Figure 21B). A 

difference in mean number of microglia per photomicrograph between the treatment groups was 

not detected (p-value = 0.60, Mean æ = 0, d = 0.01; Figure 21C). A difference in mean microglial 

branches per cell per photomicrograph between treatment groups was not detected (p-value = 0.08, 

Mean æ = 13, d = 0.005; Figure 21D).  
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Figure 21: Full photomicrograph skeletal analysis detected that microglia from the 

treatment group had fewer endpoints than the controls but did not detect differences in 

branch number or branch length. 

(A) There was no difference in the mean microglial branch length between control and 

treatment groups. (B) There was a lower mean number of endpoints per cell per 

photomicrograph in the treatment group compared to controls. There was no difference in 

(C) the mean number of microglial cells per photomicrograph or (D) mean number of 

microglial branches per cell per image between treatment and control groups. Individual data 

points are presented as gray dots. Results are presented as point estimates with 95% 

confidence intervals, which were estimated from mixed effects models with a negative-

binomial error distribution. Models included a fixed effect for clustering bias within data 

points obtained from the same animal; control n = 13, treatment n = 12. 
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Fractal analysis detected that microglia from the treatment group had a less complex branching 

pattern than controls  

Fractal analysis performed on isolated microglia detected that microglia from the treatment 

group had a less complex branching pattern (fractal dimension) than controls (p-value < 0.0001, 

Mean æ = 0.05, d = 0.65; Figure 22A). However, differences in lacunarity (p-value = 0.72, Mean 

æ = 0.013, d = 0.004), circularity (p-value = 0.08, Mean æ = 0.013, d = 0.003), span ratio (p-value 

= 0.33, Mean æ = 0.03, d = 0.10), and density (p-value = 0.22, Mean æ = 0.004, d = 0.0001) 

between treatment groups were not detected (Figure 22B-E). 

 

 

 

  

< 0.0001 
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Figure 22: Fractal analysis detected that microglia from the treatment group had a less 

complex branching pattern (fractal dimension) than controls. 

(A) The Fractal dimension (Db) of microglia was lower in the treatment group than in the 

control group. There were no differences in the (B) lacunarity of microglia, (C) circularity of 

microglia, (D) span ratio of microglia, or (I ) pixel density per microglia between the treatment 

and control groups. Individual data points are presented as gray dots. Results are presented as 

point estimates with 95% confidence intervals, which were estimated from mixed effects 

models with Beta, Gaussian (fractal dimension), or Gamma (span ratio) error distributions. 

Models included a fixed effect for clustering bias within data points obtained from the same 

animal; control n = 345 cells (clustered by mouse n = 13), treatment n = 324 cells (clustered 

by mouse n = 12). 

 

 

Single cell skeletal analysis detected that microglia from the treatment group had larger cell 

bodies, fewer and shorter branches, and fewer endpoints than controls  

Microglia from the treatment group had a larger cell body area (p-value = 0.01, Mean æ = 

148 µm2, d = 0.02; Figure 23A) and perimeter (p-value = 0.002, Mean æ = 14 µm, d = 0.01; Figure 

23B) than controls. Microglia from the treatment group had fewer branches per cell (p-value = 

0.002, Mean æ = 52, d = 0.04; Figure 23C), shorter branch length (p-value < 0.0001, Mean æ = 

315 µm, d = 0.03; Figure 23D), and fewer endpoints per cell (p-value = 0.001, Mean æ = 23, d = 

0.03; Figure 23E) than controls.  
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Figure 23: Individual skeletal analysis detected that microglia from the treatment group 

had larger cell bodies and less ramification than controls. 

 (A) Area of microglia cell bodies and (B) perimeter of cell bodies were larger in the 

treatment group than in the control group. (C) Number of branches per microglial cell, (D) 

total branch length per microglial cell, and (E) number of branch endpoints per microglial 

cell were lower in the treatment group than in the control group. Individual data points are 

presented as gray dots. Results are presented as point estimates with 95% confidence 

intervals, which were estimated from mixed effects models with a negative-binomial error 

distribution. Models included a fixed effect for clustering bias within data points obtained 

from the same animal; control n = 345 cells (clustered by mouse n = 13), treatment n = 324 

cells (clustered by mouse n = 12). 
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Sholl analysis detected that microglia from the treatment group had fewer and less expansive 

branches than controls  

Microglia from the treatment group had fewer branches intersecting the Sholl analysis 

circles than controls (p-value = 0.002, Mean æ = 2.29 intersections, d = 0.003: Figure 24). 

 

 
 

 

Figure 24: Sholl analysis detected that microglia from the treatment group were less 

ramified than controls. 

Microglia from the treatment group were more reactive than microglia from the control group. 

The mean number of intersections on concentric circles were calculated. Individual data points 

are presented as gray dots. Results are presented as point estimates with 95% confidence 

intervals, which were estimated from a mixed effects model with a negative-binomial error 

distribution. Models included a fixed effect for clustering bias within data points obtained from 

the same animal; control n = 345 cells (clustered by mouse n = 13), treatment n = 324 cells 

(clustered by mouse n = 12).  
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4.6  Discussion  

The diverse range of microglial morphology is often used to measure physiological states in 

the brain (Davis et al., 1994; Fernández-Arjona et al., 2017); thus, it is critical that microglial 

morphology is accurately quantified. We compared contemporary, commonly used methods in 

neuroscience for examining microglial morphology and found multiple inconsistencies and issues 

among the different approaches (Table 9).  

 

Table 9: Summary of comparisons among contemporary ImageJ-based methods used for 

quantifying microglial morphology. 

Method Pros Cons 

Percent Coverage  ¶ Quick to perform 

¶ Can be used to quantify many stains  

¶ No morphological data 

¶ Very sensitive to changes in stain 

quality, background staining, and 

changes to stain protocols 

¶ Averaging across photomicrographs 

can introduce bias 

Full photomicrograph 

Skeletal Analysis  
¶ Quick to perform 

¶ Provides some morphological data 

¶ Affected by changes in stain quality 

and background staining 

¶ Thresholding photomicrographs to 

correct for background staining trims 

microglial branches and alters 

morphological data  

¶ Averaging across cells in a 

photomicrograph can introduce bias 

Fractal Analysis ¶ Mathematical/geometric measures of cell 

complexity  

¶ Can focus on specific cells closest to an 

area of interest, or other cell types 

¶ Time consuming to perform 

¶ Interpretation requires knowledge in 

mathematics and geometry 

 

Individual Skeletal 

Analysis & Cell Body 

Area/Perimeter. 

¶ Detects morphological changes 

¶ Assesses hallmark features of microglia 

morphological reactivity (cell body size 

and ramification) 

¶ Quantitative measure of cell span 

¶ Can focus on specific cells closest to an 

area of interest, or other cell types 

¶ Easy to interpret 

¶ Time consuming and labor intensive to 

perform 

Sholl Analysis ¶ Detects changes in ramification 

¶ Quantitative measure of cell span 

¶ Can focus on specific cells closest to an 

area of interest, or other cell types 

¶ Assumes circularity and Euclidean 

distances 

¶ Difficult to place first ring because 

microglial cell bodies are noncircular, 

which can result in missed primary 

processes, and secondary processes 

erroneously recorded as primary 

processes 
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Immunohistochemical data are easily compromised by mishandling and over processing of 

tissue samples and photomicrographs. Many immunohistochemical analysis techniques rely on 

photomicrograph pre-processing. Here, we demonstrate how changing photomicrograph 

parameters can change the output data and lead to inaccurate inferences (Figure 25). For example, 

Figure 25A shows a low-quality photomicrograph (included for demonstrative purposes) that, 

when converted to binary (Figure 25B), yields high percent coverage because of substantial 

background staining and image artifact. Consequently, photomicrographs with large amounts of 

background staining skew the data and result in overrepresentation of Iba1 expression. This 

overrepresentation is subsequently interpreted by researchers as a higher level of microglial 

reactivity which may not be indicative of a true biological effect. If researchers attempt to account 

for the high level of background by manipulating the photomicrograph or adjusting the threshold, 

microglial branches are removed from the photomicrograph, which yields lower percent coverage 

and fewer branches with shorter lengths per microglial cell (Figure 25C). This then skews the data 

in the opposite direction, and data are interpreted as having lower Iba1 expression, less 

ramification, and reactivity. In full photomicrograph skeletal analysis of branches, background 

manipulations can also make microglia appear less ramified and more reactive. Clearly, 

photomicrograph manipulations can change the data and result in erroneous conclusions that are 

not representative of true biological effects. Percentage coverage data obtained from different 

staining methods and protocols, even if applied to the same cell-type, should not be compared 

within or among morphological studies. This has been shown in neurons, whereby different 

staining methods resulted in substantially different morphological measurements (Farhoodi et al., 

2019). 



131 

 

Although full photomicrograph techniques might appear beneficial, in large part because 

they are quick to perform, our findings suggest that this may be at the expense of compromising 

critical morphological details. Although percent coverage techniques can show differences in the 

overall amount of staining, they do not provide any morphological information. For example, a 

highly ramified microglia with a small cell soma covering 5.6% of the total image is shown in 

Figure 25D. Yet, the cell shown in Figure 25E also covers 5.6% of the total image despite having 

a much larger cell body and shorter branches, representing a classically reactive morphology. 

Together, these representative images demonstrate that percent coverage alone does not represent 

any information about microglial morphology/reactivity and instead simply reflects the amount of 

staining in a photomicrograph. For this reason in particular, percent coverage of Iba1 stain is not 

an appropriate marker of microglial morphology or reactivity (Hovens et al., 2014).  
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Figure 25: Photomicrograph manipulation can easily change percent coverage and full 

photomicrograph skeletal analysis. 

(A) Example of a low-quality image. (B) Low-quality photomicrograph displayed in binary 

with no manipulation. Because of high background staining, microglia are overrepresented as 

a percent coverage of Iba1 staining. (C) When the threshold in B is adjusted to remove some 

background, some processes on microglial cells are lost and the cells appear less ramified. 

(D) A highly ramified microglial cell with 5.6% percent coverage. (E) A sparsely ramified 

microglial cell with 5.6% percent coverage. 
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 Our comparisons of results from the full photomicrograph skeletal analysis, single cell 

skeletal analysis, and the percent coverage models also revealed pervasive ecological fallacy that 

could lead to erroneous inferences (i.e., that what is true at the grouped data level must be true at 

the individual data level; (Robinson, 1950)). Specifically, we found substantial aggregation bias 

in the full photomicrograph skeletal analysis data and the mean percent coverage data that was 

caused by aggregating/averaging across microglia or photomicrographs from the same animal, 

respectively (Clark & Avery, 1976). The issue was so severe in our example data that strong, 

statistically significant treatment effects in three of four single cell skeletal analysis metrics were 

masked in the equivalent full photomicrograph skeletal analysis metrics, and a statistically 

significant treatment effect on percent coverage was masked in the photomicrograph-averaged 

mean percent coverage (sensu Simpsonôs paradox; (Goltz & Smith, 2010; Simpson, 1951). An 

additional problem with aggregating/averaging across microglia or photomicrographs to produce 

datasets is that the true level, or unit, of inference changes, which researchers may be unaware of 

and consequently make specious conclusions. For example, the averaging of microglial endpoints 

in full  photomicrograph skeletal analysis results in the level of interference being the field of view 

within which the microglia are contained and should not be interpreted at the microglial level (i.e., 

ñDoes the field of view differ between control and treatment groups?ò). Furthermore, our models 

revealed that considerable reductions of effect sizes occur when averaging per animal is employed 

to produce morphological datasets. For instance, the averaged metrics from full photomicrograph 

skeletal analysis (Figure 21A, B, and D) had 67ï93% smaller effect sizes than the same metrics 

from the single cell skeletal analysis (Figure 23C-E), and the photomicrograph-averaged mean 

percent coverage (Figure 20A) had a 70% smaller effect size than the photomicrograph-specific 

percent coverage Figure 20B). We therefore urge researchers to employ caution when considering 
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using full photomicrograph skeletal analysis and mean percent coverage in microglial 

morphological studies and instead recommend the use of single cell skeletal analysis (microglia-

specific/without averaging across cells per animal) and photomicrograph-specific percent 

coverage (without averaging across photomicrographs per animal). Further, we suggest that 

readers consider our findings when interpreting the results of published studies that used full 

photomicrograph skeletal analysis and/or photomicrograph-averaged mean percentage coverage. 

Both mean percent coverage and full photomicrograph skeletal analysis are relatively quick 

to perform, making them appealing metrics for high throughput studies. However, both approaches 

are substantially affected by staining quality, photomicrograph manipulations, and the 

consequences of averaging. Percent coverage of Iba1 is based on the principle that reactive 

microglia express higher levels of Iba1 (Imai et al., 1996; Mori et al., 2000), but this technique 

only provides information on the amount of positive staining and conveys nothing about 

morphology. Although full photomicrograph skeletal analysis provides some morphological data, 

the resulting values are averages (per number of cells in a single photomicrograph) that our results 

indicate may be plagued by aggregation bias that masks true effects or presents false effects (see 

Simpsonôs paradox). Single cell microglial analysis techniques are more laborious and time-

intensive, but provide detailed morphological data that, when analyzed using appropriate statistical 

methods that account for clustering of observations (e.g., mixed effects models), allow for reliable 

inferences. Fractal analysis assesses cell complexity using mathematical and geometric methods 

of pattern complexity (Karperien et al., 2013). These detailed measures are useful to examine the 

branching patterns of microglia cells, which signifies reactivity status, but the resulting 

mathematical data require background knowledge to interpret how the results reflect microglial 

reactivity. Individual skeletal analysis, with cell body area and perimeter measures, gives a detailed 
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account of the two hallmark morphological features of microglial reactivity (i.e., decreased 

branching and increased cell body size). Our results suggest that individual skeletal analysis can 

detect even small changes in microglial morphology, as all outcome measures showed that 

microglia from the treatment group had a more reactive morphology than controls. Another study 

that used cell body area and perimeter measurements to quantify microglial reactivity also found 

that these measures had a strong correlation with microglial reactivity (Hovens et al., 2014). 

Sholl analysis was also able to detect changes in microglial morphology in the treatment 

group compared to control group. Sholl analysis was originally developed for analyzing neurons, 

which typically have less variation in cell body shape and size than microglia; therefore, it was 

difficult to accurately place the first Sholl analysis circle for microglia. The first Sholl circle around 

the cell body of the microglia often touched a secondary branch because of the irregular cell body 

sizes, highly complex branching patterns, and considerable branch sinuosity that are characteristic 

of microglia but not neurons and their dendrites. Inaccurate placement of the first circle can lead 

to small branches near the cell body being missed in the quantitative analysis because they do not 

touch the first Sholl circle. Therefore, a tradeoff exists between prioritizing the placement of the 

circle to surround the entire cell body and measuring all branches accurately.  

Other morphological quantification techniques exist that we did not include in this study. 

For example, nearest neighbor analyses are used to examine the spatial relationship between 

microglia (Davis et al., 2017). Although nearest neighbor analysis gives valuable information 

about microglial migration and clustering, it does not give a comparable quantification of 

microglial morphology. 3D reconstruction of microglial cells from Z-stacked photomicrographs 

in Neurolucida software produces data similar to single cell skeletal analysis that includes branch 

length, branch number, and cell body size (Torres-Platas et al., 2014). Microglial reactivity can 
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also be examined using genetic approaches such as RNA sequencing and NanoString gene 

expression analysis, which involves genetic profiling of isolated microglia or isolated regions of 

the brain (Deng et al., 2020; Geirsdottir et al., 2019; Sankowski et al., 2019; Witcher et al., 2021). 

These genetic approaches are critical in elucidating the function of microglia following an 

inflammatory stimulus. 

 

4.7  Conclusions 

In summary, percent coverage of Iba1 stain (or pixel density of stain), one of the most 

widely used methods to quantify microglial morphology, was the least able to detect 

morphological differences between groups, particularly when the mean per animal was considered. 

This is, in part, due to the lack of morphological information that percent coverage provides. 

Skeletal analysis on full photomicrographs was plagued by aggregation bias that resulted in 

masking of differences between treatment groups and could lead to erroneous inferences of 

microglial morphology. Importantly, skeletal analysis on isolated microglia provided the most 

detailed and comprehensive morphological data, which, when analyzed with hierarchical models, 

also produced the largest effect sizes for microglial morphology changes. Thus, we conclude that 

single cell analyses are more appropriate for detailed morphological studies, whereas full 

photomicrograph analyses might be useful for rapid screenings to investigate whether a treatment 

altered the microglial response, but we caution that aggregation bias could produce unreliable 

results. Our study should provide researchers with the necessary information to make study design 

decisions that result in more appropriate characterization of microglial morphology. We also note 

that the findings of our study might be applicable to other areas of neuroscience, because the 

morphology of neurons (Miloseviĺ & Ristanoviĺ, 2006, 2007; Ristanoviĺ et al., 2002; Sholl, 1953; 

Wang et al., 2021) and astrocytes (Bromberg et al., 2020; F. Cao et al., 2012; Green et al., 2021) 



137 

 

are commonly assessed using the same or similar immunohistochemistry techniques and metrics. 

Quantitative methods to analyze microglial morphology should be selected based on several 

criteria including the research question, immunohistochemical experience of the researchers, and 

time required to isolate individual cells versus analyze full photomicrographs. Combinations of 

these techniques should be considered as they may give the most biologically accurate 

representation of microglial morphology.  
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CHAPTER 5: INTEGRATION OF RESULTS AND 

DISCUSSION 
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5.1 Preface  

Inflammation is a ubiquitous phenomenon involved in many disease processes. In the 

brain, the immune response is orchestrated by microglia, which are involved in maintaining 

homeostatic and inflammatory processes (Loane & Kumar, 2016). For this reason, microglial 

reactivity after an inflammatory insult is initially beneficial in restoring brain health (Li & Barres, 

2018). However, when microglial reactivity progresses chronically, it can increase cellular damage 

and worsen functional outcomes. In this dissertation, the morphology of microglia was examined 

after inflammatory stimuli; TBI, cortical kainic acid injection, and LPS/PLX5622 treatment. 

Although these are distinct inflammatory triggers, with different associated mechanical and 

chemical processes, each triggered a robust microglial response. In this chapter, a principal 

component analysis is used to integrate the data presented in the previous chapters. The extent of 

de-ramification varied depending on other physiological variables, such as rodent age and whether 

the microglial cell was dividing. We compared contemporary, commonly used methods for 

examining microglial morphological responses to inflammatory stimuli and found multiple 

inconsistencies and issues among the different approaches. Here, we discuss the integration and 

wider implications of the data presented throughout the previous chapters. 

  

5.2 Microglial morphologies were dependent on the inflammatory stimulus 

 

Many stimuli cause microglial reactivity (Avignone et al., 2008; T. Cao et al., 2012; 

Hoeijmakers et al., 2016; Lecours et al., 2018). In this dissertation, the morphological response of 

microglia to multiple inflammatory stimuli was examined. To determine whether there were 

differences in the microglial morphologies triggered by kainic acid or LPS (referred to as kainic 

acid-microglia and LPS-microglia, respectively), a principal component analysis (PCA) was 
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performed (Figure 26). PCA is a technique that can be used when a dataset is a collection of 

interrelated measurements, such as in single cell skeletal analysis. The data are condensed into two 

variables (principal components) which present the variation of the data (Esbensen & Geladi, 

2009).  

Kainic acid and LPS both caused microglial activation (Chapters 3 and 4). Kainic acid was 

injected directly into the cortex of the brain and LPS was injected intraperitoneally. We 

hypothesized that microglia would have the same morphological phenotype, regardless of 

inflammatory stimulus. TBI rats from Chapter 2 were not included in the PCA to eliminate a 

potential species difference in microglia morphology (Lam et al., 2017). The PCA included all 

microglia from all regions, from the kainic acid treatment group and the LPS treatment group. 

LPS-microglia and kainic acid-microglia formed distinct clusters (Figure 26). These clusters 

showed a different overall morphology between groups. These results indicated that the LPS-

microglia had a greater variation of morphologies that ranged from highly ramified (Figure 1A) to 

a reactive phenotype (Figure 1B-C). This range in morphologies suggests that there was a lesser 

amount of microglia reactivity compared to kainic acid-microglia, that had a highly reactive 

morphology (Figure 1B-C). These morphological data from LPS-microglia and kainic-acid 

microglia are also visually represented in a heatmap (Figure 27), whereby each column represents 

a cell and each row represents a single cell skeletal analysis metric. The PCA and heatmap analyses 

were performed using ClustVis (Metsalu & Vilo, 2015). The heatmap demonstrates that LPS-

microglia had more variation between cells than kainic acid-microglia. This can be interpreted as 

more variations of ramified morphologies were present in the LPS-microglia. Although the LPS-

microglia and the kainic-acid microglia formed distinct clusters, some of the same morphologies 

were observed in both groups. For example, highly reactive microglia were observed in both injury 
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models. Despite the morphological similarities of these highly reactive microglia, it is possible 

that they are carrying out different functions, for example, phagocytosing different amounts of 

damage associated cellular products that result from different injury types.  

The results from the PCA and heatmap analyses did not support the hypothesis. The 

difference in ramification between the LPS-microglia and the kainic acid-microglia could be 

explained, in part, by the route of administration. We postulate that a cortical injection of an 

inflammatory stimulus causes focal tissue disruption, which is an additional injury. This direct 

mechanical injury of brain tissue would not be present in the mice administered peripheral LPS. 

Brains from both studies were collected at acute time points post-inflammatory trigger, however, 

the discrepancy in the time points of tissue collection may account for some of the observed 

variation in microglia morphology between groups. The kainic acid brains were collected at 3 days 

post-injection and the LPS brains were collected at 7 days post-injection. Additional studies are 

warranted to compare microglia morphology at 3 days post-LPS injection. Lastly, kainic acid and 

LPS also have different pathologies which may explain the different microglial response. A future 

direction for this study is to examine microglia from other injury models (e.g., experimental 

models of TBI, stroke, and intracerebral hemorrhage) using principal component analyses. This 

would provide further insight into whether the injury model is associated with specific microglial 

morphologies.  

Within the LPS-microglia, the least ramified had both a large cell body perimeter and area, 

a classic reactive morphology (Figure 27). In contrast, within the kainic acid-microglia, the least 

ramified had small cell body areas with large cell body perimeters. This suggests that the kainic 

acid-microglia had a more complex cell body shape with a larger surface area to volume ratio. The 

functional relevance of increased cell body complexity is not known at this time. I postulate that 
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this increase in microglial cell body complexity observed in the kainic acid-microglia is a result of 

apoptotic blebbing (Stillwell, 2016) of the microglial cell (Figure 28). Similar apoptotic blebbing 

morphologies have been observed in various cell types following apoptotic stimuli including, 

human epithelial cells (Youn et al., 2011), skeletal muscle cells (Bustillo et al., 2009), and 

pancreatic cancer cells (Zhou et al., 2015). Despite the different functions of these cells, apoptosis, 

and consequent blebbing, is observed under pathological conditions (Elmore, 2007). However, 

more investigation into this morphology must be done to confirm its function.  
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Figure 26: Principal component analysis (PCA) of single cell skeletal analysis measures 

on lipopolysaccharide (LPS)-treated mice and kainic acid-treated mice. 

The x-axis represents principal component 1 that explains 68.1% of the variation in the data. 

The y-axis represents principal component 2 which explains 26.4% of the variation in the data. 

Unit variance scaling is applied to rows. Ellipses predict that a new observation from the same 

group would fall inside the ellipse with a probability of 0.95. PCA performed using ClustVis 

(Metsalu & Vilo, 2015). Each dot represents a microglial cell; kainic acid n = 210, LPS n = 

495.  
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Figure 27: Heatmap showing single cell skeletal analysis measures of microglia reactivity 

induced by kainic acid or lipopolysaccharide (LPS).  

Branch and cell body data clustered using correlation distance and average linkage. Unit 

variance scaling was applied to all continuous variables. Columns represent individual 

microglial cells. A score of -1 (black) denotes a lower number and a score of 5 (white) denotes 

a higher number in the respective outcome measure. Overall, reactive morphologies have a 

lower score in measures of ramification and a higher score in cell body size. Microglia activated 

after exposure to kainic acid formed distinct clusters compared to microglia activated after 

administration of LPS. Heatmap created with ClustVis (Metsalu & Vilo, 2015). 
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Figure 28: Microglial apoptotic blebbing-like morphology. 

3D-projection of a Z-stacked image of Iba1-stained microglia with apoptotic blebbing-like 

morphology from the cortex of a kainic acid-injected wild-type mouse. Scale bar = 50 µm.  

 

Another microglial cell type which does not have a linear cell body area to cell body 

perimeter ratio is rod microglia (Taylor et al., 2014). Rod microglia are commonly observed in 

response to inflammatory stimuli and have an elongated cell body (Giordano et al., 2021; Taylor 

et al., 2014; Ziebell et al., 2012), resulting in a greater cell body perimeter to area ratio. However, 

rod microglia were not observed in the tissue slices we examined at 3 days post-kainic acid 

injection tissue, so are an unlikely cause of the cell body perimeter to area disparity observed. 

However, rod microglia were observed after TBI in the rat (Chapter 2). Although the exact function 

of rod microglia is unknown, their elongated morphology has been well characterized (Ziebell et 

al., 2012).   






























































