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Abstract  

The neuromorphic Event-Based Sensor (EBS) is an imaging sensor that asynchronously outputs imaging 

data as events only when and where a temporal change in scene radiance is detected. An advantage of 

EBS is its lower read-out bandwidth (up to orders-of-magnitude) relative to equivalently sized 

conventional frame-based sensor. This readout bandwidth advantage directly leads to related potential 

advantages such as low sensor power, low processing latency, and high real-time capabilities. 

Disadvantages of using EBS include potentially lower task performance, higher read-out bandwidth in 

sub-optimal conditions, a high minimum contrast threshold, and relatively poor understood compatibility 

with traditional imaging approaches and systems. However, quantified information on these costs and 

benefits is unavailable, preventing the sensor from adoption in defense and commercial systems. The 

overarching goal of this dissertation work is to understand these costs and benefits, formalized as two 

questions: (a) What are quantified costs and benefits of using EBS for defense imaging applications? and 

(b) How does EBS integrate with traditional optics technology and methods? 

We pursue three research directions to explore these questions. First, an image stabilization system is 

integrated with EBS, which is useful in conditions where the sensor is imaging a cluttered scene from a 

moving platform. Here, the relative motion of the clutter generates significant �H�Y�H�Q�W�V���W�K�D�W���H�O�L�P�L�Q�D�W�H���(�%�6�¶�V��

bandwidth advantages. By canceling the relative motion, the method demonstrates a recovery of one to 

two orders of magnitude bandwidth advantage. Second, a test bed for comparing EBS and frame-based 

sensors in moving object detection tasks is demonstrated using receiver operating characteristic (ROC) 

analysis. For a uniform background, a performance gap between EBS and frame-based imaging system 

was demonstrated and analyzed, demonstrating that the EBS can produce results similar to a high-noise 

frame-based sensor. For cluttered backg�U�R�X�Q�G�V�����P�R�W�L�R�Q���L�V���V�K�R�Z�Q���W�R���G�H�J�U�D�G�H���E�R�W�K���V�H�Q�V�R�U�V�¶���G�H�W�H�F�W�L�R�Q��

�S�H�U�I�R�U�P�D�Q�F�H�����Z�K�L�O�H���D�O�V�R���G�H�J�U�D�G�L�Q�J���(�%�6�¶�V���E�D�Q�G�Z�L�G�W�K���D�G�Y�D�Q�W�D�J�H�����,�P�D�J�H���V�W�D�E�L�O�L�]�D�W�L�R�Q�����D�V���S�U�H�Y�L�R�X�V�O�\��

discussed, �L�V���W�K�H�Q���D�S�S�O�L�H�G���W�R���W�K�H���W�H�V�W���E�H�G���W�R���U�H�F�R�Y�H�U���G�H�W�H�F�W�L�R�Q���S�H�U�I�R�U�P�D�Q�F�H���D�Q�G���(�%�6�¶�V���E�D�Q�G�Z�L�G�W�K��

advantage. Third, a coherent optical high-pass filter is integrated with EBS to increase scene contrast, 

enabling lower contrast objects to be detectable. Contrast enhancement expectations were simulated and 

matched with experimental measurements, demonstrating an effective 3x decrease in the minimum 

detectable object contrast with the applied optical filter. 

Each direction addressed the dissertation goal and associated questions in different ways, providing 

�L�Q�I�R�U�P�D�W�L�R�Q���D�E�R�X�W���(�%�6�¶�V���F�R�V�W�V���D�Q�G���E�H�Q�H�I�L�W�V�����7�K�H���I�L�U�V�W��direction demonstrated the new bandwidth 

advantage of integrating EBS with traditional image stabilization and extended the EBS bandwidth 
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advantage to additional scenarios. The second direction �V�L�P�X�O�W�D�Q�H�R�X�V�O�\���T�X�D�Q�W�L�I�L�H�G���(�%�6�¶�V���W�D�V�N��

�S�H�U�I�R�U�P�D�Q�F�H���F�R�V�W���D�Q�G���(�%�6�¶s bandwidth benefits and illustrated the integration of EBS into traditional 

frame-based imaging systems. The third direction addressed and mitigated the limited contrast 

performance and demonstrated benefits of using Fourier Optics techniques with EBS. Overall, we expect 

that the quantification of the costs and benefits justifies EBS usage in larger complex engineering 

problems. The integration with traditional imaging should also lead to new EBS systems that can solve 

imaging problems in new, creative, and valuable ways. 
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Chapter 1  

Introduction: Imaging System  Technolog ies 

In Chapter 1, I introduce the main technologies in the dissertation work, including the Event-Based 

Sensor that played a major part in the research, and other supporting imaging technologies. I present my 

understanding of and conduct a literature survey of the supporting technologies. Then, I present the 

problems addressed in this dissertation, followed by an outline of the remainder of the work. The goals of 

this chapter are 1) establish the knowledge base necessary to understand my technical contributions and 

their context within the larger research area 2) establish authority in traditional optics and EBS 3) 

establish the direction of the remainder of the dissertation. Sections 2 and 3 accomplish goals 1 and 2. 

Sections 1, 4, and 5 accomplish goal 3. 

1.1: Traditional Imaging Review and Application Areas 

This section describes relevant material on traditional imaging with frame-based sensors to include 

content within the imaging chain construct [1], illustrating how different parts of an imaging system work 

and interact with each other. 

The goal of this section is to outline the various optics technologies and knowledge that I view as 

necessary to reproduce and build off the work. The material here is generic, with specific example 

applications to help the reader view it as concrete ideas. The reference material in this section facilitates 

further study by the interested reader. Much of the material is used in the research, but some material only 

provides context from which to view the work. 

1.1.1: The Imaging Chain  

I present the optics background using the imaging chain structure, which is a model of an imaging system, 

incorporating optics-related processes from light generation, to making decisions with output data. 

The imaging chain can be viewed as the basis for the research field of Imaging Science, of which I 

consider my work a part of. I reference a book, Foundations of Image Science [2], that incorporates many 

science and mathematical topics related to imaging and integrates them with a systemic view of the 

research area, creating the imaging chain. The main idea is that every step in the chain operates on the 

light, and therefore a researcher should consider how every step affects the output of the imaging system. 

This approach applies to every type of imaging system, from RADAR, to optical, to x-ray and sonar. The 

work here focuses specifically on optical imaging systems, where a lens generates a two-dimensional 
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image of a three-dimensional scene, which is then recorded on a focal plane with a camera. However, at 

several places I discuss relationships to other types of imaging systems. 

1.1.2: Light Generation and Propagation  

The first topic is light generation and propagation. Light can be generated through several mechanisms. 

First, black body radiation, where an object spontaneously generates incoherent light based on its 

temperature. This often happens in the visible spectrum, as in sunlight or fire, as well as in the infrared 

spectrum, as in hot objects. Second, the black body radiation can reflect off an object, which can then be 

treated as a new light source. Other sources include stimulated emission, as in a laser, and 

electroluminescence, as in a light emitting diode. We assume that a source emits light with a quantity 

represented by radiance, with units of watts per square meter of source, per steradian of propagated solid 

angle, and that this light has a Lambertian structure. �2�Q�H���Z�D�\���R�I���T�X�D�Q�W�L�I�\�L�Q�J���D���O�L�J�K�W���V�R�X�U�F�H�¶�V���V�S�H�F�W�U�X�P���L�V��

using standardized spectra, such as those published by the International Commission on Illumination, or 

CIE. Fig. 1.1 provides an example of the CIE D65 daylight emission spectrum, which represents black 

body radiation from the sun, filtered through the atmosphere. 

 

 

Fig. 1.1: An example of a spectral distribution of light. The D65 illuminant is authoritative in representing the 

average spectrum of daylight. 

After generation, the light �S�U�R�S�D�J�D�W�H�V���D�F�F�R�U�G�L�Q�J���W�R���0�D�[�Z�H�O�O�¶�V���H�T�X�D�W�L�R�Q�V�����7�K�H���+�X�\�J�H�Q�¶�V���S�U�L�Q�F�L�S�O�H���L�V��

assumed, where the light propagates from an ensemble of point sources, with each source emitting a 

spherical wave. Based on the laboratory experiments in the dissertation�����0�D�[�Z�H�O�O�¶�V���H�T�X�D�W�L�R�Q�V��are 
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constrained to the simpler �)�U�D�X�Q�K�R�I�I�H�U�¶�V���G�L�I�I�U�D�F�W�L�R�Q���O�D�Z�V, allowing modeling with Fourier Transform 

techniques. For the interested reader, the book, Introduction to Fourier Optics, provides further 

understanding of the process [3], especially in Chapter 3 �± Chapter 5. 

This �Z�R�U�N���H�[�S�O�R�U�H�V���W�Z�R���D�S�S�O�L�F�D�W�L�R�Q�V���R�I���)�U�D�X�Q�K�R�I�I�H�U�¶�V���O�D�Z�V�����)�L�U�V�W����the Fourier Shift Theorem converts a 

�P�H�F�K�D�Q�L�F�D�O���U�R�W�D�W�L�R�Q���R�I���D���V�H�Q�V�R�U�¶�V���O�H�Q�V�����L�Q�W�R���D���V�K�L�I�W���L�Q���W�K�H���L�P�D�J�H���R�Q���W�K�H���(�%�6�¶�V���I�R�F�D�O���S�O�D�Q�H, useful for image 

stabilization. Second, the Fourier Transform property of lenses allows application a spatial high-pass filter 

to an optical field, before transforming the field back to the image plane of an EBS, useful for contrast 

amplification. For simpler imaging tasks, the light propagation can be modeled with Fourier transforms. 

For some of the experiments, a large computer display generates an arbitrary light field, used for 

generating backgrounds imaged by the EBS. This display has a discrete set of pixels with red, green, and 

blue subpixels. Each pixel, through a computer-generated control signal, can set each pixel to a specific 

color and brightness, depending on a brightness value assigned to each subpixel. The screen is spatially 

limited in its extent, which represents an aperture limiting the light distribution. This light then propagates 

�W�R���D���F�D�P�H�U�D���D�Q�G���L�V���L�P�D�J�H�G���E�\���D���O�H�Q�V���R�Q�W�R���D���I�R�F�D�O���S�O�D�Q�H�����Z�K�L�F�K���L�V���G�H�V�F�U�L�E�H�G���E�\���)�U�D�X�Q�K�R�I�I�H�U�¶�V���O�D�Z�V�� 

Additional propagation effects including atmospheric losses and turbulence can be emulated with my 

setup, modeled in Chapter 4 as a decrease in scene contrast. Atmospheric losses represent the loss of light 

and the introduction of external light from the optical path from an imaged object to the camera. An 

example of atmospheric loss is Rayleigh scattering of blue light. Here, shorter-wavelength light interacts 

with atmospheric molecules and changes direction away from the original optical path. This scattered 

light then scatters into the optical path of an object of interest, becoming a significant part of an image at 

�O�R�Q�J�H�U���G�L�V�W�D�Q�F�H�V�����7�K�L�V���S�K�H�Q�R�P�H�Q�R�Q���H�[�S�O�D�L�Q�V���W�K�H���V�N�\�¶�V���E�O�X�H���F�R�O�R�U���D�Q�G���H�[�S�O�D�L�Q�V���Z�K�\���P�R�X�Q�W�D�L�Q�V���D�S�S�H�D�U���E�O�X�H��

when viewed from a distance. I represent this ef�I�H�F�W���D�V���D���G�H�F�U�H�D�V�H���R�I���D�Q���L�P�D�J�H���V�F�H�Q�H�¶�V���E�D�F�N�J�U�R�X�Q�G�����D�Q�G���D��

convergence in an object-of-�L�Q�W�H�U�H�V�W�¶�V���V�L�J�Q�D�O-to-background ratio to 1. This is important in Chapter 4 

where the scene variance parameter can be viewed as a model of atmospheric losses and scattering. 

1.1.3: Sensor Design  

The focus here is on the focal plane of a digital camera, specifically a CMOS active pixel sensor (APS), 

and its parts. After propagating from a light source, the light travels through a lens, and the light source is 

then imaged at the focal plane of the lens. Processes including lens focusing and imaging equations were 

useful in developing my experiments, however, are not a focus of the work. The lens design process is 

well understood and is not an interest of this work. 
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A traditional CMOS digital sensor consists of a set of pixels, each containing a photodiode, some charge 

storage electronics, and some read-out electronics [4]. More advanced frame-based CMOS cameras may 

contain additional electronics for purposes such as noise reduction or a global shutter. The photodiode 

converts incident light to a photocurrent proportional to the measured radiant power, exploiting the 

photoelectric effect. This current is input into a storage capacitor, which integrates the current over time 

to generate an electric charge proportional to a voltage level. At a set interval, often described as a frame 

rate, the camera reads this voltage with an analog-to-digital converter, generating an integer value 

associated with the voltage level. 

The image generated by this digital camera can, to an extent, be mapped to the object space radiance from 

scene locations. These digital values are proportional to the incident power at each pixel, which with the 

photodetector size, quantum efficiency, light spectrum, and other parameters, can be mapped to an 

irradiance value. This irradiance can then, with knowledge of the lens and the scene geometry, be traced 

back to a radiance from the scene. For more information on radiometry units, and why I approach it in 

this way, I refer the reader to Appendix D. 

The data collected at each pixel is then read out with a read-out circuit. Usually, these circuits start by 

connecting to one pixel and collecting the measured light as an electric signal and using an analog to 

digital converter (ADC) to convert the signal into data directly readable by a computer or data collector. 

After a period, known as the pixel clock, the circuit disconnects and connects to the next pixel on the 

focal plane, reading out there too. This process repeats across all pixels, providing all information needed 

to reproduce the digital image. After reading out a whole frame, the data is made available to the user in 

three dimensions: The spatial horizontal-dimension, the spatial vertical-dimension, and the time 

dimension. The data is then either directly presented to the user or processed to provide the user with 

additional information. 

1.1.4: Image Processing, Object Detection, and Estimation  

The data from the sensor is either consumed directly or input into a processing technique to automatically 

extract information. Further processing is, in many cases, more useful than a human directly processing 

the information. Automatic techniques provide objective and quantitative information, versus qualitative 

interpretation by a user directly viewing images, which can lead to biases in decisions based on the data. 

These automatic techniques can accomplish several goals including data aggregation, object detection, 

and parameter estimation. For data aggregation, a program can integrate or average the image data over 

space or time, to provide dimensionally reduced data for easier data processing and decision making. 

Object detection is a form of data aggregation, aggregating two-dimensional spatial information into a 
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binary value that represents whether an object is present or absent within a specific time period. 

Parameter estimation is a more general transformation of two-dimensional spatial information into a 

scalar or vector value representing some specific scene quantity. All of these techniques may operate on 

spatial or spatiotemporal data, with examples of each throughout the work. 

1.1.4.1: Object Detection  

Here, generic, parameter-based detectors and training-based detectors are explored. By training, we refer 

to explicitly providing some information to the detector that specifies what object to search the image for, 

as well as possibly information about the scene itself. Non-trained detection approaches may involve 

techniques such as clustering as well as morphological operations. Trained detection approaches include 

linear matched filters, higher-order filters, as well as machine learning approaches. 

The parameter-based detectors are designed to parse images to find generic objects of interest. 

Techniques such as clustering [5] attempt to extract object features from an image, and group them based 

on spatial distances or other parameters. These features can be abstractions, such as detected corners 

within a scene, or more direct measurements, such as events, as defined with the Event-Based Sensor 

(EBS) in the next section. When a sufficient number of features are close in a given dimension, they are 

considered a cluster, that is, deemed to be an object of interest. This technique can demonstrate 

effectiveness in detecting objects; however, it is limited because it has no information on specific objects 

of interest. Techniques such as morphological operations [6, 7] attempt to detect objects based on their 

structure and representation in the image, such as the shape and size. The first reference [6] provides a 

highly mathematical description of the technique, and the second reference [7] provides examples of 

using the technique with imaging data. Detection with these techniques assumes that any data that passes 

through the operations is an object of interest. While performance with these non-training detectors is 

limited, they can operate quickly on data and may be appropriate as the first stage in a multi-stage 

detector, feeding into a training detector, discussed next. The non-training detectors may also be written 

in a way that biases them towards detecting specific objects or working in specific scenes, however this is 

implicit in the algorithm itself and is not normally an input. 

The training detectors use prior knowledge about the expected object of interest to identify the specific 

object in an image. This detection operation often includes a correlation stage that searches an input 

image for the specific object. The simplest trained detectors are linear matched filters, which can be 

viewed as non-pre-whitened and pre-whitened filters. These detectors are effective when the object and 

the background are known exactly or can be described using second-order statistics. The non-pre-

whitened filter is the optimal detector, in the case that the object has no variance, the background is 
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uncorrelated, and the noise is additive, white, and Gaussian. This is approximately the case when the 

background is uniform, and the scene is sufficiently bright such that Poisson shot noise is approximately 

Gaussian by the Central Limit Theorem. Eq. 1.1 represents a simplified description of the matched filter, 

with a more in-depth description given in Chapter 4. 

 �ã�Æ�¿

â 
L ���6�T �C (1.1) 

where �ã�Æ�¿

â  is an image representing the output of the matched filter, �6 is the object template representing 

the expected object with no included noise or background, �T  represents the cross-correlation operator, 

and �C is the image to be searched for the template. After the operation, �ã�Æ�¿

â  can be compared to a 
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represented as a two-dimensional image, or as a vector where each dimension represents a pixel. 

The non-pre-whitened filter is simple to generate, with the template �6 being the expected image of the 

object against an uncorrelated background, and closely follows linear systems theory. This filter is 

commonly used with a change detection-configured imaging system, where the background can be 

registered with itself over time and removed, leaving only moving objects against an uncorrelated 

background. With this change detection approach, the non-pre-whitened filter becomes the optimal 

detector and more complex filters are superfluous. Note that throughout the dissertation, we refer to �³�Q�R�Q-

pre-�Z�K�L�W�H�Q�H�G���P�D�W�F�K�H�G���I�L�O�W�H�U�´����as �V�L�P�S�O�\���³�P�D�W�F�K�H�G���I�L�O�W�H�U�´�����)�R�U���D�Q���L�Q-depth tutorial, Turin [8] provides an 

introduction matched filtering for one-dimensional RADAR data. A book on correlation filters [9], 

specifically Chapter 5, discusses two-dimensional matched filters, different matched filter variants, and 

the supporting mathematics. Chapter 6, where the authors discuss modifications to the matched filter to 

enable robustness in non-ideal scenarios, may also provide context for the practical usage of matched 

filtering. 

If the background is nonuniform, but its correlations can be described by second order statistics, the non-

pre-whitened filter is no longer optimal and pre-whitened matched filter becomes the optimal detector 

[10]. This reference [10] provides a description of the pre-whitened filter, also known as a linear Fisher 

discriminant, in addition to discussion on performance assessment and human performance, topics that I 

briefly discuss in the next subsection. Here, the covariance matrix that describes the scene statistics is 

inverted and applied to the input image, performing a pre-whitening stage that removes scene 

correlations, presenting the optimal input to a non-pre-whitened stage. To train this filter, the covariance 

matrix has to be generated and inverted, which in the case of a one-megapixel image, has one trillion 

elements. Computing the inverse here, with inversion having a superquadratic time complexity, is out of 

the question for standard computers. However, by making assumptions on the nature of the matrix, 
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authors have managed to generate this inverse matrix [11] despite its size. Eq. 1.2 provides the summary 

equation implementing the pre-whitened matched filter. 

 �ã�Æ�¿

â 
L ���6�T �w�?�5�C (1.2) 

Where �w is an inverse covariance matrix representing an expected input image. This expected input 

image accounts for all known second-order statistics in the scene. 

Usage of the pre-whitened matched filter is limited in general because scenes describable with second-

order statistics are usually limited to mathematical constructs. However, there are cases where this filter 

still has good performance because the scene can still be approximately described with second order 

statistics. In one example, discussed in subsection 1.1.5.1 and a prior reference [10], the authors managed 

to predict human performance when detecting a tumor in the human body in radiogram images. Pre-

whitened filters are also limited in lens-based imaging systems because there is a high variance in 

expected scenes. For example, when imaging urban scenes, the scene can have many different shifted 

positions on the focal plane, can image different buildings and objects, can image in different lighting 

conditions, and many other complexities. Linear pre-whitening stages perform poorly at encapsulating all 

of these complexities and are not a good choice with detecting with raw camera images. However, other 
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robust performance despite complexity. 

When applying trained detectors to more complex scenes that cannot be described with second order 

statistics, a linear detector is no longer optimal. These more complex scenes represent more realistic 

scenes, and as such, a non-linear detector should be used in these systems. Here, I introduce two nonlinear 

detector approaches, specifically quadratic detectors and machine learning-based detectors. However, 

these were not a focus in the dissertation, so I limit the discussion here. The quadratic detector [12] is 

trained like the pre-whitened matched filter, however, requires more input data and a more complex 

training algorithm. Usage of the quadratic detector is limited because machine learning techniques often 

achieve better performance, generalize across different scenes better, and have a broad user base across 

many fields. The machine learning detectors often use some type of neural network, as well as a training 

set of images that are expected to represent the scenes that the detector is used with. The machine learning 

detectors have a reputation for generalizing well across a broad range of training data, having 

performance in complex scenes above and beyond linear detectors. However, the behavior of machine 

learning techniques is poorly understood and there are many instances where they can fail drastically and 

unexpectedly. A relatively recent survey paper [13] provides an over machine learning techniques for 

defense applications, however the techniques are not used in this work. 
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The four above techniques: Non-pre-whitened, pre-whitened, quadratic, and machine learning, have 

increasing amounts of robustness to non-ideal scenes. Another approach to managing scene complexity is 

to generate multiple filters and input images to every filter, selecting the best filter output as 

representative of the detection. With the simpler linear filters, many different filters are required, but with 

machine learning techniques, the filter is robust to scene variations. As such, machine learning would 

require fewer, but more complex filters. Here, filter design could be viewed as a trade space, between 

testing scenes against many simple detectors, or testing scenes against fewer complex detectors. 

For performance testing with problems like the ones discussed in this dissertation, the linear detectors, 

including matched filters, are straightforward to implement and reproduce, they are very well understood, 

their performance can be analytically computed for simple scenarios if necessary and they can be 

generalized to other scenarios. In addition, the EBS is a change detection camera, which given a stable or 

static background, can detect with the non-pre-whitened filter in a close-to-optimal way. 

1.1.5: Imaging System Performance  

The performance of an imaging system is often related to its usefulness at accomplishing a specific task. 

Here, three specific classes of tasks are presented with discussion on how performance is measured in 

each: Presenting a human observer with an image, deciding based on image data, and measuring a 

quantity from image data. I then briefly discuss noise and how it affects system performance. 

1.1.5.1: Human Usage of Images  

Humans often directly use image information to complete a task. For example, in military helicopters, 

pilots are often presented with images acquired from an infrared camera. The pilot then analyzes the 

image to determine whether it contains an object. Here, performance is measured by the ability of the 

pilot to see an object when it is in the scene, and to correctly determine if an object is not in the scene. In 

another example, a doctor uses a radiology image to determine whether a patient has cancer. 

In the helicopter case, the pilot is searching an image for objects that look like targets of interest. The 

background may be cluttered, with other objects that might be confused as a target. This clutter has 

arbitrary structure, as there is a vast amount of possible scene variations with many different factors that 

can affect the ability to detect a target. With a wide range of possibilities, it is difficult or impossible for a 

researcher to measure performance in a way that represents every possible scenario. The imaging 

literature addresses this problem in several ways. The Army has developed heuristic metrics that, with 

decades of testing and experience, have been found to represent performance across a wide range of 

scenarios [16, 17, 18]. Another group at the Georgia Tech Research Institute (GTRI) illustrates a similar 
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approach [19, 20] where the authors show imaging performance for a class of backgrounds e.g., urban or 

natural backgrounds. 

From the Army work, performance is measured with the Targeting Task Performance [18] (TTP) metric, 

with precursor metrics including the Johnson Criteria [16] and Johnson Criteria-like metrics [17]. These 

metrics are based off expensive field trials using human personnel, and measuring their ability to detect 

targets, as well as scene parameters that affect this ability. However, this was for humans detecting 

targets, either from viewing frame-�E�D�V�H�G���L�P�D�J�H�V�����R�U���E�\���L�P�D�J�L�Q�J���D���V�F�H�Q�H���G�L�U�H�F�W�O�\���R�Q���D���K�X�P�D�Q�¶�V���H�\�H���Z�L�W�K���D��

system such as binoculars. This was a valuable approach because performance predictions did not need to 

directly measure performance across a wide range of possible scenes. However, the metrics were only 

applicable to direct frame images imaged by a human and would not translate to an EBS performance 

measurement. Whether this translation is possible is an open question. 

In the medical case, radiographs, tomographic images, or other medical images are presented to a doctor, 

who searches the image for signs of disease. Because the general shape of the body is similar across 

people, it is possible to align the image such that it is similar across different people, reducing scene 

variations. This reduced variation leads to the possibility of more direct performance assessment than in 

the helicopter case. One application of this direct performance is the usage of linear detection techniques 

to simulate human task performance [10]. Here, a pre-whitened matched filter was used to predict a 
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1.1.5.2: Decisions Based on Image Data  
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case, but can also automatically make decisions with algorithms. In this work, these decisions involve 

detecting or classifying objects present in an image, with the decision being whether the object is absent 

or present in the scene. Performance in decision tasks is often completed with Receiver Operating 

Characteristic [21] (ROC) analysis, or with the equivalent Precision Recall [22, 23] (PR) analysis. 

ROC plots the probability of deciding that an object is present, given that it is present (Probability of 

Detection, or PD), versus the probability of deciding that an object is present, given that it is not present 

(Probability of False Alarm, or PFA). The ROC plot is a parameterized plot, such that a user can tune the 

parameter to select a specific PD value given a specific PFA value. In general, ROC performance can be 

summarized by integrating the area under the plot. Specifically, this Area under the ROC Curve (AUC) 

value is between 0.5 and 1.0. With a value of 1.0, the ROC curve is interpreted as the system having 

perfect performance in terms of always detecting the object when it is present, and never detecting the 
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object when it is not present. An AUC value of 0.5 means that the system has no performance, where the 

user may as well randomly guess at the presence of an object. 

ROC analysis is prioritized in this work, however the same results could be achieved with PR. For more 

information, the ROC reference [21], describes ROC analysis and why it is a valuable analysis method. 

1.1.5.3: Measurements Based on Image Data  

Image data can be further analyzed to generate measurements used as input for further processing or 

provided as statistics to a user. For example, a researcher might try to measure the velocity of a moving 

object, using methods such as a Kalman filter, a motion compensation algorithm, or an optical flow 

algorithm. In another case, a doctor might want to estimate the size of a tumor and attempt to measure a 

detected tumor with an algorithm. In a third case, an algorithm might want to not only detect an object but 

quantify its position with the image. In some cases, a decision has to first be made, that the object is 

present, and the quantity can be measured. In other cases, the object is assumed to be implicitly present, 

and the decision step is also implicit. 

There are various metrics that can be developed to quantify the measurement. A common approach is to 

use Mean-Squared Error (MSE) metrics that measure performance as the deviation of the measurement 

from some truth value. MSE metrics are useful but must be anchored to a physical value to be useful. 

For measurements that require an explicit detection stage, the Localization ROC, or LROC [24] metric is 

often used. LROC measures the probability of correctly detecting and localizing an object of interest, 

within a circle of confusion, versus the probability of false alarm, again a parameterized function of some 

control parameter. 

1.1.5.4: Noise and its Relationship to System Performance  

Measurement noise consists of random variations in the measured irradiance at each pixel. These 

variations may be attributed to randomness in the incident light, in the detector, in the read-out circuit, or 

elsewhere in the imaging system. Imaging system noise adds variance to all irradiance measurements, 

leading to confused decisions and inaccurate measurements. Regarding decision making, noise 

contributes by making non-objects of interest sometimes appear similar to objects of interest, and vice 

versa. In tasks such as moving object detection, where the moving object can often be easily distinguished 

from the background, the noise component of the measurement often limits system performance. 
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1.1.6: Imaging System Design  

Given a task, and some knowledge about a class of scenes, an imaging system designer will often want to 

optimize the system towards this goal. As such, a designer can optimize multiple elements in the imaging 

chain, often concurrently. 

First, a designer can optimize the imaging hardware, including the lens and other elements before imaging 

on the focal plane, and the specific digital camera focal plane. Imaging hardware optimization can include 

activities such as lens design and selection, aberration correction, and light amplification. Lens design 

activities often attempt to reach specified optical specifications, such as depth of field or minimal system 

aberrations, while maintaining a small ratio between the focal length and lens diameter, also known as the 

f-number. Camera focal plane optimization includes the development of specialized hardware that can 

perform well at specific tasks. This activity contrasts with using a standard frame-based camera that is not 

specialized for any one task, and the EBS and other sensors fall into this specialized sensor category. 

Second, a designer can optimize the processing stage with better algorithms designed for the specific 

scene, or better processing hardware to speed up the system. Algorithm optimization can include 

specialization, speed optimization, and task performance optimization. By specialization, I mean to build 

an algorithm specifically for an imaging chain, as opposed to using a generic algorithm. For example, the 

optical flow [14] and motion segmentation [15] algorithms can both be used to separate objects based on 

their motion in spatio-temporal data. However, optical flow algorithms are designed to provide generic 

motion information that may have insufficient quality for the task, compared to a more specialized 

algorithm. Other optimizations can trade off task performance for speed or can provide lower quality data 

with a faster algorithm that can enable some tasks. 

The above optimizations are done simultaneously in a field called computational imaging, where imaging 

hardware and processing algorithms are co-developed to optimize system performance. For example, one 

can optimize the amount of task-specific information [25] (TSI) available for a given task by computing 
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are often sensitive to other ignored parameters such as temperature or vibrations, and/or reducing such 

sensitivities is an active research area. 

1.2: EBS Technology Description  

This section describes the Event-Based Sensing (EBS) technology, its design, operation, and history. 
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1.2.1: EBS Device Behavior  

The EBS consists of a two-dimensional array of EBS pixels, all integrated together with a read-out circuit, 

which is then integrated into a usable camera. The EBS pixel provides change detection functionality and 

generates a signal for the read-out circuit when a sufficient change in the incident irradiance is detected. 

This subsystem integrates into a larger camera module that provides interfaces to other subsystems such 

as a controlling computer or optics. The section presents a high-level description of each of these 

components, as well as discussion on how the device is used in this work. 

1.2.1.1: EBS Pixel  

The EBS pixel is a photodiode electronically interfaced to a change detector circuit through a 

transimpedance amplifier. The change detector circuit outputs when the change in the input surpasses a 

constant threshold. This input is generated by a transimpedance amplifier that converts the measured 

photocurrent into a logarithmic quantity. By operating in this log space, the overall system detects a 

constant logarithmic change in the irradiance at each pixel, or equivalently detects a percent change in 

irradiance. Eq. 1.3 describes the temporal contrast, and Eq. 1.4 relates the temporal contrast to the 

generation of output, called events, at the pixel. 
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where �%�Í�Ø�à�ã�â�å�Ô�ß is the temporal contrast in units of per second, �+�:�P�; is photocurrent derived from the 

irradiance measurement with a photodetector, �A�:�P�; is the event rate in units of events per second, and �à is 

the contrast threshold in units of per event. Given a small temporal contrast, �%�Í�Ø�à�ã�â�å�Ô�ß can be 

approximated as a percent change over time and can be rewritten with units of percent change per second. 

This enables �à to be expressed with units of percent change per event, which is straightforward to 

interpret versus units of one per event. 

A figure from the EBS paper visualizes the different components of the pixel and how they behave, as 

seen in Fig. 1.2. In Fig. 1.2 (a), the measured irradiance value is first converted to a log photocurrent. This 

logarithmic operation accounts for the high dynamic range of the pixel. The log photocurrent is then fed 

into a differencing circuit that completes the change detection operation. Finally, the output is fed into a 

pair of comparators that determine if either an on event or an off event should be triggered. In Fig. 1.2 (b), 

the event outputs and how they relate to a temporally changing input are illustrated. 
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Fig. 1.2: Copyright © 2008, IEEE [26, 26.1]. An illustration of the EBS pixel behavior. In (a), the device behavior is 

presented. In (b), the principal behavior is described with an example waveform. 

The EBS pixel was designed to implement the change detection capability with low pixel circuit 

mismatch, high dynamic range, and low signal latency with a small pixel pitch [26]. This circuit is 

designed for computer vision applications where a goal is to capture all available scene information in 

minimal time without device reconfiguration. Recent works describe different EBS benefits: Low power, 

high dynamic range, and low latency [27]. For this work, value the change detection capability itself, and 

how it is used to selectively output only changing pixels. While this work focuses on EBS, w expect the 

results to generalize to other change detection sensors. 

1.2.1.2: EBS Read -out circuit  

After an event is generated by a pixel, a global read-out circuit detects the event and its location. The 

event and location are combined with a timestamp to generate the full event data structure. This general 

read-out operation is used in all EBS sensors. However, different implementations have emerged [28] 

[29] [30] that use different read-out approaches. 

The earliest implementation uses an asynchronous handshake circuit, where a device called an arbiter 

searches for signals in the pixel grid and establishes a connection with the triggered pixel through a 

handshake, followed by measurement of the event. The connection is then disestablished and the arbiter 

searches for signals again. The event timestamp has 1 microsecond precision here, however other factors 
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in the read-out subsystem limit the accuracy of this timestamp to about 100 microseconds. Section 2.2 in 

the referenced book [28] provides more details on this read-out approach. 

A newer implementation uses a semi-synchronous design [29], where an event is triggered at many 

pixels, but the event is only read out in aggregate with the other triggers after a waiting period. The 

waiting period reduces the timestamp precision but enables a higher event throughput as the handshaking 

overhead is greatly reduced. 

An even newer and less-proven implementation uses a raster scan to find and read-out, changing pixels 

[30]. The advantage here is that searching for triggered pixels involves searching for a digital signal. This 

purely digital scanning process is low-cost, in terms of power consumption and latency, as opposed to 

scanning a pixel, reading out the analog signal, and converting it to digital in traditional frame-based 

systems. In addition, this approach does not have the overhead associated with the arbiter in the 

asynchronous circuit and can operate at lower power than the asynchronous read-out circuit. However, 

this circuit is new and will require further development before its usage in commercial devices. 

All of the read-out circuits share the common trait that they only output a pixel when a sufficient change 

is detected, which leads to a reduced bandwidth in EBS versus reading out full frames. Reduced 

bandwidth is the main advantage in this work with EBS, because if an object of interest is small and 

moving, while the background is static, the required data is greatly reduced while still providing 

information on the moving object. 

1.2.1.3: EBS Noise  

Like a frame-based sensor, EBS outputs noise, however the noise is of a binomial nature versus the 

continuous nature of a frame-based sensor. EBS noise can be partitioned into optical-based noise, 

detector-based noise, and electronic/processing-based noise. As the output of EBS is events, a noise event 

will be triggered when the irradiance signal, plus noise sources, is sufficiently above or below the prior 

�H�Y�H�Q�W�¶�V���P�H�D�V�X�U�H�G���V�L�J�Q�D�O���S�O�X�V���Q�R�L�V�H�� 

The literature describes two noise regions dependent on the measured irradiance at each pixel [31] [32]. 

At low irradiance, optical shot noise dominates the noise, and at high irradiance, junction leakage 

dominates. With a default temporal contrast threshold with the DAVIS346 [33], The event noise is 

measured without a noise filter [34] to minimize around 20,000 events per second, increasing up to 

millions of events at high and low irradiances. In Chapter 5, some analysis on the noise and its effect on 

system performance is conducted, providing quantification on how this value compares to a frame-based 

sensor. 
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Researchers have developed many techniques to remove noise events from the data stream, by using 

techniques such as removing any spatio-temporally uncorrelated events [34, 35]. These techniques 

manage to significantly reduce the number of noise events while maintaining events associated with scene 

objects and motion. One work quantifies this performance using ROC analysis [36], measuring the 

probability of a noise event passing the filter (false alarm) versus the probability of an object/scene event 

being rejected by the filter. This quantification shows the benefits of such a technique and its application 

in this work. 

1.2.1.4: Integrated Devices  

To build a useful device, the EBS pixels must be integrated with a read-out circuit, which is then 

integrated with electrical and mechanical interfaces. The integration with processing often includes some 

sort of on-camera processing, as well as an interface to a personal computer. In EBS devices used here, 

the interface is a USB3 port that connects between the camera and the computer. The on-camera 

processing often includes timestamp hardware, USB interfacing hardware, and some computing 

controlled by onboard firmware. For example, the DAVIS346 [33] has all of these features and has an 

onboard field programmable gate array (FPGA) that can handle some real-time processing algorithms 

such as a noise filter. In addition to the electronic interface, by using a camera module, mechanically 

integrating other components such as mounts and lenses becomes straightforward. By integrating these 

interfaces with the EBS hardware, it becomes straightforward to reconfigure the EBS hardware for 

different optics and different applications. 

1.2.2: EBS History  

Here, a brief history of EBS technology is presented, starting with a description of the early technology, 

followed by the development of the EBS sensor, and finishing with a description of the device 

commercialization and widespread adoption. 

1.2.2.1: Early Technology  

The EBS technology is based on research around 1990 in neuromorphic engineering and sensing [41] 

[42]. The goal of this research was to build electronic sensors that would mimic the way the human eye is 

understood to work. Specifically, the research integrated mixed signal analog/digital circuits, with 

asynchronous digital design, to build imaging sensors that had features similar to the human visual 

system. 

These neuromorphic imaging sensors were designed to use electronics to amplify high frequency spatial 

and high frequency temporal scene content. The spatial features correlate to the edges of objects and the 
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temporal feature correlate to the motion of change of objects. Both the spatial technology and the 

temporal technology have been improved and implemented with modern processes (Spatial: [43], 

Temporal: [26].) 

The development of electronic spatial high-pass filtering has important context here, because temporal 

filtering has demonstrated a high minimum temporal contrast that could be mitigated with the spatial 

filtering. The concept complements work in optical spatial high-pass filtering, which when combined with 

the electronic filtering would allow EBS performance at lower scene contrasts. 

1.2.2.2: EBS Development and Commercialization  

EBS technology was developed at the Institute of NeuroInformatics (INI) in Switzerland. The early 

neuromorphic sensing researchers were among the first faculty there. I view pre-EBS research there and 

in other institutions as developing the building blocks and circuit background necessary to innovate with 

EBS [44]. I also reference the neuromorphic systems book for documentation on EBS circuits [28], 

especially chapters 2, 3, and 10-13. 

The first EBS was developed in 2005 [45]. The EBS pixel, described in subsection 1.2.1.1, was patented 

in the USA in 2007 [46]. The first commercial EBS, the DVS128 [47], was made publicly available no 

later than 2013, following the Dynamic Vision Sensor [26] (DVS) design. This 128x128 camera had 

asynchronous read-out electronics and operated at a 1 million events per second throughput. This camera 

was sold by the startup, IniLabs, named after where it was invented. The startup spun off a second entity, 

iniVation, to market EBS technology. IniVation followed up the DVS with the DAVIS240 [48, 49] 

camera, that integrated a frame-based sensor on the same focal plane as the EBS. The DAVIS240 was 

then followed up with the DAVIS346, which is the camera used commonly in this dissertation. 

Other organizations have commercialized EBS technology, most notably Samsung and Sony. Samsung 

developed the semi-synchronous read-out technology and integrated it into a 640 by 480-pixel focal plane 

[29�@�����7�K�L�V���I�R�F�D�O���S�O�D�Q�H���L�V���X�V�H�G���L�Q���L�Q�L�9�D�W�L�R�Q�¶�V���P�R�U�H���U�H�F�H�Q�W���'�9�;�S�O�R�U�H�U���F�D�P�H�U�D���>50], and I believe it is used 

in a third �(�%�6���V�W�D�U�W�X�S�����3�U�R�S�K�H�V�H�H�¶�V, OnBoard camera [51], however the OnBoard is likely now 

discontinued. Sony has invested in a new pixel architecture where the two-dimensional focal plane 

consists of several layers stacked in a third dimension, enabling smaller pixels because the stacked 

electronics can fit more functionality into a smaller cross section. This focal plane has a 720p resolution, 

consisting of 1280 by 720 pixels[52�@�����D�Q�G���L�V���X�V�H�G���L�Q���3�U�R�S�K�H�V�H�H�¶�V���+�'���F�D�P�H�U�D���>53]. 

�,���Y�L�H�Z���(�%�6�¶�V���E�U�H�D�N�W�K�U�R�X�J�K��success, as opposed to earlier devices, as being due to its focus on traits 

important to the computer vision community, as described in subsection 1.2.1.1. 
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1.2.3: Similar Change Detection Cameras  

Other sensor technologies are designed for change detection, including the Massachusetts Institute of 

Technology, �/�L�Q�F�R�O�Q���/�D�E�R�U�D�W�R�U�\�¶�V���G�L�J�L�W�D�O���I�R�F�D�O���S�O�D�Q�H���D�U�U�D�\�����'�)�3�$�����>54], which is designed for a more 

general-purpose on-FPA processing, and the �8�Q�L�W�H�G���.�L�Q�J�G�R�P�¶�V��SCAMP [55] camera which implements 

general-purpose, analog on-FPA processing. I describe the DFPA and SCAMP cameras because they 

provide context for potential future development of EBS technology, as well as potential applications for 

techniques developed in the dissertation. 

The DFPA is a sensor that converts the measured analog light level to a digital value at each pixel, and 

each pixel has the capability of operating on its own measurements and the measured values stored at 

neighboring pixels. The capability has traits including high dynamic range, background cancellation, 

bandwidth reduction, and spatial filtering. The DFPA can operate with similar behavior to EBS including 

high dynamic range and background subtraction, while operating with low noise because of digital 

computation. Overall, the DFPA would likely have higher performance with similar operations to EBS, 

however there are advantages to EBS as discussed in the next subsection. 

SCAMP is like DFPA, but it operates directly on the photodetector stored charge instead of converting 

the measurement to a digital value. Behavior is like DFPA in that SCAMP has high dynamic range, 

background cancellation, bandwidth reduction, and filtering capabilities, however the operation is 

completed using analog processing and has high noise compared to DFPA. I expect SCAMP to have 

performance like EBS, however SCAMP also has more general programmability than EBS. I view DFPA 

�D�V���K�D�Y�L�Q�J���K�L�J�K�H�U���S�H�U�I�R�U�P�D�Q�F�H���W�K�D�Q���6�&�$�0�3���E�H�F�D�X�V�H���R�I���U�H�G�X�F�H�G���Q�R�L�V�H���L�Q���'�)�3�$�¶�V���G�L�J�L�W�D�O���S�U�R�F�H�V�V�L�Q�J�� 

Because these other technologie�V���F�D�Q���S�H�U�I�R�U�P���R�S�H�U�D�W�L�R�Q�V���O�L�N�H���(�%�6�¶�V���R�S�H�U�D�W�L�R�Q�����W�K�H���D�Q�D�O�\�V�L�V���D�Q�G��

experiments in Chapters 3-5, in principle apply to these technologies in the same way. All three 

technologies fit within a class of on-focal plane processors where this dissertation�¶�V results apply to an 

extent. In the next subsection, a comparison of these technologies to EBS shows why EBS is used. 

1.2.4: Why Use EBS? 

In most defense applications, high dynamic range is not necessary, and the latency provided by EBS is 

lower than necessary, which were major design goals of the EBS pixel. As such, one might expect a 

sensor better designed for defense applications. 

Academic and industry interest in EBS may be because it provides a readily available, turnkey system 

that enables the testing and evaluation of the change detection capability. In other words, the value of 

EBS may be that it can be purchased for a relatively low cost, with around a month lead time, and once 
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received, jAER or similar software is easily downloaded for quick usage. The usability is likely because 

there is a larger community of interest behind EBS in computer vision, than there is behind the other 

technologies. As such, significantly more investment in EBS is likely than in similar sensor technologies. 

1.3: Project Motivation, Summary, and Impact  

1.3.1: Project Motivation  

The project was motivated by the need to build better object detection imaging systems for defense 

applications. An important problem in this application space is the detection of small objects resolved to 

at most several pixels within a large, cluttered background. An example of such task is unmanned aircraft 

detection where RADAR technology has difficulty detecting the object because of its small radar cross 

section. A popular solution in this task has been to use frame-based electro optic/infrared (EO/IR) 

technologies to search a field of view for the object [56] [57] [58]. However, these devices have a limited 

field-of-view-space-time-resolution (FST), in that they cannot image a WFOV with sufficient spatial 

resolution at a sufficient frame rate, to adequately complete the task. There are also contrast limitations in 

that even if there is sufficient spatial resolution to detect the object, the object can often blend in with the 

background such that detection can still be challenging. Eq. 1.5 describes the FST relationship. Fig. 1.4 

describes the FST limitation. 

 �$ 
L �%�(�5�6�4 (1.5) 

where �$ is the read-out bandwidth, in units of bytes per second, �% is a data size constant, in units of 

average bytes per pixel, �( is the field of view in units of square degrees per field-of-view, �5 is the spatial 

resolution, in units of pixels per square degree, and �6 is temporal resolution with units of fields-of-view 

per second. �4 is a data reduction constant that represents the fraction of the total amount of pixels 

�W�U�L�J�J�H�U�H�G���L�Q���W�K�H���I�U�D�P�H���U�D�W�H�¶�V���S�H�U�L�R�G���D�Q�G���L�V���X�Q�L�W�O�H�V�V�����E�X�W���G�H�S�H�Q�G�H�Q�W���R�Q���(. Given fixed values of �$, �%, and �4, 

any increase in �(,�5, or �6 must correspond to a corresponding decrease in the other two values. This 

concept is illustrated below in Fig. 1.4 as a trade space between F, T, and S with other parameters 

constant. 
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Fig. 1.3: An example of the limited FST of an imaging sensor 

The system limitation above is for a relatively low-priced frame-based sensor. Efforts to build large 

cameras that ameliorate the above trade off, on the order of hundreds of megapixels to gigapixels have 

been researched [59], however such systems have scaling issues such as processing, power, and system 

capacity. 

To address the system limitations given limited �$, we consider the EBS technology, which has change 

detection circuits at every pixel that only output when the irradiance at the pixel changes. For a scene 

constrained to a static background and a small moving object of interest, such as an unmanned aircraft, 

only pixels associated with the moving object would output. The reduced bandwidth means that an 

imaging system could be built with reduced requirements, or equivalently that the EBS system could 

image a higher FST scene with the same requirements. In other words, EBS systems provide an 

expansion in the FST trade space compared to frame-based systems. 

The trade space expansion can be quantified with respect to the EBS, which would decrease the data 

reduction constant R. In terms of Eq. 1.5, the data reduction constant �4 would decrease, enabling larger �(, 

�5, or �6 values with the same read-out bandwidth. In practice, a standard frame-based camera would have 

�%
N 1 byte per pixel and �4 
N�s, while an example EBS has �%
L �z bytes per pixel and �4 
N�ä�r�r�v in 

optimal conditions with a 60Hz reference temporal resolution and without a hardware noise filter [34]. In 

this case, �4 
N�s when every pixel outputs every period. �%
L �z because of the AEDAT format [39], which 

in common usage has eight bytes per event. �4 
N�ä�r�r�v corresponds to a general observation of the 

expected amount of EBS pixels triggered within a 1/60 second window, given a static, well-lit scene. 
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With the hardware noise filter in an observed average-case performance, �4 further decreases to �4 
N

�ä�r�r�r�t�w. The EBS here has thirty-one and five hundred times the FST of the frame-based sensor, without 

and with the hardware filter, showcasing theoretical benefits of EBS. Fig. 1.5 provides a simple 3D plot 

�V�K�R�Z�L�Q�J���K�R�Z�����L�Q���S�U�L�Q�F�L�S�O�H�����W�K�H���V�\�V�W�H�P���S�H�U�I�R�U�P�D�Q�F�H���F�D�Q���F�K�D�Q�J�H���J�L�Y�H�Q���(�%�6�¶�V���4 improvement. 

 

Fig. 1.4�����*�L�Y�H�Q���D���F�R�Q�V�W�U�D�L�Q�H�G���V�F�H�Q�H�����(�%�6���L�Q�F�U�H�D�V�H�V���W�K�H���L�P�D�J�L�Q�J���V�\�V�W�H�P�¶�V���V�S�D�W�L�R-temporal resolution. By reducing �4, 

�Z�K�L�F�K���Z�H���P�R�G�H�O���W�K�H���(�%�6�¶�V���E�H�K�D�Y�L�R�U���D�V���G�R�L�Q�J�����W�K�H���W�U�D�G�H���V�S�D�F�H���F�D�Q���E�H���H�[�S�D�Q�G�H�G�����D�V���G�R�Q�H���K�H�U�H���I�R�U���W�K�H���F�D�V�H���R�I���V�S�D�W�L�D�O��

resolution. 

In an FST-limited system, the trade space expansion may translate into an improved application with EBS 

sensors. Tasks like the small, unmanned detection task have performance correlated to pixels-on-target, or 

the spatial resolution with respect to the small unmanned aircraft, where the increased R values can 

translate directly into higher pixels-on-target, while increasing the other parameters can enable a more 

robust imaging system. 

To conclude, usage of the EBS can improve the spatio-temporal-field-of-view trade off with respect to 

frame-based sensors. If one can provide a data reduction with the other parameters in Eq. 1.5 held 

constant, by reducing �4, the trade space can be expanded in ways that can increase the imaging system�¶�V��

performance. This higher performance can be useful in resolution limited applications such as the drone 

detection problem described earlier. 
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1.3.2: Limitations to Implementing Motivation:  

While EBS can achieve bandwidth improvements, it incurs the cost of reduced performance, at least in 

object detection applications. While the bandwidth reduction can be highly beneficial, improved EBS 

devices, in terms of parameters such as focal plane size or minimum contrast, will likely be required to 

mitigate the performance cost to prove EBS value over frame-based sensors. 

We did not manage to experimentally prove this trade space expansion in the dissertation because it 

requires higher resolution EBS sensors that match the state-of-the-art frame-based sensors. These higher 

resolution sensors are una�Y�D�L�O�D�E�O�H�����K�R�Z�H�Y�H�U�����S�U�R�J�U�H�V�V���K�D�V���E�H�H�Q���P�D�G�H���D�W���L�P�S�U�R�Y�L�Q�J���W�K�H���W�H�F�K�Q�R�O�R�J�\�¶�V���P�D�[��

�U�H�V�R�O�X�W�L�R�Q�����Z�L�W�K���L�Q�L�9�D�W�L�R�Q�¶�V���'�9�;�S�O�R�U�H�U���>50] having 307,000 pixels, and the Prophesee Gen 4 EBS [53] 

having 921,000 pixels. We anticipate that within the within several years, sufficiently large EBS focal 

planes will be available to test the trade space expansion. 

As an example of potential EBS value, we cite a common, inexpensive machine vision camera, the JAI 

GO-2400M-USB [60]. This camera can output at 374 million pixels per second, or 374 megabytes per 

second at eight bits per pixel resolution. This camera has a 2.4-megapixel focal plane and let us assume 

that the 374 megabytes per second represents the maximum processing speed of the system. With a 

commonly cited 100x bandwidth improvement for a static EBS, a 2.4-megapixel static EBS imaging the 

scene would only output 3.7 megabytes per second, freeing 99% of the reserved processor time. 

Alternatively, a 240-megapixel EBS would require the same amount of data and read-out bandwidth as 

the 2.4-megapixel frame-based sensor. 

However, neither a 240 megapixel nor a 2.4-megapixel EBS is available due to the early state of the 

technology. The largest available EBS is about one megapixel[52], but the vendor, Sony, does not make 

this camera available for defense research based on their ethical concerns. In the future, I imagine EBS-

based imaging systems attempting mosaic smaller EBSs to form larger, super-cameras, as done with 

frame-based sensors[59]. 

1.3.3: Project Summary and Impact  

This dissertation investigates neuromorphic event-based sensor (EBS) [26] imaging technology and its 

ability to improve existing frame-based sensor applications. Specifically, I investigate the problem of 

detecting small moving objects in larger scenes, as well as discuss other applications such as active 

coherent imaging and integrating EBS into existing systems traditionally reserved for frame-based 

sensors. �,���Y�L�H�Z���W�K�H���(�%�6�¶�V���P�D�L�Q���D�G�Y�D�Q�W�D�J�H���L�V��its orders-of-magnitude read-out bandwidth reduction over 

an equivalently sized conventional frame-based sensor. This bandwidth reduction comes from the 
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implementation of a change detection capability at every pixel, where the pixel only outputs when a 

sufficient temporal contrast, or a sufficient change in irradiance incident on the pixel, has been detected. 

The pixel converts the irradiance measurement into an electric photocurrent that is physically measured 

and compared to a temporal contrast threshold to detect the change. When a sufficient change is detected, 

the pixel outputs a discrete data unit called an event, which consists of a spatial location, a timestamp, and 

a polarity stating whether the change was positive or negative. We refer the reader to Eq. 1.3 and Eq. 1.4 

as a reminder about how the photocurrent relates to the temporal contrast and the event rate. 

This work will enable engineers to quantitatively evaluate EBS capabilities versus frame-based 

capabilities and, as the technology continues to succeed and develop, EBS will be commonly used in 

commercial and defense imaging systems. We envision EBS being implemented in a high pixel count 

camera for wide field-of-view (WFOV) imaging systems where standard frame-based sensors require 

high read-out bandwidth and high-performance processing. The orders of magnitude improvement in 

read-out bandwidth with EBS, demonstrated in this dissertation, can enable EBS usage in these WFOV 

tasks. 

1.4: Problem Statement  

The dissertation goal is to find answers for the following two questions: What are the quantified costs and 

benefits of EBS for defense imaging applications? How does EBS integrate with traditional optics 

technology and methods? 

1.5: Dissertation Outline  

As discussed in Chapter 2, there is a gap in the literature, both in others investigating the above problem 

with EBS and in their quantitative analysis of EBS. In Chapter 2, I attempt to describe this gap through a 

critical analysis and draw conclusions on how the gap can be filled. I then use these learned lessons to 

design new approaches that form the basis of my dissertation. 

This work has three main technical contributions: Hardware image stabilization with EBS (Chapter 3), 

relative performance between event-based and frame-based imaging systems (Chapter 4), and active 

coherent imaging with EBS (Chapter 5). These are briefly described here along with their potential 

impact. After describing all contributions, I provide a conclusion that synthesizes an overall dissertation 

impact from these works. 

Chapter 3 evaluates the read-out bandwidth of the EBS when mounted on a moving platform, compared 

to a static EBS. I then introduce hardware image stabilization, a technique from frame-based imaging and 

repurposed here to reduce read-out bandwidth requirements while moving. I introduce several techniques 
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for implementing the stabilization and evaluate them using a hardware-in-the-loop system. The results 

show a one-to-two order of magnitude reduction in bandwidth when stabilizing and moving, with room 

for further reductions to static bandwidth limit . This work quantifies EBS read-out bandwidth and the 

benefits and methods of stabilizing the EBS while moving. The demonstration of the stabilization 

methods provides a strong basis for implementing the technology in moving real-world systems, for 

applications such as detecting small objects within larger scenes. 

Chapter 4 develops a more complex test setup and uses it to compare the EBS to a close-to-equivalent 

frame-based sensor using receiver operating characteristic analysis. The analysis provides a baseline 

performance comparison between the two technologies and enables an engineer to conduct a cost benefit 

analysis to determine which technology to use in an imaging system. This analysis was the most 

challenging technical part of the dissertation as several months were spent double checking and 

recomputing results to ensure all possible errors or biases in the analysis were addressed. This 

�F�R�P�S�D�U�L�V�R�Q�¶�V���T�X�D�Q�W�L�I�L�F�D�W�L�R�Q���G�H�P�R�Q�V�W�U�D�W�H�V���D���S�H�U�I�R�U�P�D�Q�F�H���J�D�S���E�H�W�Z�H�H�Q���W�K�H���I�U�D�P�H-based and EBS systems 

in terms of the noise and the threshold of the EBS. The first impact is that a system designer can use the 

data here, or from a reproduced setup to address a more specific problem, to decide on using EBS or 

frame-based sensors in their imaging application. The second impact is by using the relative noise and 

threshold values, an EBS device designer can set concrete goals to develop future EBSs for achieving all 

�R�I���W�K�H���W�H�F�K�Q�R�O�R�J�\�¶�V���E�H�Q�H�I�L�W�V���Z�L�W�K���Q�R�Q�H���R�I���L�W�V���F�R�V�W�V�����7�K�H���W�K�L�U�G���L�P�S�D�F�W���L�V���W�K�D�W���W�K�H���V�H�W�X�S���H�Q�D�E�O�H�V��the above to 

be measured with respect to scene parameters, such that techniques can be specialized to match a certain 

task or scene. 

Chapter 5 evaluates the usage of EBS in imaging an active, coherently illuminated scene, and the ability 

to apply filtering in the optical domain to improve low-contrast object detection performance. I note that 

Chapter 5 is a joint effort with fellow graduate student Sebastian Valencia. Here, we measure the ability 

to detect example objects of varying levels of contrast with EBS and compare this ability to a level 

expected through theoretical calculations. We then add an optical high-pass filter to the system to increase 

the contrast of the image. We finally evaluate our ability to detect the example objects with this filter and 

compare this ability to expectations from the theoretical calculations. This work quantifies the benefits of 

the optical filter and validates the ability to use theoretical models to predict EBS behavior in new 

scenarios such as active coherent imaging. 

Regarding our specific contributions in Chapter 5, I contributed the project development and direction, 

the original concept, and helped troubleshoot technical problems. Sebastian contributed the technical 

work including modeling and simulation and laboratory work, as well as drafting the text. 
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The contributions here were selected to address an overall theme, described at the beginning of the 

section. The overall work quantifies the costs and benefits of using EBS in a frame-based sensor 

�D�S�S�O�L�F�D�W�L�R�Q�����G�H�P�R�Q�V�W�U�D�W�H�V���K�R�Z���(�%�6�¶�V���S�H�U�I�R�U�P�D�Q�F�H���F�D�Q���Y�D�U�\���G�H�S�H�Q�G�L�Q�J���R�Q���W�K�H���V�F�H�Q�D�U�L�R�����D�Q�G���H�[�S�O�R�U�H�V���K�R�Z��

EBS can fit into existing frame-based systems. Overall, these contributions allow an engineer to 

�T�X�D�Q�W�L�W�D�W�L�Y�H�O�\���U�H�D�V�R�Q���D�E�R�X�W���(�%�6�¶�V���F�R�V�W�V���D�Q�G���E�H�Q�H�I�L�W�V�����T�X�D�Q�W�L�I�\���G�L�I�I�H�U�H�Q�F�H�V���E�H�W�Z�H�H�Q���(�%�6���D�Q�G���I�U�D�P�H-based 

sensors to set EBS design performance goals, and develop systems around EBS technology. These 

contributions are necessary and important for building larger EBS capabilities and in advancing the 

overall research area. 

I included six appendices that expand upon several parts of the work. Appendix A describes the 

experimental parameters used in Chapter 3. Appendix B describes additional results regarding image 

stabilization with different EBS device biases. Appendix C discusses how I specified down from a broad 

request of the project sponsor to a specific research question. Appendix D discusses radiometric and 

luminance units and discusses how I contrast from the literature in using radiance instead of luminance. 

Appendix E describes the operation and usage in the experiments and includes discussion on software 

usage and how the configuration was decided. Appendix F briefly describes some experiments using the 

coherent imaging techniques with a reflective system, and discusses how EBS interacts with speckle. 
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Chapter 2  

Problem Background: Approaches to Solving 

Problem with EBS  

This chapter provides a description to my approach to the problem in Section 1.4. I found this chapter 

necessary to show the significance of the technical contributions. While the contributions are novel, this 

novelty is not derived from any special insight or capabilities, but from a perspective where EBS should 

be used like a frame-based sensor in a traditionally frame-based system. The goals of this chapter are to 1) 

provide evidence that this approach to EBS is valid within the context of other EBS approaches, 2) 

describe related research and how this prior research is limited in helping accomplish my project 3) given 

that the approach is valid, and in context with prior research, specify down to the different technical 

contributions and relate them back to the approach. 4) provide a concrete description of our approach in 

terms of EBS modeling. Subsection 2.1.1 accomplishes goal 1). Subsections 2.1.2 - 2.1.5 accomplish goal 

2). Section 2.2 accomplishes goal 3). Section 2.6 accomplishes goal 4) 

2.1: Specific Literature Survey, With Critical Comparison to Our Approach  

This section provides details about integration of Sections 1.3 and 1.4, the intersection of which is highly 

relevant to this work. Analyzing �R�W�K�H�U�V�¶���Z�R�U�N�V�����W�K�H�L�U���U�H�O�D�W�L�R�Q�V�K�L�S���W�R���W�K�L�V���Z�R�U�N is described in terms of a 

gap in knowledge between their work and the requirements for this work. However, when attempting to 

address �W�K�L�V���Z�R�U�N�¶�V���U�H�V�H�D�U�F�K���W�R�S�L�F, limitations in applying these works began to appear, which led to the 

solutions in upcoming chapters. The purpose of this analysis is to clarify �W�K�H���G�L�V�V�H�U�W�D�W�L�R�Q�¶�V��point of view, 

in terms of addressing the topic, with respect to other works. 

Next, background information on the state and applicability of multiple relevant technologies is 

presented. These technologies include the general EBS literature research direction, EBS devices, object 

detection algorithms, EBS imaging system integration, and EBS system performance analysis. 

2.1.1: EBS Literature Research Direction  

2.1.1.1: Sources of EBS Literature  

There are several available resources for learning about EBS. First, online resources including a search 

engine [61] and a website [62] were used for a high-level survey of the overall EBS topic. Most works 

were outside of the scope of this dissertation; however, several sections were within scope. These 
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valuable sections include the application sections of: Object recognition, motion segmentation, event 

denoising, control, and space applications. Additional valuable sections include the sections of datasets 

and simulators, software, and theses and dissertations. 

The third source was a well-cited EBS survey paper [27] written by EBS inventors and authors who 

publish large volumes of literature on EBS. 

The fourth source regards publicly available information from the American organization, the Defense 

Advanced Research Project Agency, or DARPA. As of publishing this document, DARPA has a program 

called FENCE [63] that is attempting to build an infrared EBS infrared sensor, with funding of sixty 

million dollars. This work is being conducted by defense contractors, without publicly available 

information linking specific technical work to the program. However, there is vague, high-level 

information that is analyzed and discussed below. 

The final source was the Defense Technical Information Center (DTIC) [64] to find cases of EBS uses in 

defense applications. A few relevant EBS works were found there, however they were vague and publicly 

unavailable. As such, these are not included in this dissertation and do not form the basis for any of the 

presented work. 

2.1.1.2: Review of Survey Paper and Literature Direction  

This subsection analyzes the language and priorities presented in the survey paper [27]. The research 

covered here is representative of the general direction of EBS research and is contrast with language and 

priorities in the dissertation. Only a portion of the paper is reviewed, from which conclusions are drawn 

and lessons are learned for further research. 

On the first page, the authors state that the work is focused on computer vision and robotics applications. 

On this page, EBS technology is described as bio-inspired, neuromorphic, and a paradigm shift. This 

description as appropriately suited to the intended audience in computer vision and robotics. Specifically, 

the audience in this research area is strongly associated with the high-technology industry, which thrives 

and has found many successes with �³high risk, high reward�  ́projects. This contrasts with the research 

direction here, in the context of an industry with a tradition of risk adversity, large investments in systems 

engineering and analysis, and long technology development cycles. �,�Q���F�R�Q�W�U�D�V�W���W�R���W�K�H���D�X�W�K�R�U�V�¶���I�R�F�X�V���R�Q��

computer vision and robotics, the work here focuses on a systems engineering audience, using different 

language such as event-based sensors, change detection, and compatible with frame-based systems. 

An example of this different audience is on the first page is that the authors state that a frame-based 

sensor has a frame rate that has no relation to the scene being imaged. However, many frame-based 
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sensors have a reconfigurable frame rate, and a user can select a frame rate that is most appropriate to the 

scene being imaged. For example, if a user is imaging a fast-moving vehicle, they would select a high 

frame rate, but could lower the frame rate if imaging a pedestrian. The authors may have made this 

statement because computer vision systems are expected to be used in environments where no prior 

knowledge of the scenario is available, or when it is not possible to reconfigure the camera. This 

implication has been observed in other works comparing EBS to frame-based sensors, where the frame-

based sensor is constrained to be unreconfigurable while in a configuration where low performance is 

expected. This statement shows that an advantage of EBS is that it does not require reconfiguration to 

work in a range of environments. 

Reviewing the section on EBS advantages, cited advantages were high temporal resolution, low latency, 

low power, and high dynamic range. Other advantages, such as the change detection capability or reduced 

bandwidth as advantages were not observed. 

The subsections for each EBS application were reviewed, where most of them discussed opportunities in 

the research area. Each section except object recognition discussed areas in which better algorithms could 

be written, or existing algorithms could be better compared. The object recognition opportunities stated 

that EBS recognition was inferior to frame-based recognition. The text then stated that the ideal scenario 

for frame-based recognition is a static camera and a static object. However, this could be shown false as 

in some more specific moving object recognition tasks, where a static camera with a moving object may 

be ideal. By applying a change detection approach, as discussed in subsection 2.2.3, background 

correlations can be removed, simplifying the problem, and making optimal detection/recognition possible 

with a simple algorithm, given object motion. An example of this is attempting to detect a stationary 

camouflaged animal in a forest. This task is significantly harder than if the animal begins moving, at 

which point its presence becomes obvious. T�K�H���D�X�W�K�R�U�V�¶���S�R�L�Q�W���R�I���Y�L�H�Z��may be due to frame-based 

computer vision algorithms operating directly on frames and not considering change detection 

preprocessing stages. 

The authors then suggest that EBS could provide value in a resource constrained task and could provide 

value in imaging from a moving platform, which are supported in this dissertation. As shown later, EBS 

is demonstrated to have reduced task performance, but also has reduced read-out bandwidth costs 

compared to frame-based sensing, which is especially useful when bandwidth constrained. Regarding the 

latter, stabilized but moving sensors are demonstrated to have improved but not equivalent task 

performance versus a static sensor. 
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Several conclusions are drawn from these and other analyses. First, the work should be completed for a 

specific target audience, not for the larger general EBS community. Second, EBS advantages should be 

explicit, specifically which ones are explored and measured. Third, that the EBS computes vision 

community places implicit constraints on frame-based sensors, and that approaching the technology from 

a different perspective may enable new ideas in the technology area. 

2.1.1.3: Search of Publicly Available DARPA FENCE Material  

The goal of this subsection is to provide information on the FENCE program in developing the sensor in 

IR for defense applications. Based on publicly available information on the DARPA FENCE program 

[63], the description provides general technical information about the program. 

�7�K�H���P�R�V�W���L�Q�W�H�U�H�V�W�L�Q�J���G�L�V�F�X�V�V�L�R�Q���L�V���L�Q���'�$�5�3�$�¶�V���M�X�V�W�L�I�L�F�D�W�L�R�Q��book [66] where a description of the project, 

the need for the work, and its benefits are described. There are many valuable parts here, discussed in a 

bullet list form. Their point of view to aligned with the dissertation, and as such there is less critical 

discussion here than with the survey paper. 

�x �³State of the art visible event-based cameras have been shown to produce over two orders of 

magnitude less data in optimal conditions relative to traditional framing cameras, because they 

only transmit data from pixels that have changed.�  ́

This data point is true through experimental validation, with emphasis on the term optimal. DARPA 

showed emphasized interest in data reduction, which the survey paper ignored as a primary benefit, but it 

is the primary benefit here. Other benefits can be derived from this benefit, as discussed in the next point. 

�x �³This leads directly to two orders of magnitude lower data latency and a commensurate reduction 

in power consumption.�  ́

This statement that can be true depending on how power and latency are measured. Preliminary 

measurements of EBS power performance suggest that at the camera integration level, the power level is 

approximately constant with the read-out bandwidth. With a custom system like the program is 

developing, realizing these power performance improvements is possible. Also, if data latency includes 

processing time and super-linear time complexity algorithms are used, it could be possible to reduce 

latency by more orders of magnitude. Regarding the general latency and power reduction, they depend on 

the specific design details and as such we are not in a position to agree or disagree without further 

information. 
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�x �³Despite their inherent advantages, existing event-based cameras are not compatible with DoD 

applications because DoD applications regularly face conditions that are not naturally sparse, 

where issues such as clutter and noise would cause a large percentage of the event-based pixels to 

change simultaneously. When this happens event-based cameras do not perform significantly 

better than traditional camera.�  ́

This is a key justification on approaching EBS from the defense side, as tasks are significantly different 

than in computer vision. This statement follows the theme of my dissertation, as my work can be viewed 

as quantifying the incompatibility and includes systemic approaches that mitigate the incompatibility. 

However, this point was interesting when contrasting with the program description, as frame-based 

sensors may also fail there in cluttered environments. This description acknowledges that EBS is not 

always better than frame-based sensors. 

A second insight from these statements is that EBS is compared directly to a frame-based sensor, and 

DoD applications are described generically, without regard to whether the task is accomplished with a 

frame-based sensor or EBS. 

�x �³FENCE will develop a four megapixel asynchronous read-out integrated circuit (ROIC), co-

designed with a 3D integrated processor that will intelligently remove noise and clutter to 

maintain low power and latency operation even when faced with all of the pixels firing 

simultaneously.�  ́

The goal is ambitious, as the state of the art in visible EBS is one megapixel. The program also aims to 

handle noise and clutter, the former of which is not addressed, but the latter is with hardware stabilization 

in Chapter 3. Experience with software clutter removal [68] suggests that the algorithms have super-linear 

time complexity and would take significant resources to discover new algorithms or optimize old 

algorithms to avoid these issues. As such, it may be possible to relax the processing requirements through 

integrated hardware stabilization techniques that reduce the EBS event rate. 

Overall, DARPA shows a large defense-focused aspect of EBS, which provides context for this �Z�R�U�N�¶�V��

impact. The FENCE program provides an authoritative counterpoint for focusing on the defense side of 

EBS as opposed to the computer vision side. 

2.1.2: Object Detection Algorithms  and Datasets  

The object detection problem involves detecting a small object inside of a complex background within a 

large field-of-view. One publicly available work has been found that attempts to solve a similar problem 
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with EBS. Much of the work here is inspired by this author, however here, a more quantitative approach 

to the problem is demonstrated, building off of lessons learned from this and other authors. 

In several EBS detection directions, of which a few are cited [67, 68], a machine learning algorithm is 

trained and tested on a commonly available dataset, with the performance here assumed to be 

representative �R�I���W�K�H���D�O�J�R�U�L�W�K�P�¶�V���J�H�Q�H�U�D�O���S�H�U�I�R�U�P�D�Q�F�H�����7�K�H�V�H���G�D�W�D�V�H�W�V���X�V�X�D�O�O�\���K�D�Y�H���D�Q���Hnsemble of images 

or videos, with no control over object placement or type, or scene parameters such as lighting or scene 

complexity. There is often only one recording per scenario, with no minor variations or additional 

recordings that can be used for statistical analysis. These datasets are designed for generic algorithms that 

can generalize to a wide range of scenes, however, are unfit to test algorithms built for a specific type of 

scenario. 

Reviewing the frame-based literature, a commonly available frame-based change detection technique [69] 

computes the difference between consecutive frames and thresholds the result. Any difference that 

successfully passes the threshold is deemed a significant change. This technique was found to be similar 

to the EBS operation, seen in Eq. 1.3, within the literature. As such, a frame-based system using this 

technique is compared to the EBS system further into the dissertation. Studying this technique, its 

effectiveness required the consecutive frames to be co-registered. In other words, the technique required 

alignment in the spatial dimensions such that static background and objects could be cancelled through 

the frame subtraction. Given this requirement, a matched filter could then be applied to this result, and 

assuming any background objects are static, the result would be an optimal detection as the common 

background would be nullified. 

When designing the project, the same co-registration requirement would likely apply to EBS in the same 

way that it applied to the frame-based technique. With this requirement in mind, a matched filter-like 

algorithm would have strong performance for EBS as it does for the frame-based system, given the now-

sparse image background. However, because the EBS does not have a Gaussian noise structure, instead 

having a discrete, binomial behavior, EBS will have some different optimal detector that has not yet been 

explored in the literature. 

2.1.3: EBS Integration  

A major topic in this work is understanding how EBS integrates into traditional imaging systems. Most 

works simply attach a lens to the EBS and treat it as they would a standard computer vision camera. There 

is a significant body of work that attempts to use standard frame-based computer vision algorithms with 

converted EBS data, making an entirely frame-based computer vision system except for EBS. If these 

techniques are successful, it leads to the possibility of simply replacing the frame-based sensor with EBS 
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and achieving the costs and benefits of doing so. While this integration is sufficient for computer vision 

applications, it says nothing about integration in applications where a more complex optical system is 

required. 

There are at least two areas where EBS is integrated into a more complex system. The first area is satellite 

imaging [70], where EBS is integrated with a telescope. The second area is wavefront sensing [71], where 

EBS is integrated with a lenslet array to form a Shack Hartman wavefront sensor. In these cases, the EBS 

was simply interfaced like a normal camera. This observation, coupled with my own preliminary 

experiences with EBS, led me to conclude that, in most if not all cases, the optomechanical interface will 

be the same as in standard frame-based systems. In these cases, and in many literature cases, the EBS data 

is processed event-by-event to generate system results. However, in some other cases, the data is placed 

into frames and processed like frame-based data. 

2.1.4: EBS System Performance Analysis  

An important question in this work was how to compare an EBS-based imaging system to a traditional 

frame-based imaging system. The goals were to establish a rigorous comparative framework between the 

two systems, which is the context used to evaluate the literature. There are several other works where the 

EBS/frame comparison is a major part [72-74], and three where it is the focus of the work [75-77]. 

In many works comparing the technologies, the authors implement a machine learning technique. This 

introduces a training bias because the EBS and frame-based technologies produce different data types. If 

�W�K�H���W�H�F�K�Q�L�T�X�H�V���D�U�H���W�U�D�L�Q�H�G���R�Q���R�Q�H���V�H�Q�V�R�U�¶�V���G�D�W�D�����R�Q�H���F�D�Q���T�X�H�V�W�L�R�Q���Z�K�H�W�K�H�U���W�K�H���G�D�W�D���I�U�R�P���W�K�H���R�W�K�H�U���V�H�Q�V�R�U���L�V��

appropriate for the technique. If the techniques are trained on each respective data type, one can question 

whether the training is appropriate for the technique. 

Any work comparing the two technologies will have some inherent difference between the corresponding 

systems. A researcher will want a system where the only variable is the device itself, however because of 

fundamental differences in data types, some conversion is necessary to make the image chain outputs 

compatible. Based on this line of reasoning, the matched filter, being straightforward to understand and 

implement, would help make the conversion explicit and straightforward. 

We find a major limitation in that almost all of these works is that they represent the frame-based sensor 

technology with the active pixel sensor (APS) on the DAVIS sensors. As stated on the DAVIS346 

specification [33] �X�Q�G�H�U���W�K�H���³�/�L�P�L�W�D�W�L�R�Q�V���V�H�F�W�L�R�Q�´�����W�K�H���'�$�9�,�6���$�3�6���K�D�V���³�E�H�O�R�Z���D�Y�H�U�D�J�H���L�P�D�J�H���T�X�D�O�L�W�\�´����

As such, each of these studies introduces a selection bias where, according to the vendor, the frame-based 

sensor produces performance lower than would be expected from an industry standard frame-based 
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sensor. As each of these works claims validated performance of EBS over frame-based sensors, this bias 

can bring such claims into question. 

One exception to this bias is present in a work in astronomy [70] where the authors attempted to image a 

satellite in the daytime, which is a difficult  space domain awareness challenge. The authors separated the 

EBS from the frame-based sensor, which removed the DAVIS APS bias. 

However, there was an additional bias here in constraining the frame-based sensor, as discussed in 

Section 2.1.1.2 where the authors attached the frame-based sensor to a separate telescope and covered 

�!���������R�I���W�K�L�V���W�H�O�H�V�F�R�S�H�¶�V���D�S�H�U�W�X�U�H���Z�L�W�K���S�D�S�H�U�����Z�K�L�O�H���K�D�Y�L�Q�J���W�K�H���(�%�6���R�Q���D���V�H�F�R�Q�G�����I�X�O�O�\-opened aperture 

telescope. However, there was no discussion on whether the frame-�E�D�V�H�G���V�H�Q�V�R�U�¶�V���F�R�Q�I�L�J�X�U�D�W�L�R�Q���Z�D�V��

appropriate for this system, or if the covered aperture provided sufficient light to operate the frame-based 

sensor. For example, the authors could have �V�H�W���W�K�H���V�H�Q�V�R�U�¶�V���H�[�S�R�V�X�U�H���W�L�P�H���W�R�R���K�L�J�K and saturated the 

detector, covering the aperture to compensate, versus simply lowering exposure time. The aperture 

covering, without discussion of other potential causes of low frame-based system performance, is seen as 

�E�L�D�V�L�Q�J���W�K�H���D�X�W�K�R�U�V�¶���F�R�Q�F�O�X�V�L�R�Q�V�����E�H�F�D�X�V�H���L�W���O�H�D�Y�H�V���R�S�H�Q���W�K�H���T�X�H�V�W�L�R�Q���R�I���Z�K�H�W�K�H�U���W�Kis solution was an 

appropriate way to design and test comparative EBS and frame-based systems. 

2.2: Project Selection  and Design  

This section describes how we arrived at our project choices and specific implementations. Lessons 

learned from critical analysis of the literature, as discussed in the prior section, are applied to this design 

process. 

2.2.1: Lessons Learned and Applied to Design  

This is a summary of lessons extracted from Section 2.2. The lessons are in chronological order, however 

other orders may make more sense. 

�x Know the target audience. The main beneficiaries of this work are systems engineering and 

defense communities, not the more populous computer vision and robotics communities. 

o This work will contribute to performance risk reduction, something that will be necessary 

to implement EBS on large projects such as satellites or aircraft. The work is written with 

this audience and vision in mind. 

�x Explicit EBS advantages 

o The advantages do not have to match commonly cited advantages, which I view as 

implicitly constrained to be advantages for computer vision and robotics applications. 
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o Advantages different than in the literature are good, because they can lead to new, novel 

EBS applications. 

�x Build wavelength-generic solutions. Future EBS devices will likely be available in infrared 

bands, where solutions that generalize to IR would be more valuable moving forward. 

o In emissive bands such as MWIR and LWIR, signal-to-background ratios can be high for 

hot objects, with minimal clutter if configured properly. This scenario opens up benefits 

of using matched filter-like approaches. 

�x Build a specialized dataset for system testing. Test EBS against frame-based sensors in specific 

tasks and scenarios, with high control over what happens. More generic datasets fit poorly with 

this goal because a highly diverse set of images can introduce variances in performance that 

cannot be easily explained. 

�x Frame-based systems may have analogous components in event-based systems. Exploring these 

analogies, and how they relate to unique aspects in event-based systems may end up being a rich 

research area. 

�x Any comparison between EBS and frame-based systems is going to have imperfections, because 

�W�K�H���V�H�Q�V�R�U�V�¶���G�D�W�D���W�\�S�H���G�L�I�I�H�U�H�Q�F�H�V���P�D�N�H���D�Q���D�G�G�L�W�L�R�Q�D�O���F�R�Q�Y�H�U�V�L�R�Q���V�W�H�S���Q�H�F�H�V�V�D�U�\. 

o Therefore, no comparison that converts between data types can be 100% accurate. 

o H�R�Z�H�Y�H�U�����L�I���G�H�V�L�J�Q�H�G���S�U�R�S�H�U�O�\�����W�K�H���F�R�P�S�D�U�L�V�R�Q�¶�V���Y�D�U�L�D�Q�F�H���F�D�Q���E�H���Z�H�O�O-explained. 

o However, if a measurement is compatible between the technologies, such as read-out 

bandwidth, then there may be no variance. 

�x Try to build an event-based system by replacing the frame-based sensor from the frame-based 

system with EBS. 

�x Do not use the DAVIS APS to compare to the DAVIS EBS 

�x Ensure that, when comparing EBS and frame-based systems, the systems are as similar as 

possible, and explicitly state ways that they are not. 

2.2.2: Project Design  

2.2.2.1: Design Decisions  

The lessons learned were incorporated in designing the experiments and overall projects. Some of the 

important design decisions are described along with opinion regarding the decision. 

The main decision was the project approach, and whether it is best approachable from the computer 

vision research area or the defense research area. I chose to approach the project starting from a 

foundation in defense research and add computer vision topics as appropriate. The primary factor was that 
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the existing defense applications have been proven with operational usage for decades, while computer 

vision approaches are relatively new and have not been proven in defense applications. A secondary 

factor was the availability of quantitative data and datasets, which is much higher in computer vision than 

defense, because defense researchers usually keep datasets and results proprietary. The secondary factor 

was discounted because computer vision techniques are relatively new, with few proven, major 

applications, and even fewer proven applications in defense. The higher dataset availability with 

computer vision is great for comparing techniques and relative performance, however, without proven 

defense applications, one cannot measure EBS value in applications in an absolute sense. In other words, 

without proven application value, techniques here can only be viewed as better or worse than other 

techniques without quantification of the value to a user. This was the hardest decision because the 

computer vision approach is by far the best from a communications standpoint, in that relative 

performance improvement is easily shown and compared to the literature. 

The second decision was the selection of test applications for integrating EBS and comparing to frame-

based sensors. Relating the project to object detection was a straightforward decision, as EO/IR systems 

are well known to have limitations and EBS has traits that could help remove these limitations. Further 

selection was difficult because at the time, there were few reference works of using EBS in a normally 

frame-based system. In the few works, the system was simple, and testing was limited. However, 

regarding the research questions, he best test applications were ones that related EBS to frame-based 

systems, demonstrating ways of specializing EBS systems towards my problem, and could generalize to 

other tasks. 

Hardware stabilization was a straightforward choice because it related to well-known frame-based 

techniques, could demonstrate how EBS benefits change depending on the scene and the system 

configuration, and would be useful for controlling the system in many object detection tasks. Coherent 

imaging and contrast amplification were selected because the EBS is, in a sense an edge detector, and 

because the high-pass filter passes object edges, the system achieves the benefits of contrast amplification 

without the cost of lost low-frequency information. The statistical sensor comparison in object detection 

provided a quantitative metric that would allow a compatible comparison unavailable in the literature, is 

compatible with traditional imaging approaches, and enabled a similar setup between the frame and 

event-based sensor systems. 

The third decision was metrics and expected results, specifically what was needed to demonstrate 

significant progress towards the goal. The results did not require relation to the literature, because as few 

others have pursued a similar goal, apart from extrapolation of the DARPA FENCE program. As such, 

EBS analysis was viewed as a function of costs and benefits with respect to EBS and frame-based 
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sensing, versus comparing EBS technologies. Given that the survey paper views EBS detection 

performance as below frame-based performance, I accepted this as the cost. the ROC metric was used for 

performance, because it can abstract all imaging system factors such as noise, data conversion, dynamic 

range, etc. into a comparable metric describing each system. Other types of approaches that are able to 

abstract performance for both sensors in this way are unknown at the time of this work. Because of 

priority for read-out bandwidth reduction in this work�����D�Q�G���'�$�5�3�$�¶�V���H�[�S�H�F�W�D�W�L�R�Q���R�I���������[���U�H�G�X�F�W�L�R�Q����

bandwidth reduction was as the benefit here. To measure read-out bandwidth, the metric of an average 

event rate over a period, multiplied by the event data size, was used. Other possible benefits include 

dynamic range and latency, however dynamic range benefits are less straightforward to measure without 

real-world objects, and latency depends on highly variable, application-dependent computer resources. 

While these are valuable benefits, however they are not considered in the dissertation. 

The fourth decision was the test setup design for the dissertation experiments. The choice was between 

high data quality with real, continuous objects and backgrounds, or large data quantities with computer 

generated and displayed, discrete objects and backgrounds. Large data quantities were chosen because 

while higher quality would have added realism, the required resources and support were unavailable to 

generate and analyze the required volume of higher quality data. In addition, the lower quality scenes 

were expected to affect both technologies in the same way and would have a common effect on 

performance, reducing the need of ensuring high-quality. A second decision here was the design of the 

detection systems in Chapter 5. The matched filter was for its simplicity and understandability, knowing 

that it would not be a popular, common, or optimal algorithm. Several reviewers provided feedback that 

machine learning algorithms should be considered for detection tasks, as it is much more common among 

researchers, has higher performance, and the results would generate more impact. The matched filter was 

kept because it is better aligned with the project goals and would likely have more overall project impact 

with less development time. 

2.2.2.2: Design Summary  

We now describe the overall design of the project, as well as the design of the experiments and the setup. 

�7�K�H���P�D�W�H�U�L�D�O���K�H�U�H���K�D�V���D�O�U�H�D�G�\���E�H�H�Q���V�W�D�W�H�G���L�Q���W�K�H���R�W�K�H�U���V�H�F�W�L�R�Q�V���D�Q�G���V�X�E�V�H�F�W�L�R�Q�V�����Z�L�W�K���W�K�H���V�X�P�P�D�U�\�¶�V��

purpose being to provide a coherent understanding on the problem approach. 

Based on the above and other decisions, frame-based technologies from defense research were adopted to 

EBS, along with measurements of the costs and benefits of the adaptation. This approach enabled three 

experiments with frame-based technologies that form the core of this work. 
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An image stabilization system demonstrated benefits of EBS, EBS usage in a frame�² based system, 

drawbacks of using EBS in relevant moving-sensor scenarios, and ways of mitigating the drawbacks. 

Three algorithms were selected, showing how an EBS system designer can also mitigate the drawbacks in 

their systems. The overall technique will likely also apply to infrared sensors, providing value as the 

technology continues to mature. 

An active imaging system demonstrated Fourier Optics principles with EBS and validated an EBS 

simulation. The project�¶�V���R�S�W�L�F�D�O���V�\�V�W�H�P��was challenging to develop, as it required strong problem-solving 

skills to accomplish the objective. The most difficult requirement in this project was control of the optical 

system to match inputs to the model, to minimize diffraction effects, and to maintain the coherence of the 

light field. A transmissive system was used to mitigate speckle and demonstrate a spatial high-pass filter 

system. A custom test object was constructed because of the inability to find appropriate, controllable 

transmissive objects elsewhere. 

A controlled setup was used for comparing EBS to frame-based sensors for object detection performance. 

The well-known matched filter was used to measure ROC against highly-controlled scenes. Statistical 

analysis enabled broadening of the results across a class of scenarios, versus a single scenario. 

For two of the experiments, this setup was used, with a more detailed description in Chapters 3 and 4. The 

test setup was used for both ROC and read-out bandwidth measurement. This design required significant 

control because it had to repeatably collect, process, and aggregate data to generate correct ROC curves 

across hundreds of runs. A major specification is that both the frame-based sensor and EBS imaging the 

same field-of-view, to ensure that the ROC curves represent the same collected data. A second 

specification is that the system must image a set of similar, but not the same scenes, to generate ROC 

curves that represent different scene possibilities. For the active imaging experiment, we developed a 

custom optical bench setup to demonstrate optical filtering. 

2.2.3: Key Design Elements and Choices  

�x Why use a poor-performing matched filter when you can apply machine learning or at least EBS-

specific algorithms that achieve better performance? 

The goal is to achieve understanding of EBS and frame-based systems, not to build better detection 

systems or to demonstrate new and improved capabilities. Different techniques are less well-understood 

than matched filters and require significant training that can introduce unknown biases into the analysis, 

causing potentially incorrect conclusions. 

�x How can you compare two technologies that are fundamentally different? 
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The technologies have documented differences, but a well understood and discussed compatibility layer 

can be added to make the systems closer. There are reasonable questions on what information is lost in 

the compatibility layer that are hard to answer. 

�x You are applying a frame-based detector to EBS data. Is that not unfair towards EBS? 

Converting EBS data to work in a frame-based data is not ideal given the EBS data format. In general, 

any comparison or conversion the two different technologies and systems will have fundamental 

differences that require reconciliation. 

�x Why do you not use the APS on the DAVIS sensor like other comparisons? Are you concerned 

about having separate focal planes. 

The vendor states that the APS has below-average image quality. Vendors often oversell their products, 

and stating that the DAVIS has below-average image quality shows that the DAVIS APS is not 

representative of a standard frame-based sensor. 

�x Are you concerned about aliasing and other artifacts from the discrete-to-discrete imaging 

system? 

No. These concerns were addressed by adding a small defocus to the lenses for spatial aliasing. Searching 

the literature for other works using a discrete-to-discrete mapping, and how they handled the problem, 

however none consider or mention the possibility of aliasing artifacts. The frame-based sensor also had 

possibilities of temporal aliasing, which was addressed by increasing the exposure time, adding motion 

blur. 

�x Why do you need your own scene generator/dataset? Why not use one already available in the 

literature and compare results to other detection projects? 

Many literature datasets are built to emulate EBS behavior in a specific task, in a wide range of scenes. 

Other datasets are built to mimic frame-based machine learning datasets and are intended for computer 

vision applications. I additionally want to compare my EBS performance to a frame-based sensor, and 

there are no datasets that provide the desired type of comparison. 

2.3: EBS System  Modeling and Simulation  

This section describes approaches to modeling and simulation of EBS technology, of both the device and 

EBS systems. The goal is to describe several purposes of models, the basis for building an EBS model, 

and several models from the literature. The section finishes by describing the modeling and simulation 

used in this work to address the problem questions. 
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2.3.1: Why  model  EBS Systems ? 

Several purposes of EBS system modeling are discussed here. The first purpose is risk reduction, where a 

researcher can predict EBS performance using a common personal computer, without a significant 

investment in the technology. This purpose was useful when first researching EBS, running an EBS 

model to set expectations for the project. The second purpose is experimental control, where a researcher 

can precisely control simulated system parameters, versus working with available parameters with real 

hardware. The third purpose is device characterization, where a researcher can generate a large diversity 

of simulated input into the EBS model and verify that the EBS will behave as expected in every case. The 

fourth purpose is algorithm development, where a researcher wants to explore a new algorithm can 

explore a variety of applications to determine the capabilities of new techniques. The benefit in this work 

is as part of a verification and validation process, where a researcher can verify that EBS behavior theory 

matches with their simulation, and then validate that EBS works as expected in a given application. 

2.3.2: Constructing EBS Models  

Here, the different components in an EBS model are discussed, along with some example factors that lead 

to building a model for a specific application. Specifically, the inputs, the device behavior, and the output 

are discussed for EBS device models, and EBS system models. The difference between models is that a 

device model abstracts device behavior, while a system model abstracts system behavior, not necessarily 

abstracting the device. 

At an abstract level, EBS models can be viewed in terms of the imaging chain discussed in Section 1.4. 

An EBS device model accepts input from somewhere before the data processing stage, and outputs 

somewhere inside of or after the processing stage but abstracting the EBS behavior itself. EBS system 

models have similar inputs and outputs, however the goal is to model an EBS-based system, so the device 

itself is not necessarily simulated and can be physical. 

The input to the EBS device model is usually located after the image recording stage, which encapsulates 

the change detection part of the device, but excludes the measurement part of the device. There are 

several good reasons why this scope might be used. First, it enables a dataset already generated for frame-

based systems to be input to the model, to generate equivalent event-based datasets. Second, inputting 

frames enables modularization of the system. Modularization enables a researcher to use custom image 

generation techniques with the model. Third, higher fidelity achieved from modeling the first part of the 

imaging chain is not necessary for many applications. Finally, most EBS research is in the computer 

vision and robotics fields, and such models are usually missing fidelity in the optical aspects of 

simulations necessary for a high-fidelity front-end imaging model. 
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The output to the device model is usually an event stream, and processing and decision making is 

excluded. This structure, coupled with the limited input, enables encapsulation of the device model as to 

enable usage of the model as a surrogate for a physical EBS in an imaging chain. 

EBS system models often involve a physical EBS camera, imaging an electronic display that is displaying 

an ensemble of images, used as stimulus for some tasks performed by the system. This setup is often used 

to train and test machine learning algorithms. A major factor in this input is the scene generation or 

selection, which is defined by the sy�V�W�H�P�¶�V���W�D�V�N�����0�R�V�W���R�I���W�K�H���O�L�W�H�U�D�W�X�U�H���G�L�V�S�O�D�\�V���L�P�D�J�H�V���I�U�R�P���V�W�D�Q�G�D�U�G��

frame-based machine learning datasets and moves the EBS to stimulate event generation. This usage of 

standard image datasets represents a generic task of detecting static objects against static backgrounds. As 

such, most system models include light generation, propagation, and imaging. 

I view the system model as, almost by definition, focused on processing and system task completion. This 

is because with an EBS-based system, a researcher usually wants to measure the overall system response, 

which is output from the right end of the chain and therefore requires all of the components after light 

measurement. 

2.3.3: Literature Review  

Here, EBS device models and system models from the literature are reviewed. Device models observed 

include mathematical models, SPICE models, and software, operation-based models. 

Mathematical models form the basis for understanding EBS behavior. While they are often simple to 

understand and work with, they are an abstraction of the actual EBS behavior, and often do not include 

characteristics such as noise and electronic nonidealities. 

I view the mathematical models as fitting into spatial and temporal models. A spatial model is described 

[27] where an event is defined as a relative change above a previous measured light value. The authors 

then simplify and approximate the event rate as �W�K�H���J�U�D�G�L�H�Q�W���R�I���W�K�H���V�F�H�Q�H�����L�Q���W�K�H���G�L�U�H�F�W�L�R�Q���R�I���D���S�L�[�H�O�¶�V��

apparent motion, multiplied by the contrast of the pixel with its neighbor. This is considered a spatial 

�P�R�G�H�O���E�H�F�D�X�V�H���L�W���D�V�V�X�P�H�V���W�K�D�W���W�K�H���(�%�6�¶�V���U�H�V�S�R�Q�V�H���L�V���J�H�Q�H�U�D�W�H�G���E�\���W�K�H���P�R�W�L�R�Q���R�I���V�S�D�W�L�D�O�O�\���Y�D�U�\�Lng objects. 

This model provides a theoretical basis for the dissertation where additional theory is derived from it. 

The temporal model originated with the original DVS paper [26] and is described in Section 1.1, Eq. 1.1. 

�7�K�L�V���P�R�G�H�O���G�H�V�F�U�L�E�H�V���(�%�6�¶�V���W�H�P�S�R�U�Dl characteristics, representing how the EBS responds to a temporal 

change in irradiance at each pixel. The temporal model has value when developing a device model, and 

the spatial model as more useful for developing intuition on how EBS responds to a specific scene. 
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For a highly accurate model, SPICE simulations [28] [77] are often used. These simulations model 

individual EBS circuit components and measure their interactions. However, because of the number of 

components in each EBS pixel (~16 transistors plus additional components), and the number of pixels in a 

sensor (About 80,000 for DAVIS346), SPICE models of a full device quickly become computationally 

intractable. As such, SPICE models are normally only used in device design and testing, and are not 

applicable to this work. 

A third choice is to use a software model that implements the mathematical model, but also includes 

macro-level nonidealities such as noise. These macro-scale modifications enable more realistic EBS 

simulation without the heavy computational cost of the SPICE models. Most device models fall into this 

category, with a few cited here [78] [79], although special attention should be given to the V2E model 

[79]. V2E attempts to model EBS by converting a digital video into what is considered an equivalent 

event stream. 

A flaw common to many device models is the lack of model validation. Specifically, the literature lacks 

ways of testing whether the events generated from the model given an expected stimulus match the events 

generated by a physical EBS given an expected stimulus. This as an open problem that, while possibly 

approachable with the systems used in my experiments, did not fit into the scope of the dissertation. 

For system models, I have observed full software simulation [80], partial software simulation [81], and 

EBS hardware-in-the-loop models. A full simulator couples an artificial scene generator with an EBS 

model and processing. There are not many full software EBS simulators, as scene generation is limited in 

accuracy, and usage of frame-based datasets in a partial simulation can provide more realistic results. Full 

simulations were used in preliminary analysis here to demonstrate EBS concepts without regard to 

realism or real-world precision. Many system models are partial software simulation, feeding recorded 

frame-based sensor data into an EBS model and processing the output. This partial approach is most 

useful when comparing algorithms, or when a physical EBS is unavailable. A hardware-in-the-loop model 

uses simulated scene generation, but a physical EBS, to realize the high-volume behavior of a system with 

realistic device behavior. Hardware-in-the-loop is a common laboratory setup, and I have seen it most 

often used with machine learning datasets. 

2.3.4: Models Used in This Work  

Three system models were developed in this work. The first was a simple model to test the image 

stabilization principle. The second incorporated the V2E model, to set expectations for the ROC analysis. 

The third was a hardware-in-the-loop model that was used in the image stabilization and ROC analysis. 
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The first model was a coupling between a scene generator and a primitive EBS model. The goals were to 

predict the performance of the image stabilization system, towards building an understanding of EBS 

behavior, and to evaluate the possibility of further investment into the technology. The scene generator 

was built to accept a large format, many-megapixel image, and select a single, smaller subimage. Then, 

added motion simulated a moving object and a moving EBS. The system generated the moving object 

path and velocity, and sensor path and velocity based on a configuration text file. When in configuration 

mode, the user could click to specify each path, and the program would save the text file. Otherwise, the 

previous configuration would be used. The moving EBS simulator worked by selecting new subimages 

every frame, with the new image center based on the specified velocity, with the shifted images 

representing motion. The EBS model acquired consecutive frames and subtracted them. If the difference 

between frames was sufficiently larger or smaller than a percent threshold, the system would generate a 

simulated event. 

The second model was an improvement on the first. The goal was now exclusively to predict the 

performance of an object detection system. The first major modification was replacing the primitive 

model with the V2E device model, which I evaluated as the most mature publicly available model. The 

second major modification was adding batch processing code, to generate videos with random subimages. 

I could then generate multiple videos with the same object of interest, to feed to V2E. The system could 

then output V2E into my detection algorithm, which would generate a PD curve. The process could then 

repeat, except first removing the object of interest, to retest the detection algorithm and generate a PFA 

curve. Combining the PD and PFA data, the ROC performance of the EBS system would be illustrated. 

The third model was the hardware-in-the-loop system used to generate results in Chapter 3 and Chapter 4. 

The goals of the model were to add realistic EBS device behavior, while maintaining the desirable traits 

described in subsection 2.4.1, and to be able to control the model to isolate and measure individual scene 

parameters. This model added a physical EBS and computerize motion stages and used a third iteration of 

the scene generator to generate images, using the discrete-to-discrete display paradigm discussed in 

subsection 2.4.2. 

The major change to the scene generator was the addition of variable scene and device parameter 

configurations. Specifically, the user can control the scene contrast�����F�K�D�Q�J�H���W�K�H���R�E�M�H�F�W�¶�V���V�L�J�Q�D�O-to-

background ratio, �W�K�H���S�K�\�V�L�F�D�O���(�%�6�¶�V���G�H�Y�L�F�H���E�L�D�V�H�V�����D�Q�G���W�K�H���Y�H�O�R�F�L�W�L�H�V���R�I���W�K�H���P�R�W�L�R�Q���V�W�D�J�H�V�� 

By using a physical EBS, we could measure system behavior representative of a real EBS system, while 

still allowing computer control to quickly iterate through scenarios. The purpose for the parameter 

configurations was to enable us to adjust the difficulty of a task and observe how the system responds. 
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For example, by varying the signal-to-background ratio, the object can be controlled as having higher or 

lower contrast versus the background, which intuitively would make a detection task easier or harder. 
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Chapter 3 

Reduced Bandwidth of Motion Stabilized Event -

Based Imaging Sensors  

3.1: Introduction  

An event-based sensor (EBS) [26], also referred to as a dynamic vision sensor, is a passive electro-

optical imaging sensor with a specialized read-out circuit that outputs asynchronous events. These events 

are associated with the spatio-�W�H�P�S�R�U�D�O���G�\�Q�D�P�L�F�V���R�I���D���V�F�H�Q�H�¶�V���R�S�W�L�F�D�O���U�D�G�L�D�Q�F�H���D�Q�G���R�F�F�X�U���Z�K�H�Q���D���J�L�Y�H�Q���(�%�6��

pixel detects a local change in incident optical radiance that exceeds a threshold. As a result, the read-out 

bandwidth, or the event read-�R�X�W���U�D�W�H�����G�H�S�H�Q�G�V���R�Q���D���V�F�H�Q�H�¶�V���V�S�D�Wio-temporal dynamics. This bandwidth is 

typically lower than that of an equivalent frame-based imaging sensor for a broad class of scenes where the 

background is primarily static. 

An EBS typically outputs a spatially and temporally sparse data stream. This sparsity derives from the 

EBS pixels independently generating asynchronous events. In the EBS, an event encodes the nature of the 

local radiance change and has several attributes including the time, the location, and the polarity of the 

irradiance change. These attributes contrast with frame-based imaging sensors that output a spatial signal 

map proportional to the sensor plane radiance map synchronously, at a given frame rate. For further details 

about EBS and its operating nature, we refer the interested reader to the literature [26, 27, 48, 83]. 

A potential advantage of EBS over frame-based sensors is that read-out bandwidth is often lower when 

collecting similar scene information, which has garnered significant interest from the research community. 

This EBS advantage of lower read-out bandwidth is especially significant as it is a limited resource in many 

applications. For example, a spacecraft with size, weight, and power constraints may not have sufficient 

hardware resources to support a high-bandwidth data bus required to interface with high spatio-temporal 

imaging systems. As such, reduction in the read-out bandwidth can yield several potential benefits, 

including increased spatio-temporal resolution and lower computing requirements. Increased spatio-

temporal resolution can, in principle, lead to increased focal plane size and/or focal plane temporal sampling 

rate [76]. This translates to sensors with higher space and time performance for bandwidth-limited 

platforms. Another potential benefit is in reducing processing resources because of the reduced data stream. 

For example, airborne systems have limited onboard processing power and bandwidth. Here, limitations 

can translate into reduced focal plane size and reduced onboard processing capability for certain 

applications such as change detection or object tracking. With reduced processing requirements from EBS, 

we expect that a larger focal plane on these types of platforms is possible. 
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Regarding our focus on bandwidth, we briefly mention that our focus contrasts with much of the 

literature who focus on other EBS benefits including high temporal resolution, high dynamic range, low 

latency, and low power [26, 27]�����:�H���D�W�W�U�L�E�X�W�H���W�K�L�V���W�R���W�K�H���O�L�W�H�U�D�W�X�U�H�¶�V���I�R�F�X�V���R�Q���F�R�P�S�X�W�H�U���Y�L�V�L�R�Q���D�S�S�O�L�F�D�W�L�R�Q�V����

where it is desirable to have a single low-power device capable of high-performance imaging in a wide 

range of environments without reconfiguration. In our research area, military technology, the user can 

usually reconfigure the imaging system to meet a specific mission need, without requiring a single 

configuration for all missions. In these cases, the commonly cited EBS benefits present no clear, new 

capabilities that cannot be met without reconfiguration of existing imaging systems. We approach this 

problem of unclear benefits by investigating the overall imaging system trade space and how EBS can grow 

this trade space to introduce new capabilities such as larger focal planes. The main theme in our work here 

is that we are applying techniques from military research to EBS and exploring the unique benefits of the 

technology. 

Our work here is inspired by several works in frame-based imaging. These include hardware 

stabilization for object detection techniques [69] and for astronomy applications [84] In the object detection 

technique, consecutive frames are subtracted to isolate moving objects for detection. However, the 

technique requires co-registration between consecutive frames, which is implemented with hardware 

stabilization. We expect our technique will also improve detection performance, but our focus here involves 

reducing sensor bandwidth, which is an advantage unique to EBS over frame-based sensors. 

Given potential EBS advantages, our work focuses on analyzing the utility of EBS for moving object 

detection tasks and applications where the sensor is in motion. For these applications, we view a scene 

comprised of a background and moving objects of interest (foreground). Thus, for object detection and 

tracking tasks, we treat the background as clutter, where the data stream depends on EBS platform motion. 

For an EBS on a stationary sensor platform, the background image is primarily static, and since EBS change 

detection electronics do not respond to static intensity, the background does not contribute to the read-out 

bandwidth. This limits the EBS data stream to only moving objects and noise-activated events. However, 

if the EBS is mounted on a moving sensor platform, the background image is no longer static. The apparent 

background motion adds clutter, which is undesirable as it increases the read-out bandwidth without 

�F�R�Q�W�U�L�E�X�W�L�Q�J���W�R���W�K�H���R�E�M�H�F�W���G�H�W�H�F�W�L�R�Q���W�D�V�N�����,�Q���W�K�L�V���Z�R�U�N���R�X�U���J�R�D�O���L�V���W�R���T�X�D�Q�W�L�I�\���W�K�H���F�O�X�W�W�H�U�¶�V���E�D�Q�G�Z�L�G�W�K���L�P�S�D�F�W��

for cost-benefit analysis of using EBS for relevant stated tasks. 

To illustrate the challenge of imaging in clutter, the event rate can easily surpass one million events per 

second with the 80,000-pixel DAVIS346 when imaging a complex scene while moving. We follow theory 

that states that this event rate will be linearly proportional to the velocity of the sensor, orthogonal to the 

optical axis, and to the pixel count given the same field-of-view. With the newer 921k pixel HD camera 

from Prophesee[53], we calculate an event rate near twelve million events per second for the same field of 
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view and configuration and expect the rate to continue to increase as the technology matures. These event 

rates require data buses capable of reading-out real-time, and processors capable of processing real-time. 

As such, we want to reduce the event rate in these scenarios, such that we can produce systems with lower 

requirements while still being able to process higher-resolution EBSs. One approach to reducing this clutter 

is to use hardware stabilization, rotating the EBS in the opposite direction of linear platform motion, 

compensating for and canceling said motion. 

We explore hardware stabilization techniques by setting up two experiments with different scenes. The 

first experiment measures the EBS read-out bandwidth at different velocities without stabilization. The 

second experiment again measures read-out bandwidth except with stabilization enabled. In both 

experiments, we used read-out bandwidth as a figure of merit to demonstrate our ability to stabilize our 

scene. This work improves our understanding of reducing system resource requirements in detecting and 

tracking from a moving platform, with a focus on the ability to stabilize our system. 

The challenges with hardware stabilization include requiring rotation stages, and some stabilization 

configurations may require other hardware. These devices may have imperfections that limit potential 

stabilization performance. Additionally, hardware methods can only cancel one source of motion, limiting 

performance in scenarios with many moving objects. However, if a user is not limited by read-out 

bandwidth, they might try software stabilization techniques to cancel background clutter with higher 

performance. Such algorithms, including motion segmentation or optical flow, may avoid some of the above 

challenges at the expense of computational complexity and higher read-out bandwidth. 

We expect our work to be valuable to a reader who is attempting to build an imaging system with EBS 

and understand the different advantages and disadvantages of the technology. While we focus on only one 

facet of the technology, we expect that a reader will be able to combine this with other works to understand 

how they might evaluate and build systems with EBS. 

This work is structured to illustrate one advantage of hardware stabilization with EBS, and the 

associated results a reader might expect given a similar system setup. We start in Sections 2 and 3 with 

discussions on our measurement and hardware stabilization techniques. In Section 4 we describe the 

experimental setup and calibrations. In Section 5 we describe the results and analysis. In Section 6 we draw 

conclusions and speculate on future work in this research direction. 

3.2: EBS Read-Out Bandwidth Advantage  

Conventional frame-based imaging has scene-independent, constant read-out bandwidth performance 

based on a synchronous frame read-out rate. However, EBS sensor bandwidth is scene dependent. This 

scene dependence is due to scene-dependent noise [48] and scene-specific content. The scene-dependent 

noise includes optical shot noise and is typically a small contribution to overall bandwidth in well-lit, highly 

cluttered scenes. Techniques such as iris control and hardware noise filtering can reduce its bandwidth 
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contribution to a point where scene content dominates the EBS output. There is also scene-independent 

noise due to electronic noise and specific detector configuration but becomes negligible for scene with 

significant background clutter. 

Here we define an EBS bandwidth improvement relative to frame-based sensors using the following 

improvement ratio �$�Â: 

 �$�Â
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, (3.1) 

where �$�Ö�â�á�é and �$�¾�»�Ì��denote the conventional frame-based sensor bandwidth and the EBS bandwidth 

respectively, with units of bits per second. For a fair definition of �$�Â, we assume that the two sensors should 

have same configurations i.e., field-of-view, spatial resolution, lens parameters such as aperture size and 

focal length. 

Here the constant �%�Ö�â�á�é describes the bit depth of a focal plane array pixel output, �B�Ö�â�á�é is denotes 

number of frames per second and �0�Ù�å�Ô�à�Ø is the number of pixels per frame. The conversion factor from an 

event rate to a bandwidth is �%�¾�»�Ì��and���' �ç�â�ç�Ô�ß is the total EBS event rate. The total EBS event rate can be 

further decomposed into �' �»�À, �' �â�Õ�Ý, and �' �Ç, corresponding to the background, object of interest, and noise 

event rates, respectively. 

Our model of the read-out bandwidth, starting with a noiseless EBS, is based on the one proposed in 

Gallego et al. [27] Here, an event is generated when the change in log irradiance at a pixel surpasses a pre-

defined threshold as shown in Eq. 3.2. We increment the event counter variable, �G to denote that spatio-

temporal information is stored upon a triggered event. 

 �A�Þ�:�T�Þ�á�P�Þ�á�L�Þ�; �Z �¿�.�:�T�á�P�; �4 
G�L�Þ�%�â�G�Z �G
E�s, (3.2) 

where �G �U�H�S�U�H�V�H�Q�W�V���W�K�H���F�X�U�U�H�Q�W���H�Y�H�Q�W�¶�V���L�Q�G�H�[�����A�Þ is the �Gth event, �ž is the current spatial location, �š��is the 

current time, and �L�Þ �L�V�� �W�K�H�� �H�Y�H�Q�W�¶�V�� �S�R�O�D�U�L�W�\�� �¿�. is the change in log irradiance since the last event was 

triggered at the pixel. �% is a threshold constant that �¿�.�¶�V���P�D�J�Q�L�W�X�G�H���P�X�V�W���V�X�U�S�D�V�V���W�R���W�U�L�J�J�H�U���D�Q���H�Y�H�Q�W�����,�I���W�K�H��

comparison is true, �A�Þ is registered in space and time and �G is incremented. We can approximate �¿�. for a 

small time period, �¿�P�á as: 

 �¿�. 
N�Ø�.�®�R�¿�P (3.3) 

Where �Ø�. is the spatial gradient of the log irradiance, represented by the imaged scene, and �R is the velocity 

of this gradient, orthogonal to the optical axis. Our model assumes that there is no gradient change due to 

scene depth, and that motion parallel to the optical axis has no effect. Given this behavior model, one can 

envision a cluttered scene, where �Ø�. is significant at all scene locations. If the sensor platform has a large 

velocity, �R, �¿�. would be large at all scene locations, and all pixels will generate significant event counts. 

�7�K�L�V���O�D�U�J�H���D�J�J�U�H�J�D�W�H���H�Y�H�Q�W���F�R�X�Q�W���F�D�Q���P�L�W�L�J�D�W�H���(�%�6�¶�V���E�D�Q�G�Z�L�G�W�K���D�G�Y�D�Q�W�D�J�H�����O�H�D�G�L�Q�J���W�R���O�D�U�J�H���V�\�V�W�H�P���O�D�W�H�Q�F�L�H�V��
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and possibly reduced system performance. We attempt to reduce this event rate when moving by controlling 

�R, which has a form following Eq. 3.4 and Eq. 3.5. These are equations defining the scene object and 

�E�D�F�N�J�U�R�X�Q�G���Y�H�O�R�F�L�W�L�H�V�����D�Q�G���I�R�U�P�D�O�L�]�L�Q�J���W�K�H�L�U���U�H�O�D�W�L�R�Q�V�K�L�S���W�R���W�K�H���(�%�6���S�O�D�W�I�R�U�P�¶�V���Y�H�O�R�F�L�W�\�� 

 �R�â�Õ�Ý
L �R�Ü�á�× 
E�R�¾�»�Ì (3.4) 

 �R�»�À 
L �R�¾�»�Ì, (3.5) 

where �R�â�Õ�Ý is the relative velocity of any independently moving scene objects. �R�»�À is the velocity with no 

moving objects and only the EBS motion. �R�Ü�á�× is the velocity of independently moving objects such as 

powered vehicles or aircraft. and �R�¾�»�Ì �L�V���W�K�H���(�%�6���S�O�D�W�I�R�U�P�¶�V���Y�H�O�R�F�L�W�\�����%�\���P�L�Q�L�P�L�]�L�Q�J���R�¾�»�Ì, we achieve our 

goal to significantly reduce EBS bandwidth while maintaining the object event rate given significant �R�Ü�á�×. 

Eq. 3.4 represents a generic case including moving objects of interest and Eq. 3.5 represents the static 

background case. When moving sufficiently fast and under low noise conditions, Eq. 3.5 drives the majority 

of EBS bandwidth. 

To measure the event rate and the impact of velocity, we can count the average number of registered 

events within a period, specifically the cardinality of the set of time stamps within the period. This does not 

include the noise events, which we explicitly separate in Eq. 3.6: 

 ���' �ç�â�ç�Ô�ß
L �:��
�5

�ç�Þ�ß�Ú�Û�?�ç�Þ�ß�Ì�Ý�ß
�Ã �A�Ü�Ð�:�P�æ�ç�Ô�å�ç�á�P�æ�ç�â�ã�;�Þ

�Ü�@�4 �; 
E���' �Ç (3.6) 

We separate out �' �Ç to highlight that the model does not explicitly include noise events. Next, we discuss 

image stabilization and how it can potentially help improve EBS bandwidth performance. 

3.3: Hardware -Based Image Stabilization Approach  

Here, we describe our read-out bandwidth problem generated by background clutter and EBS platform 

motion and describe how we can address it using various techniques. Specifically, we describe our methods 

in terms of the model described in the preceding section, discussing their advantages and disadvantages and 

their implementation. 

In applications involving moving object detection tasks, we can minimize background events generated 

by motion by applying hardware stabilization techniques. In hardware-based techniques, a user controls the 

EBS to stay pointed at a fixed scene location. This approach uses EBS sensor platform rotation to cancel 

out linear velocity, maintaining image alignment on the focal plane, minimizing �R�¾�»�Ì and removing the 

orthogonal motion component. We assume a small angle approximation such that the rotation applies 

evenly across the field of view. This approximation applies when the start and end position of the sensor 

platform is sufficiently small and the distance to the scene is sufficiently large. In this case, the angle 

between the start and end position is small, usually less than twenty degrees, such that any scene projections, 
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modeled with a cosine term, are insignificant. We represent the stabilized velocity, which we want to 

minimize, by replacing the unstabilized velocity, �R�¾�»�Ì, in Eq. 3.4 and Eq. 3.5 with the following: 

 �R�¾�»�Ì�Þ�ß�Ì�Í

L �R�¾�»�Ì
E�4�Û�R�å�â�ç (3.7) 

Where �R�¾�»�Ì�Þ�ß�Ì�Í
 is the stabilized EBS velocity, R is the distance to the scene from the EBS, and �R�å�â�ç is the 

rotation velocity. If we can find and apply the correct �R�å�â�ç, we can cancel �R�¾�»�Ì and minimize read-out 

bandwidth. 

3.3.1: Image Stabilization Techniques  

We consider three methods for EBS hardware image stabilization: a frame-based, actively illuminated 

method, an event-based method, and a baseline method. Each method attempts to minimize the apparent 

scene motion as viewed by the EBS. The frame-based method identifies the brightest point in the scene and 

attempts to keep this point at a constant location on the focal plane through active control of the rotation 

stages. The event-based method estimates an initial EBS velocity direction from an onboard inertial 

measurement unit (IMU) and uses the measured event rate to estimate a compensating rotation rate and 

maintain a correct rotation rate throughout the measurement. The baseline method finds the best stage 

rotation velocity �R�å�â�ç in a calibration phase, where we search for the best constant velocity. To cancel 

platform motion, we apply the rotation rate to the stage in subsequent runs. We note that other, purely 

software-based approaches are possible, where the scene velocity is estimated and used to align and 

partition the measured data. While this approach is useful for removing background clutter from the data, 

unlike hardware-based stabilization, this approach does not reduce read-out bandwidth. 

3.3.1.1: Baseline or Ideal Stabilization  

This proposed method provides a scene-independent performance baseline and operates on known 

experimental parameters. This technique employs a pre-recorded calibration step to estimate the best 

constant angular velocity that compensates for a known linear velocity of the EBS platform. This constant 

angular velocity is used in future runs, to simulate an ideal baseline for the best expected performance given 

our experimental setup. This method emulates a sensor platform having prior knowledge of its velocity and 

the scene geometry. However, because of projection effect (i.e., mapping of three-dimensional scene to the 

two-dimensional optical image inherent in the test setup,) this approach cannot exactly cancel out all motion 

with only a constant angular velocity. For example, in the high-velocity case, the EBS creates about a 45-

degree projection angle that presents the projected scene resolution changing 30% across the recording. 

The EBS would need to compensate about 30% slower here to properly account for this projection. 

3.3.1.2: Frame-Based, Active -Illumination Stabilization  
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The frame-based method seeks the location of the brightest point in the scene and measures the distance 

from this point to the center of the focal plane. We then apply a software proportional-integral-derivative 

(PID)-like controller to this measurement to compute the sensor platform velocity. 

This approach was chosen for several reasons. First, we can actively illuminate the scene such that the 

bright point is scene invariant. Control with active laser illumination is a well-established technique for 

defense [85] and other applications such as computer vision [86], and more recently work integrating it 

with EBS [82, 87]. Our controller model can be expressed as 

 �R�å�â�ç
� 
L �G�ã�@�� 
E�G�Ü�Ã �@�Ü
��
�Ü�@�4 
E�G�×�:�@�� 
F �@���?�5�;, (3.8) 

where �R�å�â�ç
�  is the rotational velocity at time step �ì, �G�ã is the proportionality constant, �@�� is the distance 

from the center pixel at time step �ì, �G�Ü is the integration constant, and �G�× is the derivative constant. 

3.3.1.3: Event -Based Stabilization  

The proposed event-based method is straightforward to implement and provides an example of EBS-

based method without any further image sensor input. This method entails counting events since the 

previous update and applying an acceleration proportional to the counted event rate. Here the event rate is 

assumed to be generated by constant velocity EBS platform motion, whose direction is estimated by an 

onboard IMU measurement. The premise of this method is that it will provide an angular acceleration to 

match the angular velocity with the linear velocity at steady state with a minimal event rate. The main 

advantage is the reduced complexity of the imaging system, because the EBS can stabilize itself without 

external cameras. This also removes the read-out bandwidth penalty associated with the frame-based 

method. The main disadvantage is that the technique cannot detect velocity overshoot because the event 

�U�D�W�H���L�V���S�U�R�S�R�U�W�L�R�Q�D�O���W�R���W�K�H���U�R�W�D�W�L�R�Q�D�O���Y�H�O�R�F�L�W�\�¶�V���P�D�J�Q�L�W�X�G�H���D�Q�G���G�R�H�V���Q�R�W���D�F�F�R�Xnt for the relative direction. 

To mitigate this lack of direction, we employ underdamped coefficients and decay velocity to prevent 

overshoots. 

The event-based controller model can be expressed as: 

 �R�å�â�ç
� 
L �G�×�Ø�Ö�Ô�ì�R�å�â�ç
� �?�5 
E�G�ã�' ��, (3.9) 

where �G�×�Ø�Ö�Ô�ì is the velocity decay constant, set to a fractional value, and �' ��is the current event rate. �G�ã is 

the event rate proportionality constant and is set to an underdamped value. 

In practice, we implemented this technique with a staged approach, such that �G�×�Ø�Ö�Ô�ì and �G�ã change 

depending on the current event rate. We used three event rate regions and varied the constants as the event 

rate was varied across these regions. This approach allowed us to isolate and optimize specific features of 

the output event rate plot and reduce the sensitivity of this technique to the model constants/parameters. 
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We found this approach to be viable as it provided more stability across minor scene variations and enabled 

fast optimization with varying scene types and sensor platform velocities. 

3.3.2: Stabilization Technique Comparison  

We presented three techniques for hardware stabilization, each with advantages and associated 

challenges. The frame-based technique is scene independence but requires a bright point in the scene and 

additional imaging hardware. The event-based technique requires no additional hardware but is sensitive to 

scene variances. However, this technique is robust over minor scene variations, as discussed in following 

sections. Both the frame-based and event-based techniques tolerate velocity variations, in the sense that the 

algorithm configuration can operate at different platform velocities, although with some reduction in 

performance. The baseline technique can operate without extra imaging hardware and is scene independent, 

however, it requires accurate prior information including velocity and scene distance. As discussed in the 

following sections, each technique can achieve significant bandwidth reduction when the EBS is operating 

on a moving sensor platform. 

Each technique is appropriate for different applications. We envision the baseline method as useful in 

spaceborne systems where high-precision positioning data is often available. We expect the event-based 

method to be appropriate in an airborne system where positioning data may be less precise. We expect the 

active illumination method to be useful when the active illumination is implicit in the application, such as 

guided weapons [87] or lidar systems. In the next sections, we quantify the performance of these 

stabilization techniques using an experimental approach. 

Since each technique has pros and cons and is viable in different applications, we do not compare their 

performance or rank them in our analysis but instead present them as options for consideration depending 

�R�Q�� �D�� �U�H�D�G�H�U�¶�V�� �V�S�H�F�L�I�L�F�� �D�S�S�O�L�F�D�W�L�R�Q���� �)�R�U�� �H�[�D�P�S�O�H���� �W�K�H�� �D�F�W�L�Y�H�� �L�O�O�X�P�L�Q�D�W�L�R�Q�� �Z�L�W�K�� �W�K�H�� �I�U�D�P�H�� �P�H�W�K�R�G�� �K�D�V�� �D�Q��

inherent advantage of using a known point source, compared to the EBS method. A researcher could also 

illuminate the scene and use a purely EBS-based algorithm using system components in the literature [87], 

to provide a fairer comparison between EBS and frame-based methods. However, we view the specific 

implementations here only as examples of how one might build a stabilization system given engineering 

constraints, and not as a way of favoring one technique over another. 

3.4: Experimental Validation  

An experimental setup was developed to explore and quantify the three hardware stabilization methods 

described here. To achieve our goal of minimizing the background event rate (�' �»�À), we compensate for the 

�V�H�Q�V�R�U���S�O�D�W�I�R�U�P�¶�V���O�L�Q�H�D�U���Y�H�O�R�F�L�W�\���X�V�L�Q�J���D���F�R�X�Q�W�H�U���U�R�W�D�W�L�R�Q�D�O���Y�H�O�R�F�L�W�\�����7�R���W�H�V�W���W�K�L�V���D�S�S�U�R�D�F�K�����W�K�H���H�[�S�H�U�L�P�H�Q�W�D�O��

setup employs the EBS placed on a linear stage, with a pan/tilt stage to keep the EBS pointed at a fixed 



63 
 

location during linear motion. The pointing of the pan/tilt stage is based on measured information for the 

frame or EBS-based methods, or prior information for the baseline method. 

This experimental setup and associated details are discussed as follows: 1) description of the system, 

the geometry, and the implementation details; 2) description of the calibration process that provides ground 

truth units for the data collection; and 3) description of the sensor data, how it is collected, and how the 

data relates to the results. For the interested reader additional details regarding our setup are found in 

Appendix A. 

3.4.1: System Setup  

The experimental system setup is illustrated in Fig. 3.1. The geometrical layout of the various system 

components is shown with the EBS mounted on a tip/tilt stage that rides along on a linear stage. As the 

system translates, the EBS or the frame-based sensor provides image data from the scene to the control 

computer. The system then processes the data according to the algorithm configuration to rotate the EBS 

such that the scene is approximately fixed, reducing the background clutter. 

 

Fig. 3.1: Images of the hardware setup. The left image shows the cameras and motion hardware. The right image 

shows an example background imaged by the cameras. 

A block diagram clarifying information flow in the experiment is illustrated in Fig. 3.2. In an 

initialization step, the control computer sets the linear stage to move at a constant velocity matching the 

experiment specification. After the experiment starts, the EBS and/or frame-based sensor then acquire 

spatio-temporal image data from the scene. This data is transmitted to the control computer where the 

selected technique processes the data and decides on the best velocity estimate to stabilize the sensor given 

the data. The computer transmits a command with this velocity to the rotation stage. The EBS then 
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stabilizes, reducing the read-out bandwidth. The control computer records the EBS data during the run and 

computes read-out bandwidth based on this recording. There are further details to this process, which we 

continue to discuss in the section and in the appendices. In summary, the control PC accepts recorded spatial 

data from the EBS and frame-based sensor, saves the data, and uses the data to estimate the required 

�U�R�W�D�W�L�R�Q�D�O���Y�H�O�R�F�L�W�\���W�R���F�D�Q�F�H�O���W�K�H���O�L�Q�H�D�U���V�W�D�J�H�¶�V���Y�H�O�R�F�L�W�\�� 

 

Fig. 3.�������$���E�O�R�F�N���G�L�D�J�U�D�P���R�I���W�K�H���V�\�V�W�H�P�¶�V���L�Q�I�R�U�P�D�W�L�R�Q���I�O�R�Z�����7�K�H���F�R�Q�W�U�R�O���3�&���D�F�F�H�S�W�V��recorded spatial data from the 
EBS and frame-based sensor, saves the data, and uses the data to estimate the required rotational velocity to cancel 

�W�K�H���O�L�Q�H�D�U���V�W�D�J�H�¶�V���Y�H�O�R�F�L�W�\�� 

The frame-based camera recorded the scene at 60Hz within a region-of-interest constrained to 

containing an artificial bright point used for image stabilization. Each frame-based output pixel had a per-

pixel bandwidth, �%�Ö�â�á�é, of one byte per pixel. 

We employed several complex backgrounds including desert and urban scenes. Several background 

images [88], randomly selected from within the larger image field, were employed to provide scene 

diversity. Fig. 3.3 shows illustrative sections of the two aerial images used in the experiment that include 

representative scene features, such as brush, road, buildings etc. For the experiment data collect, five 

random sub-images from each larger image were used for display, with one instance illustrated by the red 

boxes and arrows. The desert background provides dense high-spatial-frequency clutter such as bushes, a 

moderate slope to the spatial variations, and a moderate degree of contrast. In contrast, the urban 

background provides a more structured clutter characterizing human-made structures including regions of 

low spatial frequencies punctuated by sharp edges. 

The experimental measurements were constrained by the laboratory geometry, which limited the sensor 

platform linear velocity to around 13 pixels/second for 15 second run. With a scene resolution of 0.3 meters 
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per pixel, or 0.39 meters per EBS pixel, this is the equivalent to 5 meters/second or 11 miles per hour given 

the geometry. In the future efforts, we would like to scale the experiment up to validate stabilization 

performance at higher velocities typical of airborne and spaceborne applications. 

 

Fig. 3.3: Images representing the two backgrounds. The goal of this variation is to show that the stabilization can 
work across a variety of scene types. We randomly selected five subimages from each larger background, each of 

which was then tested with our setup, as illustrated with the red boxes. 

3.4.2: Camera Calibration  

The platform velocity and the magnification from display to EBS pixels was calibrated to provide 

output spatial data in units of EBS pixels. To calibrate platform velocity, a distinct linear shape was 

�G�L�V�S�O�D�\�H�G���D�J�D�L�Q�V�W���D���X�Q�L�I�R�U�P���E�D�F�N�J�U�R�X�Q�G���D�Q�G���W�U�D�Q�V�O�D�W�H�G���Z�L�W�K���U�H�V�S�H�F�W���W�R���W�K�H���(�%�6�����7�K�H���F�D�O�L�E�U�D�W�L�R�Q���V�K�D�S�H�¶�V��

position variation over time, as measured by the EBS, created a time series of object positions that 

corresponded to the velocity in pixels per second. To estimate the magnification a vibrating checkerboard 

pattern, with known checker pixel spacing on the display, was imaged with the EBS. The object vibrations 

generated lines at the edge of each checker pattern with corresponding events that were used to estimate 

the spacing between lines. The ratio between this spacing and the known display spacing was 1:1.3, 

corresponding to one EBS pixel per 1.3 display pixels. Aliasing issues were also considered, and we 

defocused the lens to mitigate aliasing. 

3.4.3: Data Processing  

The data processing, the nature of the output data and impact of the system configuration is the focus 

of discussion in this sub-section. First, each EBS recording is processed to ensure uniform timing across all 

runs. Using computer control, the experiments yielded event rate data with consistent timing and motion. 

For each experimental data acquisition, the recorded EBS event data was aggregated into consecutive 33-

ms time frames, and the instantaneous event rate was computed by averaging within each time frame. Due 

�W�R�� �Y�D�U�L�D�W�L�R�Q�� �L�Q�� �H�D�F�K�� �U�H�F�R�U�G�L�Q�J�¶�V�� �H�[�D�F�W�� �V�W�D�U�W�� �D�Q�G�� �H�Q�G�� �W�L�P�H�V���� �W�K�H�� �G�L�I�I�H�U�H�Q�W�� �(�%�6�� �G�D�W�D�� �U�H�F�R�U�G�L�Q�J�V�� �Z�H�U�H��

synchronized to a consistent time window. An initial high-event-rate flash was used to synchronize the data 
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acquisitions. Subsequently, the calibration flash event was crop out of a fixed time window to generate a 

consistent measurement period as seen in Fig. 3.4 with the calibrated event data is represented as a time 

series. These illustrative data acquisitions demonstrate different cases including static background, moving 

unstabilized background, and moving stabilized background. 

The baseline motion stabilization method generates similar EBS data as frame-based and EBS 

stabilization methods and for brevity it is not included here. For the cases with EBS platform motion, the 

platform velocity was set to 9.5 pixels/second or 4 m/s in scene-relevant units. The EBS observes only the 

background, without any foreground objects in Fig. 3.4 (a), while Fig. 3.4(b) shows data for background 

with a high-contrast object. Vertical lines in Fig 3.4 (a) correspond to the time window used to compute an 

average event rate for the data in Section 4. 

The vertical lines in Fig 3.4 (b) correspond to time slices that were used to illustrate spatial information 

in Fig. 3.5. These time windows were chosen to correspond to periods of higher and lower motion 

stabilization performance. The goal is to demonstrate the temporal variations and different features of the 

EBS event data time series. An order-of-magnitude read-out bandwidth reduction is observed for the three 

stabilized cases relative to the unstabilized case. The EBS stabilization method and the two frame-based 

stabilization measures are shown here. The first frame-based stabilization measure only accounts for the 

EBS bandwidth to calculate sensor read-out bandwidth, while the second measure includes the read-out 

bandwidth of the frame-based sensor as part of the total sensor read-out bandwidth. 

Horizontal lines in Fig 3.4 (a) and (b) represent the average bandwidth when applying the two 

stabilization methods, not including the frame-�E�D�V�H�G���V�H�Q�V�R�U�¶�V���E�D�Q�G�Z�L�G�W�K�����7�K�H���D�Y�H�U�D�J�H���L�V���F�R�P�S�X�W�H�G���Z�L�W�K�L�Q��

the window marked in Fig. 3.4 (a) with vertical lines. Note that there is variance in this measurement, and 

the mean can change across measurements. 

Both EBS and frame-based methods exhibit an oscillatory pattern, where the bandwidth variation spans 

nearly two orders of magnitude of dynamic range. This was also observed in the baseline method (not 

shown), and it is attributed to mechanical instability of the rotation stage. Even with this non-ideal rotation 

stage behavior, the minimum read-out bandwidth improvement with motion stabilization is a factor of ten 

and the average is nearly twenty-times bandwidth improvement relative to the unstabilized case. 

To provide a visual sense of the event distribution across the EBS, we show the event information in 

Fig. 3.5. The three sample times were chosen to show the best, worst, and average cases corresponding to 

the three sample times indicated in Fig. 3.4(b). One can readily observe the reduction of the background 

event rate in the stabilized versus unstabilized cases. Extrapolating to a typical real-world application, one 

expects that a user will not only be able to reduce the EBS sensor read-out bandwidth but also improve task 

performance for object detection and tracking with reduced clutter through motion stabilization. 
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Fig. 3.4: Time series showing the event rate of different configurations with the same background. (a) corresponds 

to recordings without a moving object in the scene and (b) corresponds to recordings with a moving object in the 

same scene. We present four cases, one with no EBS motion and three with 9.5 px/s EBS motion: One with no 

stabilization one with EBS-based stabilization, and one with frame-based stabilization. We also include the frame-

based stabilization with the frame-based sensor bandwidth. 
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Fig. 3.5: Illustrations qualifying the event rate data given a moving object in the scene. This data corresponds to 

images constructed from events over a 1/30s period at times 1, 2, and 3 in Fig. 3.4 (b), respectively. These samples 

represent the worst case, best case, and average case respectively that one might expect from using the given 

configuration. 

3.5: Experimental Results and Analysis  

In this section, we quantify and analyze the significant EBS read-out bandwidth reduction that is 

achievable with motion stabilization for a variety of scenes containing varying backgrounds and sensor 

platform motion velocities. 

The experimental data acquisition was carried out using the two types of background, with five 

variation of each background type, and EBS platform motion at five velocities per scene instantiation. 

Additionally, each scene had a control point with a static sensor. This data acquisition was conducted with 

and without the three stabilization methods, and the EBS and Frame methods were tested with and without 

optimization. Given this data set and complexities, we calculated a total of 290 recordings in the core data 

set, with additional data plotted in Appendix B. The resulting EBS data was aggregated (five background 

variations averaged into a single data point) into event rate plots. 

Table 3.1 provides the mean and standard deviation of an example data acquisition, with EBS linear 

motion set at 9.5 pixels per second. All three of stabilization methods demonstrate a significant reduction 

to the bandwidth compared to the unstabilized case. However, the stabilization methods are not perfect, and 

our proposed stabilization methods have room for improvement before they approach performance limit of 

no motion. We attribute this imperfection to various non-idealities. The projection effect due to imaging a 

flat monitor at short stand-off distance, i.e., linear translation motion correction with angular rotation is one 

of the main limitations, coupled with the quality of rotation stages (with significant jitter). This is evident 
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from the event rates for the baseline or ideal motion stabilization method in Table 1, where the platform 

motion is known exactly, but the stabilized event rates still deviate from the no motion event rates. With 

experiment modifications such as a longer standoff distance (relevant to real-world scenarios) and/or higher 

quality rotation stage, we would expect to achieve higher stabilization performance approaching the no 

motion limit. 

Examining the relative corrected motion noise of a stabilization method, as measured by the standard 

deviations in the recorded bandwidth, it appears that the EBS stabilization method has the largest motion 

noise. We believe this is primarily due to the sensitivity of motion compensation performance to the specific 

instantiation of the background because the controlled event rate is itself dependent on the specific 

background. The other two motion stabilization techniques were background-independent, and their motion 

noise is attributed to jitter from rotation stage. Furthermore, due to the background dependence the EBS 

based motion compensation is inherently subject to variability from different scene variations leading to 

significantly different event rates. The standard deviation in each case includes background variations, noise 

variations, and algorithm variations as well as non-ideal rotation stage performance. 

Table 3.1: Read-out Bandwidths (Bytes/sec) of different scenes with different motion configurations with one point 

for each background. The data is collected with EBS motion of 9.5 pixels per second. 

 No Motion Unstabilized Stabilized EBS Stabilized Frame Stabilized Baseline 

Desert 12,700 ± 3.6% 3,272,000 ± 6.5% 207,200 ± 59% 123,000 ± 17% 75,700 ± 16% 

Urban 9,990 ± 5.5% 1,750,000 ± 19% 133,000 ± 36% 63,800 ± 15% 50,100 ± 13% 
 
Fig. 3.6 and Fig. 3.7 show the relative performance of the three stabilization methods spanning six EBS 

velocities with optimized and unoptimized stabilization. Each data point represents the mean and standard 

deviation sensor read-out bandwidth over five background variations as a function of a preset sensor 

platform motion velocity. The data is grouped into configurations without stabilization, with event-based 

stabilization, with frame-based stabilization (with and without the frame-based tracking camera 

bandwidth), and with ideal or baseline stabilization. Ideal stabilization uses the optimal constant rotational 

velocity using prior knowledge of sensor platform velocity. 

In Fig. 3.6(a) and 3.6(b), the PID tracking parameters are adjusted at each velocity value to provide 

optimized tracking for the EBS and frame-based methods in desert and urban scenes. In Figs. 3.7(a) and 

3.7(b), we use techniques only optimized at 9.5 pixels per second motion. For example, if the EBS velocity 

is unknown, one must use a non-optimized technique and might expect relative performance like in the 

figures. The data shows that motion stabilization benefits are still significant, but that relative performance 

degrades as the �D�F�W�X�D�O���V�H�Q�V�R�U���S�O�D�W�I�R�U�P���Y�H�O�R�F�L�W�\���G�H�Y�L�D�W�H�V���I�U�R�P���W�K�H���W�H�F�K�Q�L�T�X�H�V�¶���R�S�W�L�P�L�]�H�G���Y�H�O�R�F�L�W�\�� 

Reference dashed horizontal lines in each plot represent potential performance comparisons with the 

corresponding sensor read-out bandwidth of standard frame-based sensors. These reference lines represent 
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the read-out bandwidth of a 346 x 260 frame-based camera operating at 60, 30 or 10 frames per second 

assuming one byte or 8-bit depth per pixel. These reference read-out bandwidths represent the potential 

bandwidth advantages of EBS over frame-based imaging, demonstrating the capabilities and benefits of 

motion stabilization. For example, in the desert background without motion stabilization, the EBS event 

rate crosses that for a frame-based sensor operating at 30 fps at a platform velocity of around 9.5 pixels per 

second. If hardware motion stabilization is used in this case, one can reduce the EBS event rate by nearly 

an order-of-magnitude. Other such relevant comparisons between unstabilized and stabilized EBS event 

rates are readily observable from this experimental data. 

The motion-stabilization performance analysis demonstrates that event-based motion stabilization 

techniques work across different scene variations but require optimization when switching between 

background types (such as urban and desert backgrounds) due to the significant differences in background 

spatial statistics. The event-based motion stabilization technique also benefits significantly with 

optimization at a specific platform velocity. It is worth mentioning that sensor platform velocity information 

required for such optimization may not be readily available on some systems such as a quadcopter 

unmanned aircraft. However, we expect this method would be useful on larger sensor platforms such as a 

manned aircraft with more available resources. Benefits of the EBS motion stabilization technique also 

include low computational complexity, requiring one increment operation per event, and computing Eq. 3.9 

every time step. As such, this method may be superior to other techniques that require more complex event 

processing. 

The frame-based motion-stabilization technique worked consistently across all scene variations. 

However, we observed that it still benefitted from optimization at specific sensor platform velocities, 

especially at lower velocities. Motion stabilization performance was superior to the event-based technique 

over a range of velocities, when discounting the actual cost of frame read-out bandwidth. However, 

bandwidth was above the event-based technique when including the frame-based bandwidth. The frame-

based camera used 250,000 bytes per second and subtracting this to isolate EBS event rate, decreased the 

event rate to below the EBS method. The frame-based technique may be superior to the EBS method in 

cases where reduced processing time and other factors outweigh the frame-based bandwidth cost. The 

frame-based technique only uses a constant frame-based bandwidth and does not affect the event rate. 

The baseline stabilization performed well but had an uptrend in its event rate and had lower 

performance than the frame-based method in some cases. We attribute the lower performance to projection 

effects from canceling linear motion with rotation motion at short stand-off due to projection effect. As the 

angle between the optical axis and the normal to the monitor changes, the rotational motion required to 

cancel the linear motion changes and the constant angular velocity loses validity. We expect that the lower 

velocities, this projection effect was less significant. 
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While optimality is not claimed for any of the motion stabilization techniques discussed here it is clear 

that these techniques deliver significant sensor read-out bandwidth improvements. The improvements are 

in comparison to the unstabilized EBS and to example frame-based imaging systems. We believe these 

techniques and other related approaches are crucial to the development of well-engineered event-based 

imaging systems on moving sensor platforms. Usage of the techniques in these systems can lead to 

significant reduction in sensor read-out rate, which is a crucial system performance parameter in many real-

world imaging applications for object detection and tracking tasks. 
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Fig. 3.6: Bandwidth plots of different stabilization methods versus different EBS velocities. a) and b) are with the 

desert and urban background variations, with techniques optimized at respective velocities. Ideal stabilization 

represents a baseline performance level. With ideal stabilization, we observe greater than an order-of-magnitude 

bandwidth decrease versus an unstabilized system is possible. Overall, we observed similar performance with the 

three techniques across the two backgrounds. 
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Fig. 3.7: Bandwidth plots of different stabilization methods versus different EBS velocities. a) and b) are with the 

urban desert background variations, without techniques optimized at respective velocities. Without optimization, 

EBS and frame techniques are optimized at 9.5px/sec. 

3.6: Conclusions and Future Work  

EBS provide a significant bandwidth advantage in moving object detection when the background scene 

is fixed, and the sensor is not moving. However, this advantage is significantly compromised when the EBS 

has a relative velocity to the scene background. To compensate for this reduction in performance, 

techniques can be employed to reduce the relative this relative motion as projected onto the sensor focal 

plane. We introduced and successfully demonstrated several such hardware EBS stabilization methods. 
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These methods demonstrated order-of-magnitude read-out bandwidth reductions versus unstabilized, 

moving EBS systems. One can apply these methods to reduce bandwidth to meet performance thresholds 

in applications such as moving object detection. These methods differentiate from other methods, in the 

sense that they leave moving objects in the data stream while removing background clutter. The baseline 

stabilization performed well but had an uptrend in its event rate and had lower performance than the frame-

based method in some cases. We attribute the lower performance to projection effects from canceling linear 

motion with rotation motion. As the angle between the optical axis and the normal to the monitor changes, 

the rotational motion required to cancel the linear motion changes and the constant angular velocity loses 

validity. We expect that the lower velocities, this projection effect was less significant. We see value in 

development of other hardware stabilization methods, and testing against different scene geometries, 

however we leave these topics to other researchers. Our EBS method has low complexity but is sensitive 

to scene and velocity variations. There are other methods that trade off complexity for reduced sensitivity 

and higher performance. Additionally, testing with higher velocities, different scene distances, and different 

lens focal lengths may demonstrate different limitations for stabilization performance. 

By trading off complexity and other system parameters, variations on our methods may provide 

significant improvements over the current performance. Other possible frame-based approaches might 

include passive approaches such as image registration and optical flow techniques. However, these 

techniques are scene dependent such that their performance is expected to be less than with a known, 

actively illuminated point. These techniques also require heavy processing and a larger scene image, and 

their usage may need a different goal than reducing system bandwidth. Other possible event-based 

stabilization approaches may include motion segmentation [90, 91] or optical flow [92]. These techniques 

would not have the instabilities because they can measure event directionality. Our main concern here was 

latency with using CPU processing and wanting to emphasize low-resource techniques. However, if a 

smaller subset of the event stream were used here, we expect real-time processing is possible with some 

loss in accuracy. Additionally, these techniques may be more effective at lower event rates and combining 

them with the event rate measurement may lead to higher performance. We are not aware of these 

techniques being tested against aerial images and saw them as a poor fit for heavy-cluttered scenes such as 

the desert. Other stabilization methods may include full IMU -based control such as a hardware version of 

a software technique [93] and GPS control, or some type of speedometer to collect platform velocity. Given 

scene geometry information, this velocity information might provide a coarse solution to control �R�¾�»�Ì, 

followed by a solution like one above for finer control. 

An example of applying our results might be integration with EBS bias control [89], which we provide 

some insight with Appendix B. Here, a user attempting to achieve high sensitivity or high responsiveness, 

might apply hardware stabilization, such that increased event rates from the higher sensitivity or responsive 
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can be reduced. We view this as expanding the trade space available with EBS configurations, using the 

lower event rate to enable lower thresholds, response to higher spatial frequencies, or higher noise tolerance. 
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Chapter 4 

Task-Based Comparison Between Event-Based and 

Frame-Based Sensors 

4.1: Introduction  

An event-based sensor (EBS) [26], also referred to as a dynamic vision sensor, is a passive electro-

optical imaging sensor with a specialized read-out circuit that outputs asynchronous event data. These 

events are associated with the dynamics of a scene and occur in time and space when a given EBS pixel 

detects a local change, or an event, when the incident optical radiance exceeds a preset threshold. As a 

result, the read-out bandwidth, or equivalently the event read-�R�X�W���U�D�W�H�����G�H�S�H�Q�G�V���R�Q���D���V�F�H�Q�H�¶�V���V�S�D�W�L�R-temporal 

dynamics. This bandwidth is typically lower than that of an equivalent frame-based imaging sensor. 

An EBS typically outputs a spatially and temporally sparse data stream. This sparsity derives from the 

EBS pixels independently generating asynchronous events. In the EBS, an event encodes the nature of the 

local radiance change and has several attributes including the time, the pixel location, and the polarity of 

the irradiance change. These attributes contrast with frame-based imaging sensors that output a spatial 

signal map proportional to the sensor plane radiance map synchronously, at a given frame rate. For further 

details about EBS and its operating nature, we refer the interested reader to the literature [26, 27, 48, 83]. 

A potential advantage of EBS over frame-based sensors is that read-out bandwidth is often lower when 

collecting similar scene information, which has garnered significant interest from the research community. 

This EBS advantage of lower read-out bandwidth is especially significant as it is a limited resource in many 

applications. For example, a spacecraft with size, weight, and power constraints may not have sufficient 

hardware resources to support a high-bandwidth data bus required to interface with high spatio-temporal 

imaging systems. As such, reduction in the read-out bandwidth can yield several potential benefits, 

including increased spatio-temporal resolution and lower computing requirements. Increased spatio-

temporal resolution can, in principle, lead to increased focal plane size and/or focal plane temporal sampling 

rate [76]. This translates to sensors with higher space and time performance for bandwidth-limited 

platforms. Another potential benefit is in reducing processing resources because of the reduced data stream. 

For example, airborne systems have limited onboard processing power and bandwidth. Here, limitations 

can translate into reduced focal plane size and reduced onboard processing capability for certain 

applications such as change detection or object tracking. With reduced processing requirements from EBS, 

we expect that a larger focal plane on these types of platforms is possible. 
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�2�X�U���J�R�D�O���L�V���W�R���S�U�R�Y�L�G�H���D���P�H�W�K�R�G���I�R�U���H�Y�D�O�X�D�W�L�Q�J���W�K�H���(�%�6�¶�V���F�D�S�D�E�L�O�L�W�L�H�V���L�Q���W�U�D�G�L�W�L�R�Q�D�O�O�\���I�U�D�P�H-based tasks, 

to understand the costs and benefits of replacing the frame-based sensor with EBS. Specifically, we want 

to establish baseline performance measures of an EBS and frame-based sensor to quantitatively understand 

the respective costs and benefits of each technology. 

This research is designed to improve systems that are currently limited by frame-based technology in 

terms of spatial or temporal resolution. For example, we cite small, unmanned aircraft detection systems 

[4] where task performance is limited by pixels-on-target or spatial resolution, or more systemically limited 

in a trade space between spatial and temporal resolution, and the sensor field-of-view. With a lower 

expected read-out bandwidth, EBS systems expand this trade space and, in principle, enable more capable 

imaging systems. We envision a large format EBS, possibly built with mosaicked camera arrays [5], that 

can image a large field of view with hundreds of millions of pixels. 

Through review of the literature, we found that EBS is commonly considered a paradigm shift whose 

data stream requires a whole new way of thinking and acting on the data. In terms of real-world applications 

of EBS solutions, we have found limited quantification of real-world EBS value in the literature. Our 

research takes the approach where EBS is viewed as one in a broad class of imaging sensors also including 

traditional frame-based imagers [13] and others such as the Digital Focal Plane Array [61]. Our approach 

treats EBS as one in this class and measures its performance as if it is a frame-based sensor, to demonstrate 

its costs and benefits within an already proven application. 

We develop a rigorous, statistical approach for measuring EBS system performance compared to frame-

based systems. Specifically, we want to demonstrate a system that measures the relative performance and 

outputs data that a decision maker can use in a cost-benefit analysis. This cost-benefit analysis includes 

relative task performance and relative bandwidth advantages as the costs and benefits. The EBS integrates 

with an imaging chain to form an event-based imaging system. We use the term EBS to refer to both event-

based sensors and event-based imaging systems. 

Our approach has several challenges including high control requirements, controversial methodologies, 

and complicated results and analysis. We control the hardware such that both sensors are presented with 

the same data in a comprehensive way. The methodology includes framing EBS data (which removes 

potentially valuable temporal information), removing potentially valuable temporal information, and the 

usage of spatial matched filtering for the detection algorithm. We will  provide justification for these and 

other decisions later in the paper. The data aggregates results from several hundred detection decisions in 

each point, leading to questions of representativeness of the data. We attempt to answer all of these concerns 

throughout the paper. 
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This work is intended for engineers interested in developing real-world systems with EBS, for 

researchers interested in device behavior and how that behavior maps to task performance, and for 

researchers interested in building better EBS devices. 

This work is structured into four other sections. Section 2 mathematical and processing concepts. 

Section 3 describes our methodology. Section 4 presents our results and analysis. Section 5 presents our 

conclusions and future work. 

4.2: Task Performance  

We identify task performance and bandwidth advantages as factors in comparing EBS versus frame-

based performance. In this section, we discuss task performance and the process used to measure it for 

both types of sensors. 

4.2.1: Performance Measurement  

This subsection defines how we measure task performance. We start by defining task performance, 

followed by a high-level description of the steps taken to measure task performance. 

The EBS generates a data stream that can be processed to extract information about the scene. We want 

to know about the quality of this data, or our ability to act on the data regarding object detection tasks, and 

about the factors that affect the data. To do this, we measure the performance of the EBS imaging system 

in object detection. We attempt to keep all system parameters constant, including the imaged scene, the 

field-of-view, the sensor platform and any motion, the imaging lens, data processing, and the detection 

algorithm. Detailed discussion of these parameters is provided in Section 3. 

We record data with both cameras by imaging a display showing an object of interest moving against 

various backgrounds. By controlling the recording timings and by repeating the recording without an object, 

we can gather data and quantify �W�K�H���D�E�L�O�L�W�\���W�R���G�H�W�H�F�W���W�K�H���R�E�M�H�F�W�¶�V���S�U�H�V�H�Q�F�H���Z�L�W�K�L�Q���W�K�H���V�F�H�Q�H�� 

For processing the EBS data, we aggregate events into constant time bins. This aggregation removes 

temporal object information from the data, reducing performance. Although not yet applied to EBS, the 

concept of object information has been explored with frame-based systems through Task-Specific 

Information [35]. We view this loss as providing a lower bound for EBS performance, because there are 

processes that might better utilize EBS data without the aggregation and information loss. For the current 

study, since we could still demonstrate the methodology, the information loss was deemed acceptable 

without further analysis. For the detection process, we use a frame-based matched filter. We apply this filter 

to both the event-based data and the frame-based data. 

We measure performance using the Receiver Operator Characteristic (ROC) curve of both EBS and 

frame-based systems. ROC trades off probability of detecting the object when the object is present 
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(Probability of Detection), versus the probability of detecting the object when the object is absent 

(Probability of False Alarm). ROC is parameterized by a threshold value that selects a specific pair of 

probabilities from their trade space. By varying the threshold, we can form the ROC curve and characterize 

the trade space. For more details, we refer the reader to a description of ROC curves from the literature [10, 

31]. We further aggregate the ROC curve by taking the area under the ROC curve (AUC), converting the 

curve into a scalar performance metric. 

With these techniques, we measure all-in performance of the EBS and the frame-based system across 

several scene parameters including the scene type, the scene variance, and sensor motion. 

4.2.2: Description of Detection Process  

Here is a description of the detection process. We first abstract the image generation process using the 

following two equations: 

 �C�¿�»�Ì 
L �*�¿�»�Ì�B (4.1) 

 �C�¾�»�Ì
L �*�¾�»�Ì�B (4.2) 

where �C�¾�»�Ì represents the event-based sensor image and �C�¿�»�Ì represents the frame-based sensor image. 

�C�¾�»�Ì and �C�¿�»�Ì are both vectors, where each element represents a pixel in the image output. �*�¾�»�Ì is an 

operator abstracting the event-based sensor imaging process and �*�¿�»�Ì is an operator abstracting the frame-

based sensor imaging process. The EBS operator includes operations such as event framing, which are 

covered in more detail in the next section. The object, �B, can be further partitioned into several components: 

 �B
L �B�Õ�Ú
E���B�â�Õ�Ý
E���B�á�â�Ü�æ�Ø (4.3) 

where �B�Õ�Ú represents the background scene, �B�â�Õ�Ý represents the object, and �B�á�â�Ü�æ�Ø represents scene noises 

such as optical shot noise. �B models occlusion of the background, by the target, through setting any region 

in �B�Õ�Ú to zero wherever it overlaps with �B�â�Õ�Ý. We can express this mathematically as �B�ç�Ô�å�Ú including the 

negation of �B�Õ�Ú in the overlapping region. �B�á�â�Ü�æ�Ø excludes variations between �B�â�Õ�Ý and �B�Õ�Ú. 

We conduct the experiment across many randomized object scenes. We can describe the background 

instantiation process with a vector selection operator. This operator chooses a specific background instance 

and is random. For more information on this operator with regards to imaging, we refer to Neifeld et. al. 

[25]. Eq. 4.4 describes this background selection operation to generate a random scene. 

 �B�Õ�Ú
L ���ê�B�æ�Ø�ç (4.4) 

where �ê is the vector selection operator and �B�æ�Ø�ç is a matrix containing the set of potential object vectors. 

An instance of �ê has one non-zero element that, when operating on �B�æ�Ø�ç, generates a single vector 



80 
 

representing �B�Õ�Ú. We iterate �ê to generate sets of scenes for analysis. In our analysis, �B�æ�Ø�ç consists of a larger 

set variations of a single scene type. These types include desert and urban, and variations are subimages of 

a larger scene image. Given this randomly-drawn image, we then superimpose our object �B�â�Õ�Ý to form the 

displayed image. We leave �B�á�â�Ü�æ�Ø empty in the initial image, allowing noise to generate through physical 

processes when the image is displayed. 

We generate our matched filter object templates through simulated data. Here, �B is represented in 

software as �B�æ�Ü�à, and �C�¿�»�Ì�4�æ�Ü�à represents a simulated imaging system. We first remove physics from the 

simulated �*  operators such as lens effects, noises, and device practicalities, leaving an ideal simulated 

output. 

 �C�¿�»�Ì�4�æ�Ü�à
L �*�¿�»�Ì�4�æ�Ü�à�B�æ�Ü�à (4.5) 

which is similar to Eq. 1 except the variables are simulated. We note that we include a calibrated lens 

magnification in this �*  �R�S�H�U�D�W�R�U�����V�X�F�K���W�K�D�W���W�K�H���P�D�W�F�K�H�G���I�L�O�W�H�U���L�V���D�S�S�O�L�H�G���D�W���W�K�H���S�K�\�V�L�F�D�O���V�\�V�W�H�P�¶�V���V�F�D�O�H�����7�R��

implement the matched filter, we generate a template representing only the object �L�Q���W�K�H���V�H�Q�V�R�U�¶�V���L�P�D�J�H��

space, by applying a high-contrast object against a uniform background, forming the input �B�ç�Ô�å�Ú�4�æ�Ü�à. Eq. 

4.6 describes this template generation system. 

 �6��
L���*�¿�»�Ì�4�æ�Ü�à�B�ç�Ô�å�Ú�4�æ�Ü�à (4.6) 

where �6 is our template and �B�ç�Ô�å�Ú�4�æ�Ü�à is the simulated object in the scene. We then apply the template by 

operating on the real output data after processing, �C�¾�»�Ì, using the matched filter. We note that we use the 

same template for both the EBS and frame-based system, to maintain similarity between the systems. We 

apply the matched filter through the inner product of the expected object with the image, seen in Eq. 4.7. 

The inner product operation provides a scalar value that we interpret as representing a likelihood of the 

object being at a specific scene location. 

 �ã�Æ�¿
L �6�ç�C�¾�»�Ì (4.7) 

where �ã�Æ�¿ is a scalar value representing the inner product. The value �ã�Æ�¿ is mathematical and can be 

viewed as a level representing the likeness between the template at one location, and the input data. We 

then compare �ã�Æ�¿ to a threshold and decide whether the object is absent or present in the scene based on 

the result: 

 �� 
L���ã�Æ�¿���™���à  (4.8) 

where �à is a scalar threshold variable and ��  is a binary value describing the detection decision, having 

possible values of one or zero. �™ is the comparison operator. 
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The above process only provides a detection decision at a single image location, which is not useful if 

one is searching across the whole scene. To decide at every scene location, we can use the cross-correlation 

operator, which we interpret as computing the inner product at every location in �C�¾�»�Ì: 

 �ã�Æ�¿

â 
L ���6�T �C�¾�»�Ì  (4.9) 

 

where �ã�Æ�¿

â  is the two-dimensional cross-correlation vector, containing a scalar for every scene location. 

At the image boundaries, we zero-pad to prevent the template from cycling to the other side of the image 

during computation. After computing �ã�Æ�¿

â , we can compare its values to the threshold: 

 ��
á
L���ã�Æ�¿

â ���™���à (4.10) 

where ��
á �L�V���D���Y�H�F�W�R�U���R�I���E�L�Q�D�U�\���G�H�F�L�V�L�R�Q�V���D�F�U�R�V�V���D�O�O���V�F�H�Q�H���O�R�F�D�W�L�R�Q�V�����7�K�H�V�H���G�H�F�L�V�L�R�Q�V���V�W�D�W�H���W�K�H���R�E�M�H�F�W�¶�V���D�E�V�H�Q�F�H��

or presence at every location. For a detection problem, we can aggregate ��
á in all locations into a scalar, 

scene-�Z�L�G�H���G�H�F�L�V�L�R�Q�����V�W�D�W�L�Q�J���W�K�H���V�\�V�W�H�P�¶�V���G�H�F�L�V�L�R�Q���R�Q���W�K�H���R�E�M�H�F�W�¶�V���S�U�H�V�H�Q�F�H���L�Q���W�K�H���V�F�H�Q�H�� 

 �&��
L 
k�-��
á
o�™�r (4.11) 

 �&��
L �(�:��
á�á�à) (4.12) 

where �(�:) describes generic function notation. �& is the detection decision and �- is an operator summing all 

elements in a vector. �& describes whether the object was detected anywhere in the scene. It is 

straightforward to extend this process to localization, however, we do not demonstrate such here. 

We next introduce the selection vector �ê to repeat this process with different scene variations, 

generating a vector of binary decisions. This increased dimensionality is represented as creating ��
á
á and �&
á: 

 ��
á
á��
L ���(�:��
á�á�à�â�ê) (4.13) 

 �&
á��
L �@�-��
á
á�A�™�r (4.14) 

where ��
á
á is a vector of object presence decisions across all scene locations and all scene instances. �&
á is a 

single-scene-variation object presence vector with dimensionality across scene variations with the 

summation is across locations within a variation. 

While Eq. 4.13 provides a vector of decisions (Value of one is object present, zero is object absent), 

we want to aggregate the decisions to generate a probability of detecting the object. We do this 

aggregation with a simple average across the scene variations of �&
á: 

 �&
%��
L���:�-�&

á�;

���&
á��

X  (4.15) 

 �&
%��
L ���(�:�à) (4.16) 
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where �&
% is the average of �&
á across scene variations and ���&
á�� is the number of variations in �&
á. �&
% is a 

probability. 

We finally constrain �ê to generating separate object absent and object present variation subsets. In 

each subset, �B�Õ�Ú has the same variations present, but �B�ç�Ô�å�Ú may or may not be present. As such, we can 

compare the decision with the same variations, except that the object is absent or present in each subset. 

We can then generate a vector of decisions for the set of scenes with the object actually present and a 

vector for the set with the object actually absent. This partition generates separated �&
% functions: 

 �&
%�É�å�Ø�æ�Ø�á�ç��
L ���(�:�à) (4.17) 

 �&
%�º�Õ�æ�Ø�á�ç��
L ���(�:�à) (4.18) 

where �&
%�É�å�Ø�æ�Ø�á�ç is the probability of object detection (�2�½) and �&
%�º�Õ�æ�Ø�á�ç is the probability of false alarm 

(�2�¿�º). 

These functions are combined to form an ROC function that is parameterized by �à: 

 �(�Ë�È�¼�:�T�á�U�;��
L ���(�:�&
%�Ô�Õ�æ�Ø�á�ç�:�à�;�á�&
%�É�å�Ø�æ�Ø�á�ç�:�à�;�â���à) (4.19) 

where �(�Ë�È�¼ is the ROC function and can be plotted to generate the ROC curve for the set of scenes. �T is a 

variable known to represent the horizontal axis in a plot and �U is a variable known to represent the vertical 

axis in a plot and represent �&
%�É�å�Ø�æ�Ø�á�ç and �&
%�º�Õ�æ�Ø�á�ç. 

However, we want to measure ROC performance across different sets of scenes. For example, we 

might want to compare one set with a fast-moving sensor platform and one with a stationary platform. To 

do this, we measure the area under the ROC curve (AUC) to convert the curve to a scalar performance 

metric [19]. 

 �#�7�%��
L���ì �(�Ë�È�¼�:�T�á�U�;�@�T (4.20) 

where �#�7�% is the area under the ROC curve for EBS. �(�Ë�È�¼ is the ROC curve function for EBS. 

The ROC and �#�7�% values are generated by sampling scene variations. As such, the values are mean 

values and have associated higher-order statistics. We present a variance for each mean as an error bar when 

plotted. 

 In practice, we record time data of a moving object, and can compute detection at different times. We 

sample 30 locations per scene variation over a 1-second window at 30 equivalent-frames per second. With 

the complex scene, We record ten variations per ROC curve, providing 300 samples per �2�½ and �2�¿�º 

measurement. With a uniform background, we only record five variations, providing 150 samples per 

measurement. 

4.3: Methodology  
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This section describes how we developed the different components necessary for the sensor comparison. 

We start off in subsection 4.3.1 by describing the scene generation process, and how we generate ideal 

images that are eventually processed into performance data. Then in subsection 4.3.2, we provide 

descriptions of several important differences between the EBS and frame-based systems, how these 

differences bias our system, and how we attempt to control the differences. 

4.3.1: Scene Generation and System Vi deo Input  

�:�H���J�H�Q�H�U�D�W�H���F�R�P�S�O�H�[���V�F�H�Q�H�V���D�Q�G���G�L�V�S�O�D�\���W�K�H�P���W�R���W�K�H���V�H�Q�V�R�U�V�����L�Q���R�U�G�H�U���W�R���M�X�G�J�H���W�K�H���L�P�D�J�L�Q�J���V�\�V�W�H�P�V�¶��

performance in distinguishing objects of interest from the background. Our scene generation approach uses 

highly constrained scenes where we control all of our variables of interest, enabling us to analyze the effect 

of individual scene parameters on system performance. Every dataset that we investigated, of which we 

give one example [94] out of several dozen, provides a highly diverse set of scenes. This diversity is 

designed to test the robustness of a variety of algorithms in many possible scenarios. We developed the 

scene generator and controlled data to focus on generating many minor variations of a few scenarios, to 

isolate individual scene parameters and gain understanding of their relationship to performance. 

We first describe our parameters of interest, followed by a description of how we generate scenes and 

integrate moving objects. With this information, we expect that a reader could reproduce their own scene 

generation software for their own research. 

4.3.1.1: Parameter Space  

We selected and varied several parameters of interest given a uniform or a complex scene. The parameters 

include object motion, sensor motion, scene contrast, and signal-to-background ratio for a uniform scene. 

For a complex scene, parameters include visible contrast, sensor motion, and signal-to-background ratio. 

4.3.1.2: Random Image Chipping  

We constructed a random scene generator in MATLAB. We used aerial images [88] as macro-scale scenes 

and created chipped sub-images from this larger image to form a random ensemble. We provide an example 

of this process in Fig. 4.1, where we present the larger scenes and present an example of selecting smaller 

subimages. 
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Fig. 4.1: Images representing the two backgrounds. The goal of this variation is to show that the stabilization can 

work across a variety of scene types. We randomly selected five subimages from each larger background, each of 

which was then tested with our setup, as illustrated with the red boxes. 

4.3.1.3: Scene Control  

We conduct complex scene tests by increasing the scene contrast from low scene variance to high scene 

variance. To compute this variance, we take every generated scene and compute the mean radiant exitance 

when displayed to the sensors. We then compute the variance of the radiance of each pixel in the scene 

versus this mean. Finally, we compute the average of the variances across all scenes in the ensemble to 

compute a scalar scene contrast metric. 

To control the scene variance, we vary the dynamic range in a template scene. The dynamic range 

variation operation computes the maximum, minimum, and mean radiant exitance in the scene. Next, we 

find the ratio between the current and the desired variance and scale the maximum and minimum by this 

value, while keeping the mean the same. This operation is not consistent across scenes but provides 

approximate control. 

Finally, we varied the signal-to-background ratio. We generated object and backgrounds, and set the 

signal-to-background ratio, as the mean object radiant exitance divided by the mean background radiant 

exitance. 

4.3.1.4: Object Integration  

We generated objects of interest by downloading a public domain 3d model of an unmanned aircraft, 

importing it into Blender, and rendering a high-resolution 2D projection. To generate different sized objects, 

this high-resolution projection was downsampled to corresponding resolutions. 

After controlling the scene variance and the object signal-to-background ratio, the object was 

superimposed onto the background, generating video input to the test system. We applied alpha blending 
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techniques to place these objects in the scene with less edge artifacts. We place the object at a known, 

constant pixel position within the scene and apply a velocity to the object, changing this position each 

�I�U�D�P�H�����:�L�W�K���W�K�H���X�Q�L�I�R�U�P���E�D�F�N�J�U�R�X�Q�G�����Z�H���V�H�W���W�K�H���R�E�M�H�F�W�¶�V���Y�H�O�R�F�L�W�\���W�R���]�H�U�R���D�Q�G���R�Q�O�\���P�R�Y�H�G���W�K�H���V�H�Q�V�R�U�����:�L�W�K��

the non-�X�Q�L�I�R�U�P���E�D�F�N�J�U�R�X�Q�G�V�����Z�H���V�H�W���W�K�H���R�E�M�H�F�W�¶�V���Y�H�O�R�F�L�W�\���W�R���R�Q�H���S�L�[el per frame, or thirty pixels per second. 

We generate a video with a static background and either an absent or present moving object for display to 

the test system. 

4.3.2: Experimental Setup  

We developed an imaging system with the EBS and frame-based sensor imaging a controlled scene, 

presented to the sensors on a pixelated display screen. The controlled scene variations enable their effect 

�R�Q���V�H�Q�V�R�U���S�H�U�I�R�U�P�D�Q�F�H���W�R���E�H���P�H�D�V�X�U�H�G�����D�O�O�R�Z�L�Q�J���X�V���W�R���K�\�S�R�W�K�H�V�L�]�H���S�D�U�D�P�H�W�H�U�V�¶���H�I�I�H�F�W�V���L�Q���R�W�K�H�U���V�F�H�Q�D�U�L�R�V����

Through measuring performance with our system, we also demonstrate an equivalence between EBS and 

frame-based sensors and allow the usage of EBS in frame-based systems. 

Fig. 4.2 illustrates the hardware subsystem to image a display with the two sensors, and add motion 

control for further testing. 

 

 

Fig. 4.2: Images of the hardware setup. The left image shows the cameras and motion hardware. The right image 

shows an example background imaged by the cameras. 

4.3.2.1: Hardware Setup  

We present the limitations and practicalities of our setup. The experimental hardware consists of three 

principal subsystems: 1) optics and sensors 2) image projection, and 3) platform motion, which are 

described separately below. 



86 
 

4.3.2.1.1: Physically separate EBS/FBS  

The DAVIS346 was the EBS used for evaluation. While the DAVIS also contains an integrated frame-

based sensor on the focal plane, we decided to use a separate sensor because of limitations stated by the 

EBS vendor iniVation [45] �W�K�D�W���³�7�K�H���I�U�D�P�H���R�X�W�S�X�W���K�D�V���E�H�O�R�Z���D�Y�H�U�D�J�H���S�H�U�I�R�U�P�D�Q�F�H���L�Q���W�H�U�P�V���R�I���L�P�D�J�H���T�X�D�O�L�W�\��

�F�R�P�S�D�U�H�G���W�R���F�R�Q�Y�H�Q�W�L�R�Q�D�O���L�P�D�J�H���V�H�Q�V�R�U�V���´���$�V���V�X�F�K�����Z�H���Y�L�H�Z���F�R�P�S�D�U�L�V�R�Q���W�R���W�K�H���L�Q�W�H�J�U�D�W�H�G���V�H�Q�V�R�U���D�V���D���E�L�D�V��

of the results in favor of EBS. 

However, physical separation comes with control challenges, as the two sensors require the same field-

of-view and IFOV, separate control software, separate but similar processing pipelines, and synchronized 

data streams. We found these challenges necessary to provide a level of rigor in EBS performance 

measurement and comparison unseen in the literature. 

4.3.2.1.2: Imaging a Pixelated Display  

We imaged a discrete, pixelated screen with the two cameras, forming a discrete-to-discrete imaging 

system. This brings up several potential issues, including spatial aliasing, temporal aliasing, and screen 

flicker. 

For spatial aliasing, our system had 1.3 screen pixels per sensor pixel. This ratio is 1.3 times than the 

Nyquist criterion. As such, we observed significant aliasing effects in both sensors when imaging the 

uniform background and the static urban background. We found aliasing detrimental here, because it can 

interface with our object of interest and degrade detection performance. To address spatial aliasing, we 

applied a slight defocus to both lenses that helped mitigate the effect without significantly degrading image 

quality. We considered any residual aliasing effects as a common mode detriment to both sensors. 

For temporal aliasing, we recorded the frame-based sensor at 29.9 FPS, which is a factor of two smaller 

than the Nyquist criterion. We did not attempt to temporally reconstruct our data, and therefore did not 

focus on mitigating its effect. The effect on our data was that a frame had more than one half pixel of 

motion, which was the desired video structure. For our frame rate, all frames had one pixel of motion, with 

a two-pixel motion frame every three hundred frames, longer than the recording length. As such, we did 

not observe any detrimental temporal aliasing effects. 

The display flicker was measured by imaging the screen at 500Hz with a 64x64 frame-based sensor. We 

then took the mean measured pixel value from every frame and plotted the result. Fig. 4.3 illustrates the 

results of this operation. The data was sampled with different exposure times shows how the screen flicker 

varies as we add motion blur to the system. At 2ms exposure, we found a high frequency signal at about 

180Hz, with a peak-to-valley of about 7%. We note that we scaled this value up, from a mean digital value 
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of around 20, to compare it to the filtered signal. We filtered down this signal by increasing exposure to 

have a nearly flat measurement at a 60Hz frame rate, with a mean digital value of 99. We used this shutter 

time for our frame-based sensor in the experiment, removing flicker however for the EBS we had no such 

filter and did not remove flicker, leaving the EBS to image the 7% change. When imaging the screen with 

the EBS, the flicker was insufficient to trigger events by itself, but ultimately adds variance to the imaged 

scene and detected events. 

 

Fig 4.3: Screen flicker measured on the display versus time, with two different exposure times. By increasing 

exposure, we effectively motion blur the flicker, making it approximately constant. With filtering, the peak-to-valley 

change was less than 0.5%. 

4.3.2.1.3: Platform Motion  

The sensors were mounted to a linear stage with a rotation stage added for the stabilization section, with 

both stages under computer control. �:�H���I�R�X�Q�G���W�K�H���O�L�Q�H�D�U���V�W�D�J�H�¶�V���S�R�V�L�W�L�R�Q���D�Q�G���Y�H�O�R�F�L�W�\���W�R���E�H���F�R�Q�V�L�V�W�H�Q�W���D�F�U�R�V�V��

runs, while the rotation stage had jitter that prevented ideal stabilization behavior. 

4.3.2.2: Data Processing  

We processed frames into a change detection format that represents data used in a moving object 

detection task. The processing has the following four steps: 1) Input the frame data and downsample it to 

match the EBS through interpolation. 2) Operate on the interpolated data using a change detection algorithm 

commonly used for moving object detection [71]. Eq. 4.21 describes this process where �¿�Ù�å�Ô�à�Ø can be 

viewed as equivalent to �C�¿�å�Ô�à�Ø, as the input to the matched filter, �+�Ö�è�å �L�V���W�K�H���F�X�U�U�H�Q�W���I�U�D�P�H�¶�V���P�H�D�V�X�U�H�G��

intensity values, and �+�ã�å�Ø�é is the previous fr�D�P�H�¶�V���P�H�D�V�X�U�H�G���L�Q�W�H�Q�V�L�W�\���Y�D�O�X�H�V. We use this algorithm because 

it is well-known and is referenced within an important textbook in the mature infrared imaging field. We 

�Q�R�W�H�� �W�K�D�W�� �W�K�L�V�� �D�O�J�R�U�L�W�K�P�� �L�V�� �V�L�P�L�O�D�U���W�R�� �D�Q�G�� �V�H�U�Y�H�V�� �D�� �V�L�P�L�O�D�U�� �S�X�U�S�R�V�H�� �W�R�� �(�%�6�¶�V�� �F�K�D�Q�J�H�� �G�H�W�Hction operation, 

which uses the difference in the log of the previous and log of the current light measurement. We selected 
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the percent change algorithm because it represents a traditional frame-based algorithm, however we 

discussed using the difference-of-log approach in the results, and how it can enable frame-based modeling 

of EBS. 

 �¿�Ù�å�Ô�à�Ø
L��
�Â�Î�à�Ý�?�Â�Û�Ý�Ð�á

�Â�Î�à�Ý
 (4.21) 

3) Synchronize the frames in time to ensure consistent measurement across runs. 4) Apply a frame-

based, spatial matched filter to the output to generate detection results. 

We then processed events into a frame format for compatibility with the frame-based system with the 

following steps: 1) Apply a background activity noise filter [42] with a 70ms correlation time and a hot 

pixel removal technique, representing low-cost operations that any reasonable EBS system might use. 2) 

Frame events within 50ms windows, matching the frame rate for the frame-based sensor and placing the 

EBS data into a compatible format. We note that this step removes the high temporal resolution of EBS, 

however we also note that a) The system is setup with low velocity motions such that there is little 

information available at these higher temporal resolutions, and b) The EBS is configured to match the low 

task temporal resolution requirement by increasing the refractory period and decreasing the temporal 

bandwidth. 3) Synchronize the framed events in time to ensure consistent measurement across runs. 4) 

Apply the same frame-based matched filter from the frame processing. 

After completing a run, we process the data with a MATLAB script using the detection process 

described in Section 2. All of the scenes in a given configuration were aggregated to generate ROC curves 

and the associated AUC metric. 

4.3.2.2.1: Detection and Matched Filter  

We used a matched filter for several reasons. First, it is the optimal spatial detector when searching for 

a known object in a uniform background with Gaussian noise. In many of our experiments, this optimality 

is matched by the input to the frame-based sensor. We note that the optimality is not complete because of 

Poisson noise; however, in a well-lit scene the Central Limit Theorem approximates this noise to Gaussian. 

The optimality does not apply to the EBS data because of its binary noise structure, and our review of the 

literature sees the identification of an optimal EBS detector as an open topic. Second, its linear, shift-

invariant properties simplify error analysis, in terms of computing the variance on our ROC calculations. 

�7�K�H���W�K�L�U�G���U�H�D�V�R�Q���Z�H���X�V�H���W�K�H���P�D�W�F�K�H�G���I�L�O�W�H�U���L�V���E�H�F�D�X�V�H���R�I���U�H�S�U�R�G�X�F�L�E�L�O�L�W�\�����7�K�H���I�L�O�W�H�U�¶�V���E�H�K�D�Y�L�R�U���L�V���V�L�P�S�O�H���D�Q�G��

well-understood. To apply the matched filter, one applies a known template representing the object, to a 

frame, with a correlation operation. 
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However, the matched filter is limited in several ways. In highly cluttered data streams (Moving sensor 

without stabilization), background clutter is easily confus�H�G���I�R�U���R�E�M�H�F�W�V���R�I���L�Q�W�H�U�H�V�W�����G�H�J�U�D�G�L�Q�J���W�K�H���G�H�W�H�F�W�R�U�¶�V��

�S�H�U�I�R�U�P�D�Q�F�H�����,�Q���F�O�X�W�W�H�U�H�G���V�F�H�Q�H�V�����E�X�W���Z�L�W�K���D���V�W�D�E�L�O�L�]�H�G���R�U���V�W�D�W�L�F���V�H�Q�V�R�U�����W�K�H���R�E�M�H�F�W�¶�V���F�R�Q�W�U�D�V�W���L�Q�W�H�U�I�D�F�H�V���Z�L�W�K��

the scene, providing a matched filter input that does not match the expected template. These two limitations 

are present in our data; however further analysis of the impact is beyond the scope of this paper. Finally, 

when the object is unknown, either a different object, or the same three-dimensional object with a different 

pose, the template may not match well and can lead to further performance degradation. 

4.3.2.3: Calibration and Ground Truth Units  

To present results in reproducible units such as EBS-focal-plane pixels per second or scene-equivalent-

meters-per-second. We calibrated the system to convert from screen-pixels to EBS-pixels. This enables 

mapping screen resolution to EBS resolution, as well as from platform motion to EBS-pixels-per-second. 

The calibration process involved imaging a vibrating checkerboard with the EBS. The edges at each checker 

generated a pair of lines in the EBS data stream. We search for each line and compute any inherent rotation 

of the EBS by computing the Radon transform and selecting the maximum value of the sum of the square 

of the angular bins. Given known checker sizes, this spacing provides a magnification from screen pixels 

to EBS pixels. Finally, we image the checkers while moving and measure the change in the line spacing 

over time. This measurement maps the EBS platform velocity to pixels per second. 

We �D�O�V�R���F�D�O�L�E�U�D�W�H�G���R�X�U���V�F�U�H�H�Q�¶�V���O�L�J�K�W���R�X�W�S�X�W���X�V�L�Q�J���D���S�R�Z�H�U���P�H�W�H�U�����F�R�O�O�H�F�W�L�Q�J���O�L�J�K�W���I�U�R�P���D���V�F�U�H�H�Q���V�H�W���W�R���D��

uniform background. We varied uniform scene light levels corresponding to integer values and tried the 

power meter by measuring with the screen off. We then computed the gamma mapping from different 

integer light levels, mapping relative pixel intensity values to pixel integer values. Fig. 4.4 shows the 

gamma plot. 

 

Fig. 4.4: Gamma function mapping measured power to the displayed digital value. This mapping was important 

for providing ground truth scene variance and signal-to-background ratio in subsection 4.3.1. 
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4.4: Results  

We present four separate analyses in this section. These include the uniform background to evaluate 

potential equivalence between the EBS and frame-based systems and analyze their performance differences 

and complex backgrounds to understand the effect of clutter on performance. The complex backgrounds 

include the desert background to demonstrate the effect of clutter on detection performance and to 

demonstrate the relationship between clutter and motion. A second background, the urban background, to 

validate the relationship across different scene statistics. 

4.4.1: Uniform Background  

We start our analysis by presenting the AUC performance curve and the read-out bandwidth, of imaging a 

static object against a uniform background. Here, we moved the cameras at a velocity, that generated data 

corresponding to the moving object. We did not see aliasing, or any other anomalous data generated by 

the moving object. The signal-to-background ratio was set to 1.5, with the EBS contrast threshold set to a 

nominal 21% (Calculated in jAER [37]), and the frame-based contrast threshold was set to a nominal 

21%. After converting sensor velocity to pixels/sec (x-axis), Fig. 4.5 (a) shows the AUC performance of 

both sensors and Fig. 4.5 (b), which shows the read-out bandwidth of both sensors. 
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(a) 

 

(b) 

Fig. 4.5: Performance plots corresponding to the uniform background. (a) shows the AUC for detection performance 

versus object velocity. Increased velocity corresponds to increased detection performance, expected based on our 

model. (b) shows read-out bandwidth versus velocity, consistently showing about 2.5 orders of magnitude 

bandwidth improvement with EBS. 

We attributed the AUC performance gap to a combination of a discrepancy between nominal and actual 

EBS contrast threshold, and a lower noise performance with EBS. The gap between the technologies closes 

at higher velocity because increased event rate presents richer objects for detection while the frame-based 

sensor is already saturated and cannot improve performance further. Comparing read-out bandwidth, we 

managed to achieve a 2.5 order of magnitude improvement with EBS, which confirms the data reduction 

benefit of using EBS in an imaging system. 
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To investigate the AUC discrepancy. We select the 8px/second data point and separate the PD and PFA 

plots. From Fig. 4.6 (a) and (b) respectively, it is evident that the frame-based sensor has both superior 

detection performance and superior false alarm performance. 

By modifying the frame-�E�D�V�H�G���V�H�Q�V�R�U�¶�V���W�K�U�H�V�K�R�O�G�����V�X�F�K���W�K�D�W���W�K�H���3�'���F�X�U�Y�H���Z�R�X�O�G���F�R�P�H���F�O�R�V�H���W�R��matching, 

setting the frame-based contrast threshold to 56% (Observed in Fig. 6 (c)), we can study the impact on an 

equivalent PFA curve What is found is that the increased threshold increased the frame-based noise 

performance, from a maximum PFA of .5, to a maximum of zero. At this point, it was clear that the majority 

of the performance gap was due to the EBS having increased noise versus the frame-based sensor, given 

that the PD curve now closely matched. 

To quantify the noise and how it affects performance, we applied a window to the EBS data, set to reject 

a fraction of the focal plane outside of this window. For example, with a 90,000 pixel focal plane we can 

form a 50x50, or 2,500 pixel window, reducing the tested focal plane by a factor of 36x. We can vary the 

size of this window to reject more or less events. To convert this event rejection into noise performance, 

we took the average total number of events within the detection periods and divided it by the average total 

number of events within the window, to compute an average noise reduction value. We then compute the 

PFA based on the windowed events. We plot the PFA curves with different noise reduction values in Fig. 

4.6 (d), showing how noise reduction provides convergence to the frame-based PFA of zero. We note that 

the PD curve was approximately static here, but decreased slightly from the original curve because noise 

events could no longer augment the PD curve with true positives. 
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(a)                                                         (b) 

 

(c)                                                       (d) 

Fig. 4.6: PD and PFA breakout plots at 8 px/s velocity. In (a) and (b), we see that EBS has both worse PD and PFA. 

In (c), we reconfigure the frame-based sensor to approximately match the EBS PD. In (d), we see that the matching 

process brought the frame-based PFA to zero. We attempt to further match the sensors by reducing the EBS noise, 

converging on smaller PFA values. 
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Fig. 4.7: Spatial images of EBS and frame-based data corresponding to Fig. 4.6 (c). Comparing the FBS and 

EBS images, it is clear that FBS can measure objects with similar structure and contend to the EBS, but given the 

configuration can do so with significantly reduced noise. 

After varying the EBS noise, we confirmed the overall trend of improving ROC performance, by plotting 

the respective noise-reduced ROC curves. In Fig. 4.8, we plot these ROC curves, showing how noise 

reductions can increase EBS performance, by pushing the ROC curve to the upper left. 

 

Fig. 4.8: ROC breakout plots for Fig. 4.6 (c) and (d). Reduction of noise using the method in Fig. 4.6 (d) clearly 

leads to an increase in AUC, suggesting that the performance gap in Fig. 4.5 (a) is due to poor EBS noise 

performance. 
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Through this analysis, we identified several features about EBS and its ability to detect objects. First, 

�(�%�6�¶�V���F�R�Q�W�U�D�V�W���W�K�Ueshold does not match nominal values and can be calibrated a task performance metric 

to match the threshold to expectations. Second, EBS has inferior noise performance that accounts for the 

gap in the ROC curve and object detection performance. Third, by improving noise performance, the 

performance gap can be closed, achieving the read-out bandwidth advantage with a smaller performance 

cost. 

4.4.2: Desert Clutter  

Our second analysis consists of imaging a moving object against a desert background with varying levels 

of clutter, controlled by the scene variance. We test both systems when imaging from a moving and from 

a static platform, where background clutter will and will not generate significant output data. We set the 

�R�E�M�H�F�W�¶�V���V�L�J�Q�D�O-to-background ratio to 1.2 with the standard deviation as the percentage change from the 

mean of radiant exitance for 68% of pixels. Note that the signal-to-�E�D�F�N�J�U�R�X�Q�G���U�D�W�L�R�¶�V���P�H�D�Q�L�Q�J���K�H�U�H���L�V��

different than the uniform background case because background clutter alters the instantaneous SBR. The 

object is moving at 33px/s, in the opposite direction of the sensor motion. We used a 56% threshold for 

the frame-based sensor, attempting to match PD curves here like in Fig. 4.6 (c). We present the clutter 

performance data in Fig. 4.9 (a) and (b), showing the AUC and read-out bandwidth respectively, against 

scene standard deviation. 
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(a) 

 

(b) 

Fig. 4.9: Performance plots corresponding to the desert background (a) shows the AUC for detection performance 

versus scene variance. Increased variance corresponds to increased detection performance in the static sensors, but 

reduced performance in the moving sensors. (b) shows read-out bandwidth versus scene variance, showing that 

�(�%�6�¶�V�����������R�U�G�H�U�V���R�I���P�D�J�Q�L�W�X�G�H���E�D�Q�G�Z�L�G�W�K���L�P�S�U�Rvement is maintained when static, but is lost when moving. 

For the static sensor platform, FBS has superior performance. Given no significant clutter output, the 

difference is attributed to the EBS noise. As scene variance increases, there is more texture in the scene, 

and therefore more locations that contrast, which accounts for the overall uptrend in performance. In the 

low-variance case, the low SBR provides fewer opportunities to contrast and therefore fewer opportunities 

to detect the object. 
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We identify that the EBS bandwidth advantages degrade when simultaneously moving and imaging a 

�F�O�X�W�W�H�U�H�G�� �V�F�H�Q�H���� �D�Q�G�� �W�K�D�W�� �E�R�W�K�� �V�H�Q�V�R�U�V�¶�� �$�8�&�� �G�H�J�U�D�G�H�V�� �K�H�U�H���� �:�L�W�K�� �W�K�H�� �P�R�Y�L�Q�J�� �S�O�D�W�I�R�U�P���� �(�%�6�� �$�8�&��

performance is shown to be superior to the static EBS at low scene variance. We attribute this to a case 

where 1) The additional velocity component increases the object signal in the event output, improving 

probability of detection, and 2) The scene variance is sufficiently low that the background clutter generates 

insignificant false alarms compared to the already-present noise. However, moving frame-based 

performance degrades compared to a static frame-based at low scene variance. Performance degradation 

here is attributed to the introduction of background clutter into an otherwise noise-free system where this 

background clutter generates a significant false alarm rate. The two points can be seen in Fig. 4.10 (a) and 

(b), where we break out the PD and PFA plots at a standard deviation of 0.026. 

At higher variance, moving sensor performance overall decreases. This decrease is driven by additional 

�E�D�F�N�J�U�R�X�Q�G���F�O�X�W�W�H�U���D�S�S�H�D�U�L�Q�J���L�Q���W�K�H���P�D�W�F�K�H�G���I�L�O�W�H�U�¶�V���L�Q�S�X�W�����D�G�G�L�Q�J���F�R�Q�I�X�V�L�R�Q���D�J�D�L�Q�V�W���R�E�M�H�F�W�V���R�I���L�Q�W�H�U�H�V�W�� At 

higher variances, frame-based performance was significantly less than the EBS, suggesting that the frame-

�E�D�V�H�G�� �V�\�V�W�H�P�� �K�D�Q�G�O�H�V�� �F�O�X�W�W�H�U�� �Z�R�U�V�H�� �W�K�D�Q�� �W�K�H�� �(�%�6�� �V�\�V�W�H�P���� �7�K�L�V�� �P�D�\�� �V�X�J�J�H�V�W���� �J�L�Y�H�Q�� �W�K�D�W�� �Q�R�L�V�H�¶�V�� �3�)�$��

contribution is insignificant compared to clutter, that EBS can provide superior AUC performance, however 

we did not investigate further. 

 

                                                     (a)                                                          (b) 

Fig. 4.10: PD and PFA breakout plots at 0.026 standard deviation. In (a), we see that motion provides a small 

increase in PD. In (b), we see that motion only creates a small increase in EBS, but a large increase is seen in frame-

based PFA. We attribute this discrepancy to a larger noise component in EBS that makes clutter insignificant at low 

velocities. 

Analyzing the EBS static and moving performance, EBS PD increases at about the same rate as the PFA 

increases, suggesting plausibility of points 1) and 2), discussed after Fig. 9. This contrasts against the frame-

based sensor, where the background clutter quickly dominates PFA, with a marginal increase in PD. At 

higher variances, clutter clearly dominated PFA in all cases and led to expected behavior. We emphasize 
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that the improved performance under motion is attributed to two performance regions where noise or clutter 

dominates PFA and would likely disappear if EBS noise performance were improved. 

Investigating the gap between moving frame-based and moving event-based AUC at low variance 

through Fig. 6 (a), EBS has superior probability of detection. We attribute the �V�X�S�H�U�L�R�U�L�W�\���W�R���(�%�6�¶�V���F�K�D�Q�J�H��

detection threshold having a variance such that some pixels have a lower threshold and are able to detect 

the object while the frame-�E�D�V�H�G���V�H�Q�V�R�U�¶�V���F�R�Q�V�W�D�Q�W���W�K�U�H�V�K�R�O�G���S�U�H�Y�H�Q�W�V���G�H�W�H�F�W�L�R�Q�� 

Through the clutter analysis, we learned several things. First, the clutter with EBS can be insignificant 

versus noise at low variance, and the transition to significance can lead to interesting performance behavior 

under motion. Second, clutter usually degrades performance when moving, but can help performance when 

static due to increased local contrast between the object and background. Third, with the introduction of 

clutter, the frame-�E�D�V�H�G���V�H�Q�V�R�U�¶�V���Q�R�L�V�H���D�G�Y�D�Q�W�D�J�H���F�D�Q���E�H�F�R�P�H���L�Q�V�L�J�Q�L�I�L�F�D�Q�W�� 

4.4.3: Desert Stabilization  

Our third analysis consists of imaging a moving object against a desert background with varying levels of 

sensor motion, controlled by moving the sensor on a motorized stage. We test both systems when imaging 

from a moving and unstabilized platform, as in subsection 4.4.2, as well as with a hardware image 

stabilization system that attempts to cancel out apparent motion. We set the signal-to-background to 1.5, 

the variance to 0.5, the object velocity to 33 px/s, and used the 56% threshold for the frame-based sensor. 

In stabilized cases, we first estimated the required rotation to cancel each velocity value, then applied this 

rotation to the stages during the run. The AUC and read-out bandwidth versus velocity with both stable 

and unstable sensors are reported in Fig. 4.11 (a) and (b). 
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(a) 

 

(b) 

Fig. 4.11: Performance plots corresponding to the stabilized, desert background. (a) shows the AUC for detection 

performance versus object velocity. Increased velocity corresponds to decreased detection performance, attributed to 

clutter being confused for moving objects. Overall, stabilization significantly helps recover detection performance. 

(b) shows read-out bandwidth versus velocity, showing increased read-out bandwidth with increased velocity, but a 

decrease in bandwidth given stabilization. We note that the stabilization is not perfect, and significant performance 

improvements are possible with improved technology. 

The general trend shows that as platform velocity increases, output clutter increases, following the same 

trend with the unstable platform as in the previous case. However, with stabilization, we can recover most 

of the performance expected of a purely static EBS, reducing the performance cost from platform motion. 

The trend holds for the read-out bandwidth too, with the EBS bandwidth cost increasing at higher velocities, 

but improving by an order of magnitude when stabilized. 
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For the test cases, stabilization is not perfect. There is a gap in performance and bandwidth between the 

stable and static sensors. This is a known problem that we believe is solvable through further investment in 

hardware stabilization technologies. 

Next, we break out the PD and PFA curves, done above at 8 pixels per second platform velocity, show 

in Fig. 4.12 (a) and (b). 

 

                                               (a)                                                                 (b) 

Fig. 4.12: PD and PFA breakout plots at 8 px/s velocity. In (a) and (b), we see that stabilization shifts both plots to 

the left, but decreases the PFA slope while increasing the PD slope. This corresponds to improved performance with 

both PD and PFA. 

Here, stabilization shifts both the PD and PFA curves to the left with respect to matched filter threshold 

because stabilized data has less clutter that can be confused for objects. 

Additionally, stabilization decreases the average derivative of PFA with respect to threshold, while 

increasing the average derivative of PD with respect to threshold, enabling a higher PD with respect to PFA 

and demonstrating the improved AUC. The cause is straightforward for the PFA case, as the overall clutter 

�L�V���G�H�F�U�H�D�V�H�G�����P�D�N�L�Q�J���K�L�J�K�H�U���W�K�U�H�V�K�R�O�G�V���\�L�H�O�G���O�H�V�V���I�D�O�V�H���S�R�V�L�W�L�Y�H�V�����)�R�U���3�'�����F�O�X�W�W�H�U�¶�V���H�I�I�H�F�W���R�Q���W�K�H���F�X�U�Y�H���L�V��

mitigated, but the object is approximately the same, leading to a lower PD where clutter would have 

saturated the curve to one. 

4.4.4: Urban Clutter  

The final experiment repeats the process subsection 4.4.2, using an urban scene. As before, we set the 

�R�E�M�H�F�W�¶�V���V�L�J�Q�D�O-to-background ratio to 1.2 and the standard deviation, the object motion to 33px/s, in the 

opposite direction of the sensor motion, and a 56% threshold for the frame-based sensor. We present the 

clutter performance data in Fig. 4.13 (a) and (b), showing the AUC and read-out bandwidth respectively, 

against scene standard deviation. 
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(a) 

 

(b) 

Fig. 4.13: Performance plots corresponding to the urban background (a) shows the AUC for detection performance 

versus scene variance. Increased variance corresponds to increased detection performance in the static sensors, but 

reduced performance in the moving sensors. (b) shows read-out bandwidth versus scene variance, showing that 

�(�%�6�¶�V�����������R�U�G�H�U�V���R�I��magnitude bandwidth improvement is maintained when static, but is lost when moving. 

We observed the same overall trend as in the desert scene, except with interesting behavior at low 

variance. The urban scene differs in its spatial statistics with a large fraction of each sample scene consists 

of white buildings, while the rest consists of mostly dark roads and desert scenery. The scene consists of 

part uniform background and part desert background. 

At low variance, the moving and static AUC values converge due to the white buildings having uniform 

contrast in the scene. 



102 
 

As clutter increases, the uniform, white buildings and their low contrast limit performance in the static 

sensor case to a value less than the desert background. However, the uniform buildings also replace heavy 

clutter in the moving sensor case, allowing for less confusion and better detection performance than the 

desert background. 

We note that the frame-based moving and static cases diverge at a greater rate than in the desert 

background and at a greater rate than the EBS at low variance. This occurs at the point where the urban 

scene clutter gains significance over the low-contrast buildings. 

To summarize the urban clutter, there is a general trend among the complex scenes regarding static and 

moving detection performance, and one might extrapolate this general behavior to other scene types. 

Additionally, scene features such as buildings can affect performance in more complex ways, leading to 

possibly unexpected performance results. 

4.4.4.1: Urban Stabilization  

Stabilization performed analogously to the Desert Stabilization and did not add new information other 

than confirming that stabilization behaves similar in the urban case. Therefore, in-depth analysis was 

excluded from the dissertation for brevity. 

4.5: Summary and Conclusions  

For matched filter-based templates generated by frame-based object images, EBS task performance is 

less than FBS and is noise limited in uniform scenes. Better performing EBS can close the gap, as well as 

other approaches such as software noise mitigation and optical processing techniques. This limitation 

becomes insignificant when imaging while moving in clutter, where EBS has relative performance 

advantages, but absolute performance is low. 

We reconfigured the frame-based sensor system and showed that it can be viewed as equivalent to a 

noise-free EBS system, in terms of system performance with an associated degradation in bandwidth. 

EBS has superior read-out bandwidth, achieving the two order-of-magnitude improvement when static, 

but losing the advantage while moving. By stabilizing the system, we can recover both the absolute task 

performance and the bandwidth advantage. 

Data here holds with two different scene types, with discussion on the differences and how the 

differences affect task performance. The data and discussion should be sufficient to hypothesize about other 

scene types. 
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We can reasonably compare EBS and FBS and can compare their detection performance in a 

traditionally frame-based task, with frame-based algorithm. This comparison, when completed 

appropriately, allows system designers to make decisions on the usage of EBS inside of traditionally frame-

based imaging systems. 
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Chapter 5  

Optical Contrast Amplification for Enhancing 

Event -Based Vision  

5.1: Introduction  

 Effective change detection and tracking is a necessary part of applications requiring real-time 

information on objects of interest in an imaged scene. However, usage of traditional frame-based sensors 

is limited by read-out bandwidth, dynamic range, and other factors. The Event-Based Sensor (EBS) is a 

promising technology that shows promise in performing beyond these limitations. The EBS is designed as 

a change detection camera that is sensitive to relative irradiance changes when and where they occur in an 

imaged scene [26], making them particularly well suited for real-time motion awareness. At the focal plane, 

these variations in irradiance are asynchronously detected at each pixel. The EBS reads out measured 

information in an Address-Event Representation (AER) format to produce a flow of information in the form 

of the event data structure. Events are generated at individual pixels when a change in log-irradiance 

exceeds a specified threshold, providing the location in the imaged field, timestamp, and polarity of in-

scene irradiance fluctuations. 

The event-logging process done at the pixel level is characterized by a change in log irradiance 

that exceeds a pair of temporal contrast thresholds for on and off events [26, 32]. The event rate (on or off 

events) is dependent on temporal contrast (TCON) and temporal contrast threshold (�à) and can be 

expressed as: 

�'�R�A�J�P���4�=�P�A�:�P�; 
N
�Í�¼�È�Ç�:�ç�;

��

L��

�5

��

�×

�×�ç
�Ž�•�:�+�; 
L

�¿�Å

��
 (5.1) 

where I is the photocurrent generated at an individual pixel. Event-Based sensors react to fluctuations in 

logarithmic photocurrent (�¿�.). Photocurrent is proportional to intensity (brightness) and its fluctuations 

will be caused by moving edges in a captured scene that generate events [29]. 

Biasing circuitry within the EBS is responsible for adjusting the event temporal contrast thresholds 

magnitude. Namely, they are set by the ratio between bias currents in the differencing amplifier and 

comparators [26]. . The EBS detects both increases and decreases in irradiance, whose polarity of these 

changes is denoted by ON and OFF events. The EBS behavior, however, may also be approximated by a 

subtract-and-threshold function in which the previous (�' �É�å�Ø�é�Ü�â�è�æ) and current (�' �¼�è�å�å�Ø�á�ç) irradiance states 
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measured by an individual pixel are differenced [26, 80, 95]. In this model, an event is generated when the 

ratio change in irradiance difference surpasses a threshold, known as the temporal contrast (TC) of the EBS: 

�¾�´�à�Ý�Ý�Ð�Ù�ß�?���¾�Á�Ý�Ð�á�Ô�Ú�à�Þ

�¾�Á�Ý�Ð�á�Ô�Ú�à�Þ

L

�¾�´�à�Ý�Ý�Ð�Ù�ß

�¾�Á�Ý�Ð�á�Ô�Ú�à�Þ

F �s��
P �6�% (5.2) 

Although the EBS works on log irradiance as opposed to irradiance, this model is a sound 

approximation when operating near low-contrast scene irradiances and is expected to best mimic actual 

EBS behavior in scenes where the ratios of irradiance and log irradiance ratio ( 
�¾�´�à�Ý�Ý�Ð�Ù�ß

�¾�Á�Ý�Ð�á�Ô�Ú�à�Þ
 ) are most similar 

[26, 80]. 

Like with other sensors and imagers, extracting high-dimensional information from data sequences 

to take decisive actions is an important class of EBS applications. Examples of such implementations 

include object/gesture recognition [96], traffic monitoring with vehicle speed estimation [97], and object 

tracking [98]. EBS technology has shown its ability to outperform their frame-based counterparts in several 

ways, including reduced motion blur insensitivity, information transfer speed, and dynamic range [27, 99-

101]. 

In contrast to frame-based imagers, EBS technology operates without a synchronous frame capture 

process. When considering applications such as object detection and tracking scenarios, conventional 

frame-based imagers may under sample the motion of an object in between frames while simultaneously 

oversampling an unchanged background. When fixed in a static position, an EBS camera triggers the pixels 

associated with the movement of an object stimulus and is insensitive to the stationary background. This 

elimination of the redundancy of oversampled scene elements such as the background enables more 

efficient usage of the sensor resources. This efficiency contrasts with frame-based cameras, which employ 

methods that subtract consecutive, fully-sampled frames to find discrepancies that indicate the presence of 

an object of interest. As only local irradiance changes are logged, there is an overall reduction in bandwidth 

and increase in spatio-temporal resolution [80]. 

 High-speed measurements are also strong suit for Event-based sensors due to the increased spatio-

temporal resolution. Current EBS models, such as those sold by iniVation, carry temporal resolution in the 

hundred microsecond range, with typical latencies of less than a millisecond [102]. The Simultaneous event 

capture from the EBS may be combined with the data collection of low-speed conventional imagers to 

enable high-speed frame-based video reconstruction [99, 103, 104]. 

Conventional imagers typically have a dynamic range of up to 60 dB [99] whereas the EBS may 

have up to 120 dB of dynamic range [102] since logged events are always relative (log) irradiance changes. 

�+�R�Z�H�Y�H�U���� �W�K�L�V�� �O�R�J�D�U�L�W�K�P�L�F�� �F�R�P�S�U�H�V�V�L�R�Q�� �U�H�G�X�F�H�V�� �(�%�6�¶�V�� �F�R�Q�W�U�D�V�W�� �V�H�Q�V�L�W�L�Y�L�W�\�� �G�X�H�� �W�R�� �L�P�S�U�H�F�L�V�H�� �D�Q�D�O�R�J��
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electronic operations operating on the compressed signal. In this work, we focus on mitigating this 

limitation through exploring a hardware solution in the optical domain, presenting an optical field better 

�V�X�L�W�H�G�� �I�R�U�� �(�%�6�¶�V�� �K�L�J�K�� �F�R�Q�W�U�D�V�W�� �U�H�T�X�L�U�H�P�H�Q�W�V���� �:�K�L�O�H�� �W�K�L�V�� �D�S�S�U�R�D�F�K�� �Z�D�V�� �R�U�L�J�L�Q�D�O�O�\�� �H�[�S�O�R�U�H�G�� �I�R�U�� �R�E�M�H�F�W��

detection and tracking applications, we expect that it will find use in other fields such as microscopy and 

biological imaging. 

With its integrated, but limited, change-detection circuit, the EBS benefits from improvements in 

its ability to register low-contrast edges between an object of interest and other features in the scene. When 

contrast in real-world scene elements is non-ideal, such as when a moving object may blend in with the 

background (i.e., overcast clouds and other atmospheric disturbances), the EBS contrast sensitivity 

limitation proves troublesome. Here, low contrast leads to reductions in information-bearing events about 

moving objects [105]. Simply put, the EBS temporal contrast sensitivity is too low in many applications. 

The minimum contrast sensitivity ranges from 9% to 14% across the range of available EBS 

cameras [27, 29,102]. Contrast sensitivity of EBS cameras is controlled by bias currents set at each pixel, 

but defined as a sensor-wide constant value. These currents drive threshold and speed voltages in the voltage 

comparators that detect increases or decreases in light intensity exceeding threshold values [32]. Event 

�W�H�P�S�R�U�D�O���F�R�Q�W�U�D�V�W���W�K�U�H�V�K�R�O�G�V���P�D�\���E�H���O�R�Z�H�U�H�G�����Z�L�W�K�L�Q���V�H�Q�V�R�U���P�R�G�H�O�¶�V���O�L�P�L�W�V�����W�K�U�R�X�J�K���V�R�I�W�Z�D�U�H�����H���J�����'�9���R�U��

jAER) by adjusting bias current parameters that are responsible for setting the TC. Increasing low-contrast 

visibility through the EBS may be achieved by skewing bias current ratios to trigger off lower irradiance 

fluctuations. However, setting minimum allowable contrast sensitivity may result in increasing false 

detection probabilities (i.e. noise). This notion highlights how the overall EBS effectiveness for successful 

object detection is reduced when the effective event signal-to-noise ratio (SNR) is decreased [27, 76, 105], 

and underscores the importance of addressing EBS contrast sensitivity. 

5.2: Improving Contrast Sensitivity  

5.2.1: Current Approaches  

Several attempts to improve contrast sensitivity for EBS have been made by modifying the change-

detection electronics, achieving temporal contrasts as low as 1% [105, 107, 108]. Limitations to low contrast 

include EBS noise (i.e., shot noise from photons and comparator circuitry) shrouding intensity differences 

in the detected signal, and transistor mismatches further creating complications in setting low thresholds. 

At low temporal contrasts, the EBS is limited by shot noise where individual pixels react to noise 

fluctuations in photocurrent. Such fluctuations regularly surpass contrast thresholds and create noisy, high 

event-rate data streams [27, 76, 105]. This may lead to readout saturation, dropped events, and latencies 

that prevent real-time output performance [89]. Algorithmic adjustments to bias current parameters for 
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active threshold control have also been reported. Such algorithms utilize optimized biases and globally alter 

the sampling rate of pixels as a function of the measured event rate for dark and bright illumination 

conditions [89, 109, 110]. 

5.2.2: Proposed Method  

In this work, we aim to improve the resolvability of low-contrast objects and features of interest by 

�L�P�S�U�R�Y�L�Q�J���W�K�H���R�Y�H�U�D�O�O���(�%�6���L�P�D�J�L�Q�J���V�\�V�W�H�P�¶�V���F�R�Q�W�U�D�V�W���U�H�F�H�S�W�L�Y�H�Q�H�V�V�����:�H���L�Q�Y�H�V�W�L�J�D�W�H���D���P�H�W�K�R�G���W�R��improve 

contrast of the features in the optical domain. As such, our approach does not require any modifications to 

EBS circuitry, or supplemental algorithms for automatic control of temporal contrast thresholds. The 

proposed method involves pre-processing the coherently imaged scene using a spatial high-pass filter for 

better detection and resolution of low-contrast objects of interest. 

Spatial frequency filters are common in coherent, optical image processing for modulation of 

specific spatial frequencies that combine an image, which is defined as a two-dimensional pixel-intensity 

function. A high-pass filter attenuates all spatial frequencies below some cutoff frequency. To enhance 

edges and fine details, high-pass spatial frequency filters are used to produce sharpened images [106]. When 

an image is altered to retain high frequencies, smooth features are removed, and sharp details dominate. As 

EBS is highly responsive to object edges and other sharp details, applying the optical high-pass filter here 

passes these details, while removing the smooth features, amplifying the contrast without degrading the 

�H�Y�H�Q�W�� �V�W�U�H�D�P�¶�V�� �L�Q�I�R�U�P�D�W�L�R�Q�� �F�R�Q�W�H�Q�W���� �,�Q�� �R�W�K�H�U�� �Z�R�U�G�V���� �D�Q�� �D�S�S�O�L�F�D�W�L�R�Q�� �D�O�U�H�D�G�\�� �W�D�L�O�R�U�H�G�� �W�R�� �(�%�6�¶�V�� �F�K�D�Q�J�H��

detection capabilities achieves contrast benefits without significant information loss, because the change 

detection acts as a second high-pass filter. These filtering operations are done in the frequency domain of 

an image signal employing Fourier optics. 

Under the conditions of coherent illumination, a converging lens (positive focal length) can perform 

two-dimensional Fourier Transformations. Coherent waves exhibit a definite phase relationship, allowing 

their interference patterns to be predicted. A coherent optical system can then use this transform and its 

inverse to apply a spatial filter to the incident light field. As such, this technique requires active object 

illumination to create a transmitted/reflected coherent optical field. To physically achieve contrast 

amplification, an Optical High-Pass Filter (HPF) is employed, in which a small circular obstruction is 

centralized at the Fourier Plane. Low spatial frequencies are responsible for forming the overall layout of 

an image, while higher spatial frequencies establish the edges of scene elements and finer details. A HPF 

�R�E�V�W�U�X�F�W�V���O�R�Z�H�U���V�S�D�W�L�D�O���I�U�H�T�X�H�Q�F�L�H�V���O�R�F�D�W�H�G���D�W���R�U���Q�H�D�U���W�K�H���P�L�G�G�O�H���R�I���W�K�H���L�P�D�J�H�G���R�E�M�H�F�W�¶�V���G�L�I�I�U�D�F�W�L�R�Q���S�D�W�W�H�U�Q��

in the Fourier Plane as seen with an example image in Figure 1. As the EBS responds to per-pixel irradiance 

changes from moving features, HPF will generally allow for capturing information with higher SNR. 
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Fig. 5.1: Example of (a) Standard and (b) High-Pass Filtered Images of a shelf with various objects (under coherent 
illumination). 

 

This method explores the potential of EBS technology to improve as an effective detector and 

tracker due to increased probability of detection for low contrast moving objects. With a means of providing 

contrast boosts, the EBS may register previously imperceptible low-contrast features. This method offers 

an alternative solution to the EBS device limitation in contrast sensitivity. 

5.2.3: Optical High -Pass Filter Imaging System  

The optical spatial filtering system employed in this work is a 4f system as shown in Figure 2. 

Monochromatic light originates from a point source (S) and is collimated by a lens (�.�¼) to create a coherent 

illumination object field �Q�â�:�T�5�á�U�5�; of a transparency object at the input plane (�2�Â�á�ã�è�ç). The first Fourier 

lens in the 4f system (�.�5) transforms the input into the spatial frequency domain. 

 

 

Fig. 5.2: 4f spatial filtering imaging system where S is monochromatic illumination source; �B�Öis the focal length of 
collimation lens �.�Ö; �B�5is the focal length of first Fourier lens �.�5; �B�6is the focal length of second Fourier lens �.�6; �2�Â�á�ã�è�ç, 
object plane; �2�¿�â�è�å�Ü�Ø�å , Fourier plane; �2�È�è�ç�ã�è�ç , Image plane. 

When the object plane is located a focal length away from a converging lens, an exact Fourier 

transform relationship between the incident and focal plane field is expressed [3]: 
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�Q�Ù�:�T�6�á�U�6�; 
L �%�5 
I�7�â
l
�ë�.
�I�B�s

�á
�ì�.
�I�B�s


p (5.3) 

where �7�â�:�B�ë�- �á�B�ì�- �; 
L �à�6�:�Q�â�:�T�5�á�U�5�;�; and �Q�Ù�:�T�6�á�U�6�; is the Fourier Transform of the input field at the 

Fourier Plane (�2�¿�â�è�å�Ü�Ø�å).The spatial frequencies �B�ë and �B�ì  at �2�¿�â�è�å�Ü�Ø�å are related to spatial coordinates 

(�T�6�á�U�6) and illumination �Z�D�Y�H�O�H�Q�J�W�K�������� through �B�ë 
L��
�ë�.
�›�Ù�-

, and �B�ì 
L��
�ì�.
�›�Ù�-

. A circular HPF mask is located 

here to suppress low-frequency information, allowing light to pass through according to the aperture 

function �L�¿�â�è�å�Ü�Ø�å�:�T�6�á�U�6�; 
L �?�U�H�@
�å

�Ð�.
�A
F�?�U�H�@

�å

�Ð�-
�A in the spatial domain, where �N
L 
¥�:�T�6�;�6 
E�:�U�6�;�6, and 

�9�5 and �9�6 are the diameters of the HPF mask, and the clear aperture respectively. The filtered field is the 

product of object FT and pupil function at �2�¿�â�è�å�Ü�Ø�å, which details spatial frequency throughput: 

�Q�Á�É�¿�:�T�6�á�U�6�; 
L �Q�Ù�:�T�6�á�U�6�;���®���L�¿�â�è�å�Ü�Ø�å�:�T�6�á�U�6�; (5.4) 

The reconstruction of the altered frequency spectrum into the spatial domain is handled by the 

second Fourier lens in the 4F system (�.�6) and located a focal length away from the lens. The final output 

at �2�È�è�ç�ã�è�ç is where the EBS is positioned such that a focused image is projected onto the bare camera 

sensor. The resultant output function can be written as: 
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where �7�Á�É�¿
k�B�ë�. �á�B�ì�. 
o
L �à�6
k�Q�Á�É�¿�:�T�6�á�U�6�;
o. The ratio between the focal lengths for the two Fourier 

Lenses, �B�6�������B�5, is the overall system magnification for the imaged object. The final output coordinate 

system at �2�È�è�ç�ã�è�ç is inverted to simplify convention as two FT operations were used sequentially. 

�+�Ü�:�T�7�á�U�7�; 
L ���Q�Ü�:�T�7�á�U�7�;���6 (5.6) 

The irradiance at the EBS �+�Ü�:�T�7�á�U�7�;, is related to the output image field as seen in Eq. 5.6 above. 

5.2.4: EBS Event Generation Model  

To model EBS event generation, Eq. 5.1 presents the event rate as the ratio of the log photocurrent and the 

contrast threshold. Under conditions of constant source-to-background illumination and constant velocity, 

the log photocurrent approximates to: 
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�¿�. 
N��
F�Ï�. �®�R�®�¿�P (5.7) 

The above approximation is valid for small, fixed time increments (�¿�–). Therefore, temporal contrast may 

be approximated as a function of brightness gradient �Ï�� (spatial contrast corresponding to an 

�.�J�:�+�J�P�A�J�O�E�P�U�; change in e-folds) and velocity (pixels / second). We use a multi-region object with 

horizontal brightness gradients. Thus, �Ï�� becomes: 

�Ï�. 
L 
d
�ò�ë�.
�ò�ì �.


h
L �B�ò�ë�.
�r

�C (5.8) 

By relating Eq. 5.7-5.8, a direct relation between the event rate and spatial contrast may then be established. 

Considering separate contributions for ON and OFF events (with separate temporal contrast thresholds) 

results in the following approximations for event rates: 

�'�4�È�¿�¿
N���ò�ë�:�.�;���R�¿�P���@
�5

���� �À�·�· ��
�A (5.9) 

�'�4�È�Ç
N���ò�ë�:�.�;���R�¿�P���@
�5

���� �À�¿��
�A (5.10) 

Although event generation is performed on relative irradiance changes, the utility of HPF is best shown 

where the signal-to-background ratio approaches 1. Increased background irradiance levels will reduce the 

magnitude of �Ï�. compared to a signal without any background level irradiance. A modified version of Eq. 

5.2 demonstrates how under some constant background irradiance (B), temporal contrast will be reduced 

and thus less likely to trigger events. 
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F �s
P�6�%�� (5.11) 

The HPF and EBS system are tested under a spectrally isolated condition, where the coherent 

illumination source is the only source of light in the system. This is done in the effort to isolate HPF 

performance, such that it is free from stray background illumination. However, stray light and optical 

scattering from the source (i.e., system reflections from optical posts and elements) will still contribute 

some form of background light that must be incorporated in our analysis. For a general HPF setup, the 

background irradiance level may be determined using a radiometer spectrally calibrated at the wavelength 

of the coherent source. 
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The individual temporal contrasts perceived by each pixel within the span of the thicker edge 

depends on the speed of induced motion and integration time (�P�Ü�á�ç) of the EBS. For a given integration 

cycle, the temporal contrast perceived by EBS pixels is given by: 

�+�E
k�T�u
E�é�®�ç�Ô�Ù�ß�á�U�u
o
F�+�E
k�T�u�á�U�u
o

�+�E
k�T�u�á�U�u
o

P �6�%�� (5.12) 

Using Eq. 5.9-5.12, the total event rate from all activated pixels after filtering may be predicted. 

 

5.3: Experiment Design & Analysis  

Here, we discuss the components forming our HPF setup and its expected results based on the 

framework established in Section 2. 

A transmissive 4f HPF system is constructed to image a transparent object and evaluate overall 

EBS performance. To measure the lowest possible contrast the EBS can detect with this HPF method, a 

transparent object with regions of different transmission levels was required. For this experiment, a custom 

fabrication which consisted of a clear substrate (microscope slide) with a photoresist spin coating was 

procured. The slide contains five different regions which attenuate transmitted light according to the 

photoresist thickness spun and thus effectively acts as a stepped neutral density filter. A coherent 

illumination source at 543 nm wavelength is employed in the experiment. An optical power sensor 

calibrated at this wavelength was used to measure irradiance transmittance of each region and compute 

successive boundary contrasts. 

 
 

Fig. 5.3: Photoresist coated slide having low-contrasts with regions 1 to 5 (from right to left). 
 

 
All event-based technology is susceptible to generation of undesired events due to intrinsic noise 

from circuitry and shot noise from photons [27]. These noise sources are known to affect event rates 

significantly, with a dependency on absolute illumination levels [31, 32, 95]. These noise-induced event 

rates must be properly accounted for establishing accurate event rate predictions in both non-HPF and HPF 
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cases. Thus, an assessment of this event rate production per illumination levels was conducted. Noise event 

rate measurements are shown in Fig.5.4. 

 

Fig. 5.4: Noise-induced event rate as a function of ambient irradiance levels measured at EBS. 
 
Our setup employed a uniform background with known, ambient illumination level which is 

imaged by the EBS. Neutral density filters were positioned directly in front of the EBS camera lens such 

that irradiance at the sensor plane is modulated to various levels. Per-pixel event-rate for each irradiance is 

�P�H�D�V�X�U�H�G���X�V�L�Q�J���(�%�6���M�$�(�5�¶�V���L�Q�W�H�U�I�D�F�H����The measurements in Fig. 5.4 depict how low scene illumination 

yields a higher, detector-noise dominated event rate, whereas higher scene illumination results in fewer 

triggered events that are shot-noise dominated. Event rates expected from the five regions of the transparent 

object without the HPF enabled are quantified from noise event rate curve fit. The results are seen in Table 

5.1 below. 

Table 5.1: Measured contrast percentages (relative to successive region) and predicted event rates for transparency 
slide regions. 

Region Average 
Irradiance 
(�“�ƒ ���“ 
Û) 

Percent Contrast 
relative to next 

region 

Expected Event-Rate from 
Illumination Level (Events / 

(pixel*sec)) 
1 358.9 8.17 ± 0.09 0.41 ± 0.03 
2 329.6 6.69 ± 0.08 0.46 ± 0.03 
3 307.5 5.41 ± 0.05 0.51 ± 0.04 
4 290.9 3.53 ± 0.04 0.56 ± 0.04 
5 280.6 NA 0.59 ± 0.04 

 

The photoresist is deposited with a 5 µm resolution transition between each region. Using a 4f 

system magnification of 0.5, the fine edges between regions on the slide are predicted to be as large as 2.5 
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µm at the rear focal plane where the EBS is located. The predicted geometrical width of transitions is much 

smaller than the 18.5 µm pixel pitch of the DAVIS346 Camera used. A visible boundary will generate 

events corresponding to the contrast between the first region of interest and the second region of interest. 

Having the width of boundary transitions be much smaller than an EBS pixel greatly reduces the risk of 

having misleading event generation from an intermediate region between the two uniform regions. 

A 309 µm diameter central obstruction was implemented as the High Pass Filter mask at the Fourier 

Plane. The circular beam block is mounted onto a standard lens mount as shown in Fig. 5.5. The strength 

of the filtering effect depends on the size of the obstruction. The mask used in this experiment was one that 

was readily available for HPF proof-of-concept (and was not necessarily tailored for maximum HPF effect). 

  
Fig. 5.5: 0.309 mm diameter HPF mask (a) and corresponding representation in spatial frequency Domain (b). 

 
To simulate motion and generate events, the EBS was mounted on a motorized stage that provided 

linear horizontal motion at a constant speed. The EBS output events are binned to fixed 20 millisecond time 

slices (�¿�–), while the moving boundary edge is set to a constant velocity (towards decreasing slide 

transmission) of 2 millimeters per second. This velocity corresponds to 109 pixels per second (� )̃ at the 

sensor plane. For this given stimulus velocity and integration time, a single EBS pixel will respond to the 

contrast defined between two points in the stimulus signal with spatial separation of � �̃¿�–
L �@�� 
N 2 pixels. 

EBS contrast sensitivity was kept at the nominal event thresholds of 21.2% (0.193 e-folds) and -18.1% (-

0.200 e-folds) for ON and OFF events respectively via the jAER User-Friendly control panel. The overall 

4f HPF transmissive system is seen in Figure 6 with each subsystem labelled. Collection methods are 

discussed further in section 4. 
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Fig. 5.6: Overall transmissive system layout 

 
Based on the system model described in Eq. 9-12, we obtain a theoretical estimate of irradiance 

and event rates before and after HPF, shown in Figure 7. 

 
Fig. 5.7: Top Row: Simulated object of photoresist-coated slide (a); Irradiance profile of object before filtering 

across EBS sensor (b). Bottom Row: Simulated image of object after propagating through HPF system as perceived 
by EBS (c); Irradiance profile after HPF across EBS sensor (d). All irradiances are normalized to max irradiance 

prior to filtering (region 1). 
 
 

After spatial filtering, the width of the boundaries in Figure 7(d) now span 10 pixels in each of the 

four cases. As discussed in section 2.4, the increased boundary width produces several contrast transitions 

across the 10 pixels which will intensify event generation. Given �@�� 
N 2 pixels, the percent contrast 
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perceived by each pixel as the boundary moves across the imaged view are plotted in Figure 8. These 

contrasts are used to compute the sum event rate generated for each enhanced boundary using Eq. 9-10. 

 
Fig. 5.8: Contrast percentages of HPF-enhanced boundaries for �@��  = 2 

 
 
Expected event rates for each boundary prior to and after HPF are tabulated in Table 2. The simulated event 

rate before and after amplification is computed, and the figure of merit, Contrast Amplification Factor, 

quantifies the effect of the HPF. These simulated results set expectations for experimental HPF 

implementation. 

Table 5.2: Predicted event rate productions at low-contrast boundaries (per 20 ms bin). 

 Boundary 
1st 2nd 3rd 4th 

Non-HPF 

Initial Transition Average Contrast [%]  8.17 6.69 5.41 3.53 

Total Per-Pixel Event Rate with Noise 
Accounted [ON + OFF Events / sec] 

2.15 ± 0.05 1.90 ± 0.05 1.68 ± 0.04 1.33 ± 0.04 

HPF 

Total Per-Pixel Event Rate with 
Background Illumination Accounted 

[ON + OFF Events / sec] 

34.72 ± 1.21 24.74 ± 0.98 17.81 ± 0.86 7.30 ± 0.45  

HPF/Non-HPF Event Gain Factor 

Contrast Amplification Factor  16.1 ± 0.7 13.0 ± 0.6 10.6 ± 0.4 5.5 ± 0.4 
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5.4: Experimental Results  

In this section we present a collection of images corresponding to the recorded EBS output data and/or 

frame-based image data for the objects of interest for the implemented transmissive system. Data 

collection methods and analysis in terms of observed vs. predicted (theoretical) events or contrast 

enhancement with the HPF method are discussed. 

Data was collected by individually placing each of the four total transition boundaries within the 

imaged view of the EBS. The EBS is then moved in a controlled manner to measure event output with and 

without the HPF enabled to determine how well low contrasts are detected in terms of measured event rates. 

The performance is also qualified with the below images, captured when the transparency object is imaged 

at the center of the focal plane. The EBS motion is induced so that the irradiance corresponding to the 

�K�L�J�K�H�U���W�U�D�Q�V�P�L�W�W�D�Q�F�H���U�H�J�L�R�Q���J�H�Q�H�U�D�W�H�V���H�Y�H�Q�W�V�� �Z�K�H�Q���L�W���L�V�� �W�K�H���³�S�U�H�Y�L�R�X�V�� �V�W�D�W�H�´�� �L�Q���(�T. 11. Therefore, a step 

decrease in irradiance across EBS pixels is registered when the HPF is not engaged, as seen in Figure 7(a). 

When the HPF is enabled, however, events will be registered as increases in irradiance (ON events) since 

the boundary edge is brighter than the background (as in Figure 7(c)). 

As a means of evaluating the effectiveness of this EBS HPF method, the isolated (line-associated) 

region event rate (�' �») produced by each boundary edge in the non-HPF cases is compared to corresponding 

HPF-enabled EBS, with event rate (�' �¾
L �#
I�' �»). Here, �# denotes the HPF-generated contrast 

amplification, and the quantitative metric used to establish the validity of this method. The associated event 

rates per pixel are extracted via jAER. Figures 9 �± 12 show the sets of frame-based and EBS views of each 

boundary with and without filtering. 

The images show how each region and boundary exhibits non-uniformities and present visible 

artifacts. These artifacts are products of the lithography process used to create the prototype photoresist 

slide. The required propagation of a coherent point source of light with a spatial/pinhole filter has the added 

complication of forming coherent diffraction patterns at the image plane. These patterns are detected by the 

EBS and create extraneous events, primarily when the HPF is disabled. The detected diffraction rings are 

seen in the (c) quadrants of Figures 9-12. Therefore, steps for mitigating the event rates contributed by 

artifacts and diffraction become necessary. Multiple samples of each boundary were taken and averaged 

when the boundaries did not span the entire image height or were surrounded by significant artifact. 

Samples were smaller subsections of the boundaries, which were well-defined and least affected by clutter. 

As the slide moves, the event rate was measured in the area (covered by subsection) immediately before 

and at each boundary. Thus, a baseline event rate formed by diffraction and artifacts is measured, which 
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can then be subtracted from the measured event rate at each boundary such that HPF-induced events are 

distinguished. Examples of selective regions of interest (ROIs) are shown in Figure 13. 

 

 

Fig. 5.9: Standard (a) and EBS output (c) when HPF is disabled, and standard (b) and EBS output (d) when HPF is 
enabled for Boundary 1 between Regions 1 and 2 (corresponding to an 8.17% average contrast). 
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Fig. 5.10: Standard (a) and EBS output (c) when HPF is disabled, and standard (b) and EBS output (d) when HPF is 
enabled for Boundary 2 between Regions 2 and 3 (corresponding to an 6.69% average contrast). 

 

 
Fig. 5.11: Standard (a) and EBS output (c) when HPF is disabled, and standard (b) and EBS output (d) when HPF is 

enabled for Boundary 3 between Regions 3 and 4 (corresponding to an 5.41% average contrast). 

 
Fig. 5.12: Standard (a) and EBS output (c) when HPF is disabled, and standard (b) and EBS output (d) when HPF is 

enabled for Boundary 4 between Regions 4 and 5 (corresponding to an 3.53% average contrast). 
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Fig. 5.13: Example of selective ROI for case of broken/detached boundary (a). Example of selective ROI for case of 
high artifact/nonuniformity presence (b). 

 

 
Discussed here are the processed results for the transmissive HPF system: 
 
Table 5.3: Experimental event rate productions at low-contrast boundaries (per 20 ms window). 

 Boundary  1st 2nd 3rd 4th 

 

Theoretical 

Non-HPF (Events per Second / 
Pixel) 

2.15 ± 0.05 1.90 ± 0.05 1.68 ± 0.04 1.33 ± 0.04 

HPF (Events per Second / Pixel) 34.72 ± 1.21 24.74 ± 0.98 17.81 ± 0.86 7.30 ± 0.45  

Contrast Amplification Factor (A)  16.1 ± 0.7 13.0 ± 0.6 10.6 ± 0.6 5.5 ± 0.4 

 

Experimental 

Non-HPF (Events per Second / 
Pixel) 

1.83 ± 0.87 1.63 ± 1.18 1.07 ± 0.64  0.40 ± 0.71  

HPF (Events per Second / Pixel) 25.53 ± 0.65 19.10 ± 1.53 9.77 ± 1.06 1.27 ± 0.59 

Contrast Amplification Factor (A)  14.0 ± 6.7 11.7 ± 8.5 9.2 ± 5.6 3.2 ± 5.8 
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Fig. 5.14: Adjusted theoretical and experimental event rates for non-HPF cases. 

 

 

Fig. 5.15: Adjusted theoretical and experimental event rates for HPF cases. 
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Fig 5.16: Theoretical and experimental contrast amplification ratios with error bars. 

According to experimental results in Table 5.3 above, it is evident that a boost in event production 

occurs after HPF. Across the four low-contrast regions, High-Pass Filtering provides, on average, a worst-

case contrast amplification factor of 3.2. HPF boosts an imperceptible 3.53% average contrast edge to 

visible levels for the EBS. While there is a mismatch between theoretical and experimental results, 

discrepancies may understand with the non-idealities in our optical implementation. Mainly, the custom 

photoresist slide has non-uniformities in the regions seen by our HPF system. When in place, the High-Pass 

Filter enhances the edges of all scene elements, such that non-uniformities are also enhanced, along with 

the desired region boundaries. Therefore, artifacts on optical components (i.e., dust, scratches, smears), 

vignetted elements, or partially blocked DC frequencies will be visible in HPF-view and generate 

unnecessary events, which degrade HPF signal-to-noise ratio. In Figures 5.9 to 5.12, artifacts are seen in 

the standard EBS view, and are amplified with the HPF. The quality of the prototype object used sets limits 

on low-contrast levels and event rates measured and will likely be demonstrated with further HPF 

development beyond proof-of-concept. 

 Diffraction artifacts may be mitigated (i.e., shorter wavelengths or partial coherence system) but 

are, to an extent, unavoidable with any coherence setup. The visibility of these patterns is decreased after 

HPF in our configuration but may still have a presence at higher source illumination levels or with a filter 

mask with lower cutoff frequencies. The size and optical quality of the mask will greatly improve the value 

of HPF when matched with scene spatial frequency combinations, and optimization is a goal for future 
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work. As discussed in subsection 5.2.4, having minimal background irradiance levels will maximize relative 

irradiance changes and detected objected contrasts. However, given the higher EBS noise limitation at low 

illumination levels (Figure 4), a careful balance between HPF event generation and noise level mitigation 

becomes an implicit consideration. Overall, the experiment results demonstrate a significant advantage of 

using Fourier-based optical filtering for low-contrast scenarios. 

5.5: Summary  

We evaluated the effectiveness of optical spatial high-pass filtering for improving Event-Based 

�6�H�Q�V�R�U�V�¶���O�R�Z-contrast detection. The EBS was used to image a low-contrast transparency object with a 4f 

HPF imaging system to measure and demonstrate how this method compares with contrast amplification 

theoretical predictions. The HPF system is capable of magnifying and detecting contrasts as low as 3.53% 

and may provide greater results when system optimizations are considered. Drawbacks of the HPF method 

(active coherent illumination, diffraction, background irradiance, mask size, etc.) and potential mitigation 

techniques are discussed. 

Integration with HPF enables a higher SNR with EBS, helping to mitigate an important limitation 

in EBS adoption. The broad utility of EBS cameras allow high spatial filtering to benefit many fields. 

Tracking transparent specimens in microscopy, and many astronomy applications which image spatially 

coherent stars, are few implementations for EBS-HPF systems. 

Future work may entail implementations of configurable HPF systems with scene-specific 

optimizations for absolute irradiance levels, mask size/shape, diffractions, and the 4f configuration. This 

work may guide future developments of optical hardware enhancements to improve neuromorphic imaging 

systems. 
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Chapter 6 

Summary, Conclusions , Reflections, and Future 

Research Directions  

6.1: Summary  

In this dissertation, I attempted to answer the following questions: What are the quantified costs and 

benefits of EBS for defense imaging applications? And how does EBS integrate with traditional optics 

technology and methods? I start in the first two chapters with an introduction to the research area and how 

I approach the questions. In Chapter 1, I provided important technical details, followed by a discussion of 

my research approach in Chapter 2. I then investigate the questions in the next three chapters through 

technical research. 

In Chapter 3, I integrated EBS into a hardware image stabilization system, demonstrating three techniques 

that cancel background clutter and achieve low read-out bandwidth. Chapter 3 addressed the first question 

by quantifying the bandwidth advantage of EBS in a long standoff scenario where stabilization would 

provide valuable. Chapter 3 addressed the second question by integrating with a traditionally frame-based 

system capability and demonstrating that EBS benefits from this traditional method. Chapter 3 also 

recovered the bandwidth advantage while imaging clutter under motion, increasing EBS value in many 

scenarios. 

In Chapter 4, I measured the object detection performance of EBS imaging system versus a frame-based 

imaging system, showing that EBS has worse detection performance, attributed to worse noise 

performance, but can also achieve a 2.5 order of magnitude bandwidth reduction. Chapter 4 addressed the 

first question by showing the cost of detection performance versus the benefit of bandwidth reduction. 

Chapter 4 addressed the second question by showing that the EBS and frame-based systems could be 

matched with respect to detection performance, while closely matching the non-sensor parts of the 

systems. This matching showed that EBS and frame-based sensors could be used in the same way and 

achieve similar, comparable outcomes, with differences due to the different costs and benefits. 

In Chapter 5, we integrated EBS into an active imaging system with a spatial high-pass filter and 

validated its behavior with simulations. Chapter �����D�G�G�U�H�V�V�H�G���W�K�H���I�L�U�V�W���T�X�H�V�W�L�R�Q���E�\���D�F�N�Q�R�Z�O�H�G�J�L�Q�J���(�%�6�¶�V��

contrast limitations and augmenting the contrast performance with the high-pass filter, enabling lower 
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contrast imaging. Chapter 5 addressed the second question by integrating the spatial high-pass filter, 

�Z�K�L�F�K���L�V���D���W�U�D�G�L�W�L�R�Q�D�O���R�S�W�L�F�D�O���W�H�F�K�Q�R�O�R�J�\�����W�R���L�P�S�U�R�Y�H���(�%�6�¶�V���F�R�Q�W�U�D�V�W���F�D�S�D�E�L�O�L�W�L�H�V�� 

So, what are the quantified costs and benefits of EBS for defense imaging applications? EBS has costs 

including lower noise performance and lower contrast performance. These were quantified in Chapter 4 

and Chapter 5. EBS has benefits including lower read-out bandwidth versus a frame-based sensor, and the 

unexplored but straightforward higher dynamic range. The former was quantified in Chapter 3 and 

Chapter4. I explored the object detection task for imaging a small object against a cluttered background, 

which was alluded to in the FENCE justification [67]. I explored the object detection task for active 

imaging in Chapter 5, which is a research area of growing defense importance. I expect that the benefits 

will outweigh the costs in many defense applications and that EBS will find its way into many 

applications. 

How does EBS integrate with traditional optics technology and methods? EBS can integrate with 

traditional optics capabilities, including hardware image stabilization in Chapter 3, optical spatial filtering 

in Chapter 5, and across most of the whole imaging system in Chapter 4. Based on the results here, EBS 

not only integrates well with traditional optics technologies, but achieves unique benefits by doing so. I 

expect that future research will find many other optics technologies that work well and synergize with 

EBS. 

6.2: Conclusion s and Reflections  

I draw high-level conclusions on the research questions: What are the quantified costs and benefits of 

EBS for defense imaging applications? And how does EBS integrate with traditional optics technology 

and methods? 

The cost and benefit analysis provides a foundation for researchers to understand the usage of EBS within 

�L�P�D�J�L�Q�J���V�\�V�W�H�P�V�����D�Q�G���W�R���P�D�N�H���L�Q�I�R�U�P�H�G���G�H�F�L�V�L�R�Q�V���R�Q���W�K�H���V�H�Q�V�R�U�¶�V���X�V�D�J�H�����Y�H�U�V�X�V���W�U�D�G�L�W�L�R�Q�D�O���I�U�D�P�H-based 

sensors. The quantification of the costs and benefits will justify EBS usage in larger engineering projects, 

unseen before because of the unavailability of quantified values. 

The integration of EBS with traditional technology gives me, and hopefully interested engineers, 

confidence that EBS integrates and interfaces well with traditional technologies. This integration will lead 

to new EBS systems that can solve imaging problems in new, creative, and valuable ways. 

I found this research challenging because the research fits between the traditional imaging community and 

the neuromorphic imaging community and does not fit well into either. I found this fit was because the 

traditional imaging community often views EBS as over-sold, with too much focus on the bandwidth and 
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dynamic range benefits and not enough focus on the noise and other costs. On the contrary, I found that 

the neuromorphic imaging community views EBS as a paradigm shift where traditional imaging 

approaches do not apply. Specifically, the neuromorphic community focuses on applications where the 

benefits over traditional imaging are clear and the justification for EBS usage is clear, as opposed to less 

clear applications such as defense. I expect that my research will provide new approaches to both 

communities, where traditional imaging researchers find value in EBS benefits, and neuromorphic 

imaging researchers find benefits in integration with traditional technologies. 

I conducted this research in the context of the College, where a large portion of research is based on 

traditional optics and imaging technologies. This had the benefit of providing the resources and the 

culture necessary to apply traditional technologies in the way done in this dissertation. However, the 

context came with the cost that there were few people interested in the neuromorphic imaging technology, 

making it difficult to socialize the research. With support from the Air Force Research Laboratory, a 

small team of researchers was assembled to work on the technology, reducing the costs of the research but 

maintaining the benefits. 

I view that the College was the correct place to conduct this research. I hold this view because the College 

is financially structured to be industry focused [111], through receiving a lower overhead rate from the 

University in exchange for less University support. This presented lower costs for industry to support 

College research while encouraging the College to support more applied research than standard 

University departments. I attribute this structure to enabling me to focus my research on providing 

maximum benefit to the sponsor. In contrast, if I conducted the research in another department, I expect 

that I would have focused more on fitting the research into an established community and providing more 

benefit to the academic community, and focused less on ensuring that the research benefits the sponsor. 

6.3: Future Research Directions  

I presented a vision for my research in Section 1.1; however, I was unable to accomplish it due to PhD 

program limitations. I present future work here that I believe would help bring that vision closer to reality. 

I will not likely complete this work, and as such I encourage interested readers to conduct research in 

these directions. 

First, build out the imaging systems. The systems evaluated here are simple and do not represent real-

world imaging systems. By building and testing more complex EBS imaging systems, more certainty 

about their performance can be obtained. I believe that this increase in complexity would encourage larger 

engineering projects to incorporate EBS technologies into their imaging systems. 
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Second, test more EBS costs and benefits. While I only tested a few, I encourage using similar approaches 

to test additional benefits such as temporal resolution, power, and dynamic range, as well as additional 

costs such as no absolute irradiance measurement, residual clutter when moving, and focal plane scaling 

issues. This additional analysis would provide a more complete picture about �(�%�6�¶�V���E�H�K�D�Y�L�R�U���D�Q�G���Z�R�X�O�G��

further encourage engineering projects to consider EBS. 

Third, further integrate EBS with traditional technologies. My research showed that EBS can integrate 

well with traditional technologies. With more projects demonstrating integration, I expect that EBS would 

become a common imaging tool for optics researchers. 
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Chapter  7 

Appendices  
Here, I present two appendices. These are sections that provide important details about the accomplished 

work but did not fit into the flow and highly technical nature of the main body. 

Appendix A describes the experimental parameters used in Chapter 3. Appendix B describes additional results 

regarding image stabilization with different EBS device biases. Appendix C discusses how I specified down from a 

broad request of the project sponsor to a specific research question. Appendix D discusses radiometric and 

luminance units and discusses how I contrast from the literature in using radiance instead of luminance. Appendix E 

describes the operation and usage in the experiments and includes discussion on software usage and how the 

configuration was decided. Appendix F briefly describes some experiments using the coherent imaging techniques 

with a reflective system, and discusses how EBS interacts with speckle. 

Appendix A: Experimental Setup Parameters  for Chapter 3  

We introduced and successfully demonstrated several hardware EBS stabilization methods. These 

methods demonstrated order-of-magnitude read-out bandwidth reductions versus unstabilized, moving EBS 

systems. A reader might apply these methods to reduce bandwidth to meet performance thresholds in 

applications such as moving object detection. These methods differentiate from other methods, in the sense 

that they leave moving objects in the data stream while removing background clutter. Here, we present 

important experiment details and discussion that did not fit with the main body. 

We mounted the EBS on a tip/tilt stage attached to a linear stage, which were both controlled with a 

network interface. The stages were integrated with the EBS (libCAER) software, the frame-based camera 

software, and the displayed background images, forming the full system. The background was located two 

meters away from the linear stage, as seen in Fig. 1. The DAVIS346 used a 25mm lens, which corresponds 

to a full field-of-view of about 36 centimeters horizontally. The frame-based camera used a 25mm lens with 

a 5um pixel pitch. The lens was chosen to have high resolution of the bright spot, such that we would get 

�K�L�J�K���U�H�V�R�O�X�W�L�R�Q���R�Q���W�K�H���E�U�L�J�K�W���S�R�L�Q�W�¶�V���S�R�V�L�W�L�R�Q�����:�H���V�H�O�H�F�W�H�G���D���U�H�J�L�R�Q���R�I���L�Q�W�H�U�H�V�W���Z�L�W�K���D���V�P�D�O�O���V�L�]�H���I�R�U���O�R�Z��

bandwidth, but large enough to ensure the bright point is in the field of view. The system was wired to the 

control PC, which processed the frame and event data and controlled the motion stages. 

We configured the individual imaging sensors within the experiment. The DAVIS346 device was 

configured with a set of device biases, default to the libCAER software used for recording and real-time 

�S�U�R�F�H�V�V�L�Q�J�����:�H���D�O�V�R���H�Q�D�E�O�H�G���W�K�H���'�$�9�,�6�¶�V���R�Q�E�R�D�U�G���)�3�*�$���E�D�F�N�J�U�R�X�Q�G���F�R�U�U�H�O�D�W�L�R�Q���I�L�O�W�H�U�����)�R�U���W�K�H���(�%�6���S�H�U-

pixel bandwidth, �%�¾�»�Ì, we use the AEDAT 2.0 [48] data format, resulting in an event size of eight bytes 

per event. This size is shared up through the newer AEDAT 4.1 [48] format that specifies 15 bits per event 
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per spatial dimension. As such, the device can specify 215 locations per dimension, equivalent to a maximal 

resolution of 32k x 32k pixels. 

We employed several complex backgrounds including desert and urban, and randomly selected several 

subimages within them. We acquired these from U.S. Geological Survey aerial images. These aerial images 

were beyond 10,000 x 10,000 pixels and we cropped them at random locations to form 1000x800 pixel 

subimages that form scenes like in Fig. 3.3. Each image was sampled at one scene foot per display pixel, 

with one pixel on the display corresponding to one foot in the scene. After calibration, we found that one 

EBS pixel corresponds to 1.3 scene feet. Figure 3 shows parts of the two aerial images used in the 

experiment and representative features of each. 

We considered aliasing issues, as a 1:1 ratio of EBS to display pixels is required to guarantee no 

aliasing, but we only had a 1:1.3 ratio because of system magnification. We added a slight defocus to the 

EBS lens and qualitatively ensured no significant aliasing effects were present. 

The DAVIS346 was configured with a set of device biases. These include the threshold biases, a 

photocurrent bandwidth bias, and a refractory period bias. These biases corresponded to device currents 

identified as onBN, offBN, and diffBN for the threshold, prBP and prSFBP for the bandwidth, and refrBP 

for the refractory period. For the main experiments, the prBP 172.1pA and the onBN 387.5nA biases were 

used. We also varied the threshold and bandwidth biases, with results presented in Appendix B. The 

thresholds were computed using techniques in the literature. The threshold biases were tabulated into Table 

A.1. The bandwidth biases were tabulated into Table A.2. We used the default refractory period bias, 

refrBP, at 4.7nA. 

 
Table A.1: Bias values for experiment thresholds. These were all used in Fig. 3.7 (a). The column with On 

29.3% was used in the remainder of experiments. The On 21.2% biases correspond to the default jAER settings. 

 On 16.5% On 21.2% On 29.3% On 33.8% 

Off Percent -14.80% -18.10% -21.20% -25.80% 

onBN 176.3nA 305.4nA 387.5nA 1.2uA 

offBN 2.2nA 1.3nA 189.9nA 314.6pA 

diffBN 20.7nA 20.7nA 7.4nA 20.7nA 
 
Table A.2: Bias values for Fig. 3.7 (b) 

 prBP 44.1pA prBP 172.1pA prBP 667.8pA 

prSFBP 1.5pA 5.9pA 23pA 
 

Appendix B: Stabilization Effects with Changing EBS Configuration  for Chapter 3  

Here, we address some other factors that may affect stabilization algorithm performance. These include 

noise filtering, device threshold bias, and photocurrent bandwidth bias. For each, we construct plots like 

Fig. 3.6 with different variations. 
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For noise �I�L�O�W�H�U�L�Q�J�����Z�H���U�H�P�R�Y�H���W�K�H���'�$�9�,�6�������¶�V���K�D�U�G�Z�D�U�H���Q�R�L�V�H���I�L�O�W�H�U���D�Q�G���F�R�P�S�X�W�H���W�K�H���(�%�6���V�W�D�E�L�O�L�]�D�W�L�R�Q��

read-out bandwidth. We then compare the results with and without the filter, at different velocities but only 

optimized at 9.5 pixels per second. We record the data against the desert background, using the same 

configuration as in Fig. 3.6, except without the filter in one case. The goal is to demonstrate the effect of 

�Q�R�L�V�H���I�L�O�W�H�U�L�Q�J���R�Q���W�K�H���W�H�F�K�Q�L�T�X�H�¶�V���S�H�U�I�R�U�P�D�Q�F�H�����)�L�J����B.1 shows this noise filtering bandwidth plot. 

 

Fig. B.1: Bandwidth plot comparing the EBS stabilization with and without the noise filter. The technique is 
optimized with the filter at 9.5 px/s, with the noise filter on. The plot shows that removing the filter significantly 
degrades performance at lower velocities. At higher velocities, the filter suggests some benefits, although 
performance is worse than with the filter. We attribute this behavior to the noise losing significant effect on the data 
stream at higher velocities. 

We observed that filtering had a major effect on performance, and the EBS technique stopped working 

beneath the 9.5 pixels per second point. We also tested with no-filter-optimization at 9.5 pixels per second 

and observed similar instabilities. Based on this, we recommend including the noise filter before operating 

with EBS stabilization. 

For device biases, we looked at the photocurrent bandwidth and the event threshold. We view the pixel 

bandwidth as behaving as temporal a low-pass filter on the incident irradiance. When in motion, we view 

this as equivalent to spatial low-pass filtering. We expect these biases to add or remove high-spatial-

frequency events from the EBS output. Varying the event threshold would add or remove low-contrast 

events. We varied both biases and observed the sensitivity of EBS-based stabilization performance with 

respect to the bias. Fig. B.2 shows the device bias bandwidth plots. For bias values, please refer to Appendix 

A. Here, ideal stabilization demonstrated effectiveness with different biases configurations. An example of 

applying these results might be integration with EBS bias control [89]. Here, a user attempting to achieve 

high sensitivity or high responsiveness, might apply hardware stabilization, such that increased event rates 

from bias control can be reduced. We view this as expanding the trade space available with EBS 
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configurations, using the lower event rate to enable lower thresholds, response to higher spatial frequencies, 

or higher noise tolerance. 

 

Fig. B.2: Bandwidth plot showing performance with changing EBS biases. a) shows read-out bandwidth versus 
photocurrent bandwidth and b) shows read-out bandwidth versus threshold. Performance was similar in principle to 
the velocity plots. Without stabilization, the bandwidth was near or above the performance threshold. With 
stabilization, we could achieve performance with at least an order of magnitude improvement and get below the 
thresholds. 

In the future, we are interested in scaling these techniques with larger EBS, and we conducted some 

preliminary tests to show the feasibility here. In Fig. B3, we tested the DVXplorer and plotted the results 

alongside the prior DAVIS346 results. We used the ideal baseline stabilization method and recorded a 
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bandwidth recovery of about 10 with DVXplorer, which was similar to the reduction with the DAVIS. With 

stabilization, we could reduce DVXplorer bandwidth requirements to that of a 346 x 260, 30 FPS frame-

based camera. Overall, we were convinced that the techniques scale up with larger focal planes, and with 

�W�K�H���'�9�;�S�O�R�U�H�U�¶�V���V�H�P�L-synchronous read-�R�X�W���V�F�K�H�P�H���Y�H�U�V�X�V���W�K�H���'�$�9�,�6�¶�V���I�X�O�O�\���V�\�Q�F�K�U�R�Q�R�X�V���V�F�K�H�P�H�����:�H��

note that the analysis here is preliminary because information on the DVXplorer device bias is proprietary. 

We searched through the DV and libcAER and found that bias configurations are limited to undefined 

�T�X�D�O�L�W�D�W�L�Y�H���Y�D�O�X�H�V�����V�X�F�K���D�V���³�Y�H�U�\���K�L�J�K�´�����³�K�L�J�K�´�����³�P�H�G�L�X�P�´�����³�O�R�Z�´�����D�Q�G���³�Y�H�U�\���O�R�Z�´���I�R�U���W�K�U�H�V�K�R�O�G���Y�D�O�X�H�V�� This 

contrasts with DAVIS which can set bias values anchored to and tested against published theoretical 

models. However, a recent work [83] has developed tests to quantify EBS biases against real-world 

parameters, which will enable a more thorough comparison against older cameras such as DAVIS in the 

future. 

 

Fig. B.3: Bandwidth plot showing performance with changing EBS biases. a) shows read-out bandwidth versus 
photocurrent bandwidth and b) shows read-out bandwidth versus threshold. Performance was similar in principle to 
the velocity plots. Without stabilization, the bandwidth was near or above the performance threshold. With 
stabilization, we could achieve performance with at least an order of magnitude improvement and get below the 
thresholds. We provide frame bandwidth with respect to the DAVIS, showing that with stabilization, one can achieve 
similar bandwidth to the larger pixel count DVXplorer than with the 346x260 frame-based sensor. 

Appendix C: Research Direction and Context  

�7�K�L�V���U�H�V�H�D�U�F�K���W�R�R�N���W�Z�R���R�Y�H�U�D�U�F�K�L�Q�J���G�L�U�H�F�W�L�R�Q�V�������D�����³�:�K�D�W���D�U�H���W�K�H���T�X�D�Q�W�L�I�L�H�G���F�R�V�W�V���D�Q�G���E�H�Q�H�I�L�W�V���R�I���(�%�6���I�R�U��

�G�H�I�H�Q�V�H���L�P�D�J�L�Q�J���D�S�S�O�L�F�D�W�L�R�Q�V�"�´���D�Q�G�����E�����³�+�R�Z���G�R�H�V���(�%�6���L�Q�W�H�J�U�D�W�H���Z�L�W�K��traditional optics technology and 

�P�H�W�K�R�G�V�"�´���7�K�H�V�H���T�X�H�V�W�L�R�Q�V���F�D�P�H���I�U�R�P���G�L�V�F�X�V�V�L�R�Q�V��with my research sponsor, the Air Force Research 

Laboratory. After an initial literature review, the sponsor wanted to know about the possibilities of them 

adopting the technology for their current and future imaging applications. 
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I approached this question with the trivial step of stating that we should adopt EBS when its imaging 

systems are proven to be better than state of the art frame-based imaging systems. This led to abstract, 

�G�L�I�I�L�F�X�O�W���T�X�H�V�W�L�R�Q�V���R�I�����F�����³�+�R�Z���P�X�F�K���L�Q�I�R�U�P�D�W�L�R�Q���L�Q���R�X�U���D�Q�D�O�\�V�L�V���G�R���Z�H���Q�H�Hd before performance is 

�S�U�R�Y�H�Q�"�´�������G�����³�:�K�D�W���G�R�H�V���L�W���P�H�D�Q���I�R�U���D�Q���(�%�6���V�\�V�W�H�P���W�R���E�H���E�H�W�W�H�U���W�K�D�Q���D���I�U�D�P�H-�E�D�V�H�G���V�\�V�W�H�P�"�´���,���G�H�F�L�G�H�G��

to simplify my approach by taking an example frame-based system for a common imaging task from the 

sponsor, object detection. This abstract system could have many variations such as active or passive 

imaging, moving or stationary relative to the scene, or well-resolved or unresolved objects of interest. 

Here, every part of the frame-based system has been well tested and understood over past decades. My 

hope here was that the imaging system components, e.g. the scene, optics, processing, and system output, 

interface in a similar way between the two sensors, to form similar imaging systems. If this assumption 

held, it would enable us to say that because current system behavior using the frame-based technology is 

sufficiently understood, we expect that the EBS system will behave similarly. This answers question (c), 

leaving question (d). 

With the simplified approach, I am left with two tasks to answer (d): (e) Compare EBS to the frame-based 

sensor. (f) Show that the EBS to the frame-based imaging system in the same way as the frame-based 

sensor. (f) is a statement form of (b), leaving the translation from (e) to (a). I decided to focus on the 

�V�S�R�Q�V�R�U�¶�V���D�S�S�O�L�F�D�W�L�R�Q�V�����H�V�S�H�F�L�D�O�O�\���R�E�M�H�F�W���G�H�W�H�F�W�L�R�Q�����W�R���P�D�L�Q�W�D�L�Q���R�X�U���U�H�O�D�W�L�R�Q�V�K�L�S�����S�U�R�Y�L�G�L�Q�J���W�K�H��

specification in (a). Sponsor discussions convinced me that engineers designing an imaging system with 

EBS would need to justify why EBS is used, which usually takes the form of a cost and benefit analysis, 

finishing the formulation of (a). I left the question broad because I did not know the exact experiments to 

conduct at the time. 

Appendix D: Radiance Versus Luminance Units  

I want to briefly discuss my use of radiance units versus luminance units. By radiance, I mean the spectral 

radiance (e.g. W/m2/nm) integrated over its spectrum. I understand luminance to be the spectral radiance, 

�P�X�O�W�L�S�O�L�H�G���E�\���W�K�H���K�X�P�D�Q���Y�L�V�X�D�O���V�\�V�W�H�P�¶�V���V�S�H�F�W�U�D�O���U�H�V�S�R�Q�V�H�����W�K�H�Q���L�Q�W�H�J�U�D�W�Hd over the spectrum. Radiance 

values are technically the most correct, however usage of luminance values is still appropriate in many 

cases and research using luminance values should not necessarily be critiqued. 

First, I describe the inconsistency between luminance and electronic light detection. All cameras used in 

this work were semiconductor photodetectors. A semiconductor photodetector normally measures 

irradiance(W/m2�������I�R�O�O�R�Z�H�G���E�\���P�X�O�W�L�S�O�L�F�D�W�L�R�Q���E�\���W�K�H���S�K�R�W�R�G�H�W�H�F�W�R�U�¶�V���V�S�H�F�W�U�D�O���U�H�V�S�R�Q�V�H�����W�K�H�Q���L�Q�W�H�J�U�D�Wing 

over the size of the detector, to present the measurement in units of power. 
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The semiconductor material converts this power value to a photocurrent that is integrated over time in a 

capacitor to provide a voltage proportional to received energy. The use of radiance units is consistent with 

this process, and the radiance : power : voltage mapping is invariant on the incident light spectrum. 

�+�R�Z�H�Y�H�U�����O�X�P�L�Q�D�Q�F�H���Y�D�O�X�H�V���L�P�S�O�L�F�L�W�O�\���L�Q�F�O�X�G�H���W�K�H���K�X�P�D�Q���Y�L�V�X�D�O���V�\�V�W�H�P�¶�V���U�H�V�S�R�Q�V�H�����Z�K�L�F�K���Y�D�U�L�H�V���Z�L�W�K��

respect to the incident light spectrum. 

Here, the luminance : power : voltage mapping varies depending on the spectrum. For instance, consider a 

semiconductor detector that is 100% responsive to infrared spectrum light and visible light, and we 

irradiate a pixel with 1W of infrared light. We expect the detector to successfully measure the light. 

However, the HVS has close to zero responsivity to infrared, so the 1W is equivalent to about zero lm. If 

we replaced the light with 1W of visible-spectrum light, the radiance mapping would stay constant, but 

the luminance mapping would change, because now the 0lm generates a significant device response. 

However, most imaging cases do not require the mapping from radiance/luminance to power or voltage. 

The primarily used information in most cases is in the relative measurement between different pixels in a 

frame. I am unaware of a common imaging algorithm that requires absolute irradiance/illuminance, 

however the absolute value affects the signal-to-noise ratio and can affect the measurement if the sensor is 

incorrectly configured. The lack of need makes usage of radiance/luminance units uncommon in camera 

research, with luminance units being most common because optical images have traditionally been 

consumed by a human versus a sensor. In cases when a correct, absolute measurement is valuable, 

metadata such as the light source can enable computation of radiance from luminance. 

To summarize, radiance units are technically correct when measuring with a hardware photodetector, 

however absolute light levels are often unnecessary in most applications. In addition, luminance levels 

have a tradition in the literature, and with given appropriate context, radiance values can often be 

computed from luminance values. As such, luminance units should be accepted as usable, however 

radiance units provide more meaningful values in terms of hardware imaging. 

Appendix E: EBS Operation and Usage  

This subsection describes how a researcher can use the EBS, how to connect to it, and how to interpret the 

data. For device drivers and operations, I discuss the jAER [37] GUI interface and the libCAER [38] C 

library. Additional topics are discussed reading out data, both with the AEDAT[39] and text flat file 

formats, as well as real-time processing with libCAER. I briefly discuss MATLAB/GNU Octave data 

processing and data visualization, followed by discussion of the operating system and other software. 

I began my research using the jAER controller for interfacing with EBS. jAER requires Java 8 to install, 

as well as some additional configuration, but configuration is straightforward if a reader closely reads and 
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follows the instructions. jAER provides a GUI interface that allows the main features of starting and 

stopping EBS recording, reconfiguring the EBS and bias currents, and selecting filters and data 

processing tools. I provide an image of the event data from a recording in Fig. E.1 as a visualization of the 

jAER system behavior. To start and stop the EBS, a user can either click on a button, or control it with a 

command through an IP interface. As I started implementing automation in my experiments, I began 

controlling jAER with its network IP interface through my C programs, enabling more precise timing 

performance. The jAER system outputs an AEDAT file that contains all of the event data from a 

recording and can be processed using other software. 

 

Fig E.1: A screenshot of the jAER software, playing back an event data recording. The object of interest is a twin-

propeller aircraft taking off. I am imaging the aircraft with the DAVIS346 with a 200mm lens from several hundred 

meters away. Edges of major features such as the tail, the front of the wings, the cockpit, and the propellers are 

visible in the data. 

I began using the libCAER software to control EBS directly in my C programs. libCAER provides control 

similar to jAER, except all functionality is directly controllable from a C program. I specifically used the 

device start and stop commands and the bias current reconfiguration functionality. libCAER provides the 

event data in packets output from the device, which can be parsed into the expected position, timestamp, 

and polarity. Because these events are received directly from the device with little latency, it is possible to 

real-time process this data, as is done in Chapter 3. My approach to real-time processing here is to 

aggregate the events within a fixed period, and then process them as a batch. This approach can, with 
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some techniques, reduce the overhead associated with receiving and processing events one at a time. The 

output data collected from libCAER is placed into a text file to be read into processing software. This text 

file is written in a format directly compatible with Octave or MATLAB �¶�V���0�$�7���G�D�W�D���I�L�O�H���I�R�U�P�D�W�� 

I process the data with non-real time processing using MATLAB and the syntactically similar Octave 

software. When processing an AEDAT file, I read the data using the AEDATtools library [40]. This 

library parses the AEDAT file into a standard data structure containing all events and associated data. 

When processing a libCAER text file, it is compatible with the MAT format, and provides data already 

stored in the same AEDAT event format. I normally use Octave for data processing on systems using 

EBS and MATLAB for post processing on a secondary computer. I chose to process with Octave because 

it is free software, which means that I can generate parallel jobs and batch process data simultaneously, 

using all CPU cores. Specifically, I can easily run many instances of the software on as many computers 

as are available without concern for license limitations. In addition, I can freely copy and use Octave on 

any computer without concern for licensing term violations. This became a major concern when I was 

working in government laboratories, because non-freely licensed software was only allowed after the 

entire computer system was registered with their cyber security department. To register, I would have 

needed to select a stable set of packages and wait on the order of a year for the s�\�V�W�H�P�¶�V���U�H�J�L�V�W�U�D�W�L�R�Q���W�R���E�H��

approved, before I could apply for and install a MATLAB license. However, I was building a custom 

computer system with software used specifically for the experiment, with a constantly changing software 

configuration. As such, Octave was the best choice here. 

I use MATLAB to generate plots. To generate the plots in this work, I use large font sizes, thick lines, an 

additional scatter plot over actual data locations, and in-plot labels instead of legends. I use error bars on 

plots as appropriate and estimate the variance of the mean to compute error bars with my ROC curves. A 

second plot measures the event rate or equivalently read-out bandwidth of the EBS. This plot tells us the 

cost of using the EBS at a given time or scenario. A more complex plot is the ROC plot, which describes 

the performance, or the benefit, of using EBS. When comparing to frame-�E�D�V�H�G���V�H�Q�V�R�U�V�����(�%�6�¶�V���F�R�V�W��

�E�H�F�R�P�H�V���D���U�H�O�D�W�L�Y�H���E�H�Q�H�I�L�W�����D�Q�G���(�%�6�¶�V���E�H�Q�H�I�L�W���E�H�F�R�P�H�V���D���U�H�O�D�W�L�Y�H���F�R�V�W�� 

The dissertation research operated EBS from both Windows and Linux operating systems but prefer the 

Linux system because of several factors. The first factor is that there were faced binary file 

incompatibilities when building and integrating packages on windows. Here, proprietary software 

libraries for the frame-based sensor required linking with a specific Application Binary Interface (ABI) 

version of the Visual C++ compiler. However, some of the computerized mounts required a different 

version of the Visual C++ ABI and would not link into the same program. Additionally, libCAER 

required a third ABI from the MinGW compiler. By switching to Linux where GCC is the accepted 
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compiler, I managed to create a program that could accept all required libraries without binary 

incompatibilities. The second factor is portability, in the sense that the experimental x86-�������F�R�P�S�X�W�H�U�¶�V��

secondary storage can be cloned to a second drive to build a second x86-64 computer with the same 

configuration and behavior. This is possible because all of the software has free-distribution licensing. 

This second factor enables the same system setup to exist at multiple locations, such that the software 

configuration has reproducibility everywhere, can be shared with others without reconfiguration, and can 

be used and built upon by colleagues on their own projects. The third factor is the same as with the 

Octave package, in that to use Windows, a computer with stable software packages was required, which 

was unfeasible given the state of research. 

Appendix  F: Reflective Coherent Imaging with EBS  
 

Although the emphasis of this study utilized a transmissive system to indicate the value of contrast 

amplification via an optical HPF, an abbreviated analysis was also performed on a reflective configuration. 

This reflective system is a more suitable implementation for detection and tracking of real-world objects, 

in comparison to usage-constrained transparent objects which are in the direct line of the optical path. The 

reflective configuration, shown in Fig. F.1, operates at a high power so that a strong reflected signal off an 

illuminated object may propagate through the 4f system. The feature of interest is a vertical grey bar against 

a white background. The image view of this bar was captured via the standard grayscale feed of the 

DAVIS346. A qualitative comparison between the image view of this object was done with and without 

the HPF in place. 

 
 Fig. F.1: Overall Reflective System layout with subsystems labelled. 

  
The results from the reflective system HPF experiment are seen in Figure 18. Qualitatively, there 

is great similarity between the image reaching the sensor before and after placing the HPF mask in the 

optical path. Both images depict similar granular features from reflection of the illumination source off the 

rough object. 
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Fig. F.2: Object of interest without (Left) and with (Right) HPF in reflective system. 

 

It is observed that Optical High-Pass Filtering does not produce noticeable changes (or 

amplification) in the optical field which reaches the sensor. A major caveat off using this reflective 

technique is the inconvenience that arises from using coherent light. Laser speckle is a biproduct of coherent 

illumination that occurs on a rough surface when light reflects or scatters from unequal parts of the 

illuminated surface to produce an observable granular pattern. Speckle is a high frequency signal that 

overlays the illuminated object of interest, thus degrading the effectiveness of a high-pass filter. Edge 

detection becomes dependent on the resolution of speckle, strength of illumination source, surface 

properties and reflectivity, as well as distance and size of object. Low-resolution speckle paired with the 

HPF method could perhaps be useful for edge detection but was not explored in this study. High-resolution 

speckle (as seen in Fig. 5.15) may shroud the EBS output with events through these rapid irradiance 

fluctuations. Determining the speckle content of a scene, how to mitigate speckle, and determine when 

edge-detection can still be used for the purposes of EBS detection and tracking are suggested future 

developments from this paper. 
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