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ABSTRACT

Doppler free two-photon spectroscopy of $^{87}\text{Rb}$ is a leading candidate for a portable frequency standard with instability comparable to a hydrogen maser. The required 778 nm light has been achieved through second-harmonic generation of continuous wave (cw) lasers, due to the availability of compact, narrow linewidth, fiber-coupled telecom diodes at 1556 nm. The cw laser was then compared to a frequency comb to convert the optical frequency into a radio frequency. It is alternatively possible to excite the same transition directly with a frequency comb, removing the need for the cw laser and increasing the efficiency of second-harmonic generation. Previous efforts to utilize direct comb spectroscopy as a frequency standard have shown larger instability than their cw counterparts, due in large part to residual Doppler broadening from pulses lasting less than one ps. Herein are discussed the relevant considerations to make direct comb spectroscopy perform equivalently to cw two-photon spectroscopy, most importantly, narrowly filtering the optical bandwidth. The leading sources of instability are explained and methods for compensation are implemented. Features which distinguish direct comb spectroscopy from cw two-photon spectroscopy, such as spectral aliasing, pulse overlap volume, and the residual Stark shift, are evaluated theoretically and experimentally. Direct comb spectroscopy is shown to be capable of resolving the two photon transitions with equivalent linewidth and equivalent ac-Stark shift compared to cw two-photon spectroscopy, with total fluorescence capture of up to 60%. By recording relative frequency deviations between two nearly identical direct comb clocks, instability rivaling the state-of-the-art compact optical frequency standard is shown, with fractional frequency Allan deviation at $1.7 \times 10^{-13}$ at one second averaging down to $3 \times 10^{-14}$ at 1000 s before drifting in longer timescales. The drift at times longer than an hour is shown to correlate with room temperature, offering some explanation for its source and solution. Efforts towards miniaturization and packaging and future directions for research are discussed.
1.1 Optical Atomic Clocks

1.1.1 Introduction to Clocks

The history of human progress has been intimately tied to the progress of timekeeping. Early calendars helped agrarian societies to anticipate the seasons, Eratosthenes used sundials to calculate the circumference of the earth, the marine chronometer made transcontinental shipping reliable. In the mid nineteenth century, a full hundred years before the adoption of the atomic basis of the SI second, Thomson and Tait predicted the atomic timekeeping revolution:

The time of vibration of a sodium particle corresponding to any one of its modes of vibration, is known to be absolutely independent of its position in the universe, and it will probably remain the same so long as the particle itself exists. The wavelength for that particular ray ... gives a perfectly invariable unit of length ... [1, §15]

The modern world is a product of atomic clocks. Most notably, global navigation satellite systems such as the Global Positioning System (GPS) are based entirely on receiving precise time information from multiple satellites in orbit. The internet and cellular networks multiplex information from millions of devices by precisely timed switching. Very-long-baseline interferometry, which enables the most precise radio telescopes, interferes signals across the globe by synchronization to atomic clocks. Quantum computers rely on precision timing to maintain fidelity in qubit rotation [2, 3].

So what is an atomic clock and why optical atomic clocks? A clock is nothing more than
a precision frequency standard with a way to readout the phase, i.e. an oscillator and a counter\(^1\). Turning first to the oscillator, atomic oscillators can be split into quadrants across the hot vs. cold atom and radio-frequency (RF) vs. optical divides, as shown in Fig. 1.1. All of these clock types base their stability on the principles predicted by Thomson and Tait, that atoms of the same isotope are fundamentally indistinguishable and *mostly* insensitive to their environment. § 3.2 of this dissertation is an evaluation of the breakdown of that insensitivity. A pendulum, spring, or quartz based oscillator are all designed by an engineer to tick at a given frequency, imperfectly manufactured to approximate that frequency, then set in an environment that changes the frequency – an atomic oscillator removes the design and manufacturing errors, such that the only source of error is the environment.

![Figure 1.1: Classification of various atomic clocks. RAFS: Rubidium atomic frequency standard. CSAC: Chip scale atomic clock. CBT: Cesium beam tube. H-Maser: Hydrogen Maser. cRb: Cold rubidium standards. O-RAFS: Optical RAFS. I2: Iodine molecular clock. “Direct Comb” refers to the work within this dissertation. H-Maser is an outlier, with the size and stability on the order of the cold-RF or hot-optical clocks.](image)

Until very recently, a consumer who wished to purchase frequency stability only had options in the hot-RF portion of Fig. 1.1. For many applications, GPS time, based on RAFS, currently suffices. For applications that needed more precision, the options were a CSAC or CBT, with one second fractional frequency instabilities about $10^{-10}$ and $10^{-11}$, or the

\(^1\)see note in the glossary if you think this describes a frequency reference and not a “clock”
significantly larger and more expensive hydrogen maser, with instability $< 10^{-13}$ [4]. Much progress has been made in the cold atom/ion optical clock field, where the best instability performance ($10^{-17}$) is possible [5, 6], but these are still prohibitively complex and large for most applications. The past three years have seen many technologies in the cold-RF or hot-optical quadrants come to market, including Vector Atomic’s iodine clock, Infleqtion’s optical rubidium clock, and Spectra Dynamics’ cold rubidium clock. This generation of standards offers maser level stability for applications where maser level cost/complexity was previously prohibitive.

While this new generation of atomic clocks expands many potential applications for precision time-keeping, there is need for further miniaturization if optical atomic clocks are to truly become ubiquitous frequency standards. This dissertation describes our work on one technique (direct comb two-photon spectroscopy) to achieve further miniaturization of optical rubidium clocks without sacrificing stability. To understand how we arrived at this technique, it is worthwhile to better understand how to quantify clock instability.

1.1.2 Instability Analysis

The frequency of an oscillator can be characterized as some center frequency with a phase variance thereabout: $f = f_{\text{center}} + \frac{1}{2\pi} \frac{d\phi}{dt}$. It is often more illuminating to consider fractional frequency variations

$$y_{n,\tau} = \frac{f_{\text{avg}}[t_0 + n\tau] - f_{t_0}}{f_{t_0}}.$$

Here $n$ is a natural number, $\tau$ is averaging time, and $f_{\text{avg}} = \frac{1}{\tau} \int_{t_0}^{t_0+\tau} f(t)dt$. This quantity tells proportionately how much the frequency has changed from some $f_{t_0}$. The field of precision time-keeping generally presents the statistics on these fractional frequency variations through the two-sample Allan deviation, defined thus [7]:

$$\sigma_y[\tau] = \sqrt{\frac{1}{2} \langle (y_{n+1,\tau} - y_{n,\tau})^2 \rangle_n}.$$

The Allan deviation and its variants are powerful tools for analyzing sources of instability in an oscillator. For time varying systematic shifts in the clock frequency with a regular
For common noise sources, the power of Allan variance change reveals the nature of the noise source, with white frequency noise averaging down like $\sigma(\tau) \propto 1/\sqrt{\tau}$ (see Table 1.1).

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>$S_f \propto f^2$</th>
<th>$\sigma_y \propto \tau^\gamma$</th>
<th>mod $\sigma_y \propto \tau^\gamma$</th>
<th>$\sigma_x \propto \tau^\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>White Phase Noise</td>
<td>2</td>
<td>-1</td>
<td>-3/2</td>
<td>-1/2</td>
</tr>
<tr>
<td>Flicker Phase Noise</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>White Frequency Noise</td>
<td>0</td>
<td>-1/2</td>
<td>-1/2</td>
<td>1/2</td>
</tr>
<tr>
<td>Flicker Frequency Noise</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Frequency Random Walk</td>
<td>-2</td>
<td>1/2</td>
<td>1/2</td>
<td>3/2</td>
</tr>
</tbody>
</table>

Table 1.1: Source of noise vs. scaling of the frequency noise power spectral density ($S_f$) vs. Allan deviation ($\sigma_y$) vs. modified Allan Deviation (mod $\sigma^y$) vs. time deviation ($\sigma_x$)

Often, an oscillator alone does not provide the desired level of instability; thus the oscillator is generally locked to some external resonance. An oscillator tightly locked to a resonance has a fundamental instability limit set by

$$\sigma_y(\tau) \geq \frac{1}{Q \times \text{SNR} \times \sqrt{\tau}}, \quad (1.1)$$

where $Q = f_0/\Delta f_{FWHM}$ is the “quality factor” of a reference with center frequency $f_0$ and half-width at half-max linewidth $\Delta f_{FWHM}$ and SNR is the signal to noise ratio of detecting this resonance. The factor of $1/$SNR reflects that one can split the resonant linewidth by the SNR, resulting in a reference with a higher effective $Q$.

In order to reach small ($< 10^{-13}$) fractional frequency stability in a reasonable time, one must select a reference with high $Q \times \text{SNR}$. With optical resonances in $10^{15}$ Hz, possible linewidths below 1 Hz, and the potential for high SNR detection schemes, it is clear why atoms are used as the reference for the most stable clocks in the world. However, as these clocks generally rely on the energy of valence electrons (pending the discovery of the Thorium nuclear clock), these transitions are sensitive to environmental fluctuations, meaning that small changes in temperature, magnetic field, electric field, etc. quickly limit clock stability. These effects, their relative effect on clock stability, and remedies will be explored in § 3.2.

A laser properly locked to a high $Q \times \text{SNR}$ reference such that it has low $\sigma_y(\tau)$ is of limited utility as a clock without some way to convert the optical frequencies ($10^{14} - 10^{15}$ Hz) into frequencies that electronics can easily count ($< 100$ GHz). This was once a daunting task.
requiring a heroic experimental effort, using a ladder of progressively lower frequency lasers, each with its higher harmonics phase-locked to the rung above [8]. With the advent of the optical frequency comb, the conversion of optical to RF has become trivial.

1.2 Frequency Combs

A frequency comb is a laser with coherent light at multiple frequencies \( \nu_n \) defined by the characteristic equation:

\[
\nu_n = f_{CEO} + n \times f_{rep} \tag{1.2}
\]

where \( f_{CEO} \) is referred to as the carrier-envelope offset frequency and \( f_{rep} \) as the repetition rate. Considered more carefully, this means that the electric field from this laser is such:

\[
\tilde{E}(\nu) = \tilde{A}(\nu) \times \sum_m \delta(\nu - mf_{rep} - f_{CEO}), \tag{1.3}
\]

with \( \tilde{A} \) being the spectral envelope of the frequency comb, and the sum of dirac-deltas representing infinitesimally narrow spectral features at the frequencies from Eqn. 1.2. These narrow features are referred to as the “comb-teeth” of the frequency comb. While the comb-teeth of any real frequency comb can never truly be infinitesimally narrow, well stabilized frequency combs have shown comb-tooth relative linewidths below 3 \( \mu \)Hz [9]. Since these negligible linewidths are achievable through control of only the two degrees-of-freedom \( (f_{CEO} \text{ and } f_{rep}) \), it stands to reason that less stabilized frequency combs can be considered as a dirac comb with noise summed onto these two degrees-of-freedom [10].

It is then useful to consider what this frequency comb looks like in time. The frequency-domain dirac comb of repetition rate \( f_{rep} \) Fourier transforms to a time-domain dirac comb of period \( 1/f_{rep} = \tau_{rep} \) [11, §10]. Using the convolution theorem of Fourier transforms,

\[
E(t) = A(t) * e^{i2\pi f_{CEO}t} \sum_m \delta(t - m\tau_{rep}), \tag{1.4}
\]

where \( A(t) = \int_{-\infty}^{\infty} \tilde{A}(\nu)e^{-i2\pi\nu t}d\nu \) describes a pulse which is replicated by the dirac comb into a series of pulses which repeats at period \( \tau_{rep} \). Since \( \tilde{A}(\nu) \) is centered at some optical frequency \( \nu_c \), \( A(t) \) will have a carrier frequency at that same \( \nu_c \). The term \( e^{i2\pi f_{CEO}t} \) represents
that between two successive pulses, the phase of the carrier frequency slips by a phase \( \phi_{CEO} = 2\pi f_{CEO} \tau_{rep} \).

1.2.1 Modelocked Lasers

Now that the basic principles of frequency combs are established, it does well to ask “how may one generate such a frequency comb?” There are many methods for producing a frequency comb, including but not limited to external electro-optic modulation \([12, 13]\), internal amplitude or frequency modulation active mode locking \([14, \S12.9-10]\), and Kerr microcombs \([15]\). For the scope of this dissertation, all of the frequency combs are based on passive, saturable absorber based mode locking. Understanding the saturable absorber mode locked laser begins most naturally from the following thought: “Since a frequency comb is equivalent to a series of ultrashort pulses in time, generating a series of regular ultrashort pulses means that I have generated a frequency comb.”
A saturable absorber mode locked laser generates this series of ultrashort pulses through an interplay between the losses of a saturable absorber within a cavity and the natural selection towards low-loss operation of a laser. A saturable absorber is any element within the laser cavity which produces more loss for low intensity light than for high intensity. This can be generated through real absorbers (e.g. carbon-nanotubes or semiconductor saturable absorber mirrors (SESAMs)) or through nonlinearities which result in rejection of light from the laser cavity (e.g. nonlinear polarization evolution or nonlinear optical/amplifying loop mirrors (NOLM/NALM)). Laser light is the result of a buildup of radiation from many round-trips within the cavity; thus on every encounter with a saturable absorber, high intensity pulses are absorbed less than continuous wave (cw) light, with the lowest loss operation achieved via all of the light in the cavity forming a single, short pulse.

This short pulse then circulates that cavity with a regular round-trip repetition period $\tau_{rep}$, with a small percentage leaking out of the output coupler each round-trip. On each round-trip, the carrier wave and the pulse may slip away from each other, as a medium with frequency dependent index of refraction $n(\omega)$ has phase velocity $c/n(\omega_c)$ and the group velocity $c/(n(\omega_c) + \omega_c \frac{dn}{d\omega})$ which are not necessarily the same; this is the origin of $f_{CEO}$. Hence, $f_{CEO}$ can be controlled by any mechanism that changes the round-trip dispersion, such as the distance between an intercavity grating pair or, as is common in fiber lasers, the pump power. The pump power changes the round-trip dispersion through a complicated interplay of nonlinear dispersion and spectral shifts [16], but the result is that pump power is an effective actuator for controlling $f_{CEO}$.

Control of $f_{rep}$ is most readily achieved by changes to the cavity round-trip group optical path length $OPL$, since $f_{rep} = c/OPL$. This can be controlled via piezo-electric (PZT) fiber stretcher, cavity mirror/SESAM placed on a PZT, and/or an intercavity electro-optic modulator (EOM); often multiple of these are combined to achieve fast locks with large slow-time range. In reality, feeding back to either an $f_{CEO}$ or $f_{rep}$ actuator has some effect on both degrees of freedom – this is known as the “elastic-tape model” [17], where each actuator stretches the comb modes about a given frequency $\nu_{fix}$. A good $f_{rep}$ actuator has $\nu_{fix}^{rep} \approx 0$ Hz and a good $f_{CEO}$ actuator has $\nu_{fix}^{CEO} \gg \nu_{fix}^{rep}$; cavity length and pump current satisfy this respectively.
In order to feed back to these two degrees of freedom, first they must be detected. We will first discuss $f_{CEO}$ detection and then $f_{rep}$ detection.

### 1.2.2 Self-Referential $f_{CEO}$ Lock

Although mode-locking was achieved in the mid-1960s [18, 19], the role of $f_{CEO}$ was not fully appreciated until several decades later [20, 21]. There are several ways to measure $f_{CEO}$, but for our purposes we will consider a self-referential “$f$ to $2f$” phase lock [22]. Consider an “octave-spanning” frequency comb, i.e. a comb with significant power in modes $\nu_n = f_{CEO} + n \times f_{rep}$ and $\nu_{2n} = f_{CEO} + 2n \times f_{rep}$. Such an octave-spanning frequency comb is most often generated via propagation of an amplified ultrashort pulse through a length of highly non-linear fiber, letting self-phase modulation and four-wave mixing stretch the spectral envelope. If the comb tooth at $\nu_n$ is frequency doubled through second harmonic generation, it then has frequency $2\nu_n = 2f_{CEO} + 2n \times f_{rep}$. By spatially overlapping this comb tooth with $\nu_{2n}$ on a detector, the detected intensity has frequency $2\nu_n - \nu_{2n} = 2(f_{CEO} + n \times f_{rep}) - (f_{CEO} + 2n \times f_{rep}) = f_{CEO}$.

This RF must then be phase stabilized to a stable RF reference. In recent years, FPGA-based offset frequency locks have become prevalent [23]. The software that we used for our $f_{CEO}$ locking is available here (https://github.com/jddes/Frequency-comb-DPLL). These FPGA frequency locks benefit from the ability to unwrap phase and track quick deviations with amplitude $\gg \pi$, meaning that even a broad $f_{CEO}$ beatnote can be phase stabilized without dividing the frequency down and losing phase discriminant slope.

### 1.2.3 Frequency Comb as “Gearwork”

When considering how to stabilize $f_{rep}$, we arrive at the reason that frequency combs are useful in the atomic clock context; frequency combs can be used as gearwork for converting optical frequencies to radio frequencies. If an optical frequency $\nu_{clock}$ is known very well (to within noise deviations $\delta\nu_{clock}$), it would make a low instability clock, but it is only useful for most clock applications if it can be losslessly downconverted into a radio-frequency $f_{clock}$. Consider a frequency comb with $f_{CEO}$ self-referentially locked as described above, with some noise $\delta f_{CEO}$. By phase locking the beatnote between the stable $\nu_{clock}$ and a given comb tooth
\( \nu_n \) to some beat frequency \( f_{\text{beat}} \), the characteristic comb equation (1.2) can be inverted:

\[
\nu_n = n \times f_{\text{rep}} + f_{\text{CEO}} + \delta f_{\text{CEO}} = \nu_{\text{clock}} + \delta \nu_{\text{clock}} + f_{\text{beat}} \rightarrow \\
\rightarrow f_{\text{rep}} = \frac{\nu_{\text{clock}} + \delta \nu_{\text{clock}} + f_{\text{beat}} - f_{\text{CEO}} - \delta f_{\text{CEO}}}{n}. \tag{1.5}
\]

Now \( f_{\text{rep}} \), which is a radio frequency easily measured by simply shining the pulse train onto a photodetector, is linked directly to the optical \( \nu_{\text{clock}} \), and the uncertainty is divided by the same factor as the clock frequency. In most cases, \( \delta f_{\text{CEO}} \ll \delta \nu_{\text{clock}} \), as it is generally trivial to stabilize \( f_{\text{CEO}} \) to less than 1 mHz RMS frequency fluctuations, whereas comparable stabilization of \( \nu_{\text{clock}} \) would imply an optical \( \sigma_y \approx 1 \times 10^{-17} \), which is near state-of-the-art. Given \( \delta f_{\text{CEO}} \ll \delta \nu_{\text{clock}} \), the fractional frequency instability on \( f_{\text{rep}} \) is the same fractional frequency instability as that on \( \nu_{\text{clock}} \) and \( f_{\text{rep}} \) is therefore a coherent division of \( \nu_{\text{clock}} \).
Chapter 2

Frequency Comb Spectroscopy

2.1 Dual Comb Spectroscopy

The broadband, directional, coherent light from a frequency comb is very appealing as a source for spectroscopy. Indeed, much work has been done using traditional spectroscopy (i.e. using a grating to resolve wavelengths) but with a frequency comb as a source [24, 25]. While this uses the broad bandwidth and directionality of a frequency comb effectively, these techniques are limited by the resolution of a given grating. Meanwhile, the frequency comb is only limited in resolution by comb tooth linewidth, which can be sub-Hertz for a well stabilized frequency comb.

How can one recover the incredible resolution of a frequency comb? One solution is dual-comb spectroscopy [26–28]. Dual-comb spectroscopy (DCS) is a technique by which one may convert every optical comb-tooth into a representative comb tooth in the RF domain. This is done by heterodyne detection of two frequency combs with slightly different $f_{\text{rep}}$.

2.1.1 Theory

Consider two frequency combs with $f_{\text{CEO,1(2)}}$ and $f_{\text{rep,1(2)}}$, where $f_{\text{rep,2}} = f_{\text{rep,1}} + \Delta f_{\text{rep}}$, and let them possess a mutual comb tooth such that $\nu_{m,1} = \nu_{n,2}$. The next comb tooth of increasing frequency will be such that the difference of the frequencies is $\nu_{n+1,2} - \nu_{m+1,1} = \Delta f_{\text{rep}}$. Indeed, any pair of comb teeth $\nu_{m+x,1}$ and $\nu_{n+x,2}$ will have a difference of frequencies $= x\Delta f_{\text{rep}}$. When these two frequency combs are combined on a photodetector, each pair of comb teeth will generate a beatnote detected as a voltage oscillating at the difference frequency of the comb teeth. Hence, every optical comb tooth will be converted to a unique RF comb tooth with amplitude set by the fields of the corresponding teeth $V(x\Delta f_{\text{rep}}) \propto \tilde{E}_1(\nu_{m+x,1})\tilde{E}_2(\nu_{n+x,2})$. 

where $\tilde{E}_{1(2)}$ is the electric field amplitude from frequency comb one or two (see Fig. 2.1). This RF spectrum is thus another frequency comb, down-converted from the optical domain into a domain where digital electronics can directly track. Importantly, absorption of comb teeth in either frequency comb results in corresponding absorption features in this RF comb.

![Figure 2.1: Frequency domain principle of dual comb spectroscopy, adapted from [29] with permission.](image)

In the time domain, the difference in $f_{\text{rep}}$ between the two frequency combs means that the ultrashort optical pulses walk across each other, with a different pulse-to-pulse delay when each pulse pair arrives. Since optical detectors have response time $\tau_d$ much longer than the width of the comb pulses, the detector gives a voltage proportional to the time averaged intensity over each pulse pair. The timescale of detector response $\tau$ is proportional to the pulse-to-pulse delay and the voltage is proportional to the integral $\int |E_1(t)E_2(t)|^2 dt = \int (|E_1|^2 + |E_2|^2) dt + \int (E_1(t)E_2^*(t) + c.c.) dt$ over a given pulse pair — this detected signal is then a cross-correlation between the frequency comb pulses, known as an interferogram. The convolution theorem of Fourier transforms is that $f(t) * g(t) = \mathcal{F}^{-1}[F(\nu)G(\nu)]$; therefore, taking the Fourier transform of the cross-correlation signal between the two combs yields
the spectrum $\tilde{E}_1(\nu)\tilde{E}_2^*(\nu) + c.c.$, scaled by the conversion factor between $\tau$ and the pulse-to-pulse delay. This scaling factor is $\frac{f_{\text{rep}}}{\Delta f_{\text{rep}}}$, such that an optical frequency scales down to a radio frequency. This time domain picture is similar to the description of Fourier transform spectroscopy, replacing the moving interferometer arm with an auto-scanning pulse delay.

2.1.2 Experiment

DCS requires two frequency combs with similar $f_{\text{rep}}$. There are many methods of generating these two frequency combs – one of the most versatile, compact, and portable methods is the erbium fiber frequency comb. The availability of both normal and anomalous group delay dispersion at the center wavelength of erbium fiber lasers (1550 nm) allows for the construction of all-fiber or nearly all-fiber oscillators. Such lasers can consequently have very small footprint [30] and impressive ruggedness [31]. For use in the experiments described here, I constructed two mode-locked oscillators based on the design from Ref. [30]; the schematic of our version, constructed completely from commercial, off-the-shelf components, is shown in Fig. 2.2. The normal dispersion of the erbium doped fiber partially compensates the anomalous dispersion of the PM1550 passive fiber, leaving the cavity slightly ($\approx -12,000$ fs$^2$ per round-trip) anomalously dispersive, leaving this cavity in the soliton regime. This laser is modelocked through a commercially available SESAM (SAM-1550-17-1.5ps-1.3-0). The oscillator consists of entirely polarization maintaining fiber and includes a small PZT behind the SESAM for fast corrections to $f_{\text{rep}}$, a longer PZT in the translation stage for the collimator for slower $f_{\text{rep}}$ feedback. One comb also included an EOM in the freespace section for even faster corrections to $f_{\text{rep}}$.

The output of each oscillator was sent partly to an optical beatnote setup (see Ref. [29, p. 2.2.1]) and partly to an erbium doped fiber amplifier (EDFA). The beatnote setup consists of combining each comb with the light from an unstabilized RIO at 1562 nm to generate a beatnote on a photodetector. The first comb had its beatnote stabilized with a Red Pitaya optical phase locked loop [32]. The other comb had its beatnote mixed with the first beatnote and the resulting difference frequency was stabilized with the Red Pitaya. This mixing effectively removes any noise from the RIO and establishes phase coherence between the two frequency combs.
Figure 2.2: Schematic of one mode-locked oscillator. The other oscillator is similar, with an EOM inserted between the collimator and focusing lens to enable fast feedback.

The other portion of the oscillator output went to an EDFA constructed from Er80-4/125-HD-PM fiber, normally chirping the pulses and largely avoiding potential nonlinear pulse evolution. The pulses were then recompressed using an appropriate length of PM1550, before being spectrally broadened in 100 mm of highly nonlinear fiber. While the oscillator starts with a 10 dB bandwidth of $\approx 15$ nm, the spectrally broadened comb stretches from 1300 nm past 1700 nm. This broad output is then coupled into free-space.

Demonstrating the broadband potential for DCS, Fig. 2.3 shows the dual-comb spectrum obtained at the output of the fiber (black) compared to the spectrum after propagating $\approx 4$ m across the lab (red). Absorption from water vapor in the air can be seen in the circled portion of the spectrum. While this broad bandwidth measurement shows some of the potential of dual comb spectroscopy, most measurements only require a small portion of this bandwidth, and the SNR of a dual comb measurement decreases as the inverse of the number of comb teeth [33], so most experiments utilize narrow spectral filtering about the spectral regions of interest.

Another important feature of dual comb spectroscopy is its time resolution. Since the interferogram contains information about all of the frequency comb colors, and the interferograms repeat every $1/\Delta f_{rep}$, the time required to take a spectrum limited in resolution by the frequency comb $f_{rep}$ is just $1/\Delta f_{rep}$. $\Delta f_{rep}$ is limited by the desired spectral bandwidth $\Delta \nu$, since a the optical spectrum is down-converted to an RF spectrum of bandwidth
Figure 2.3: Broadband dual comb spectroscopy of a 4 m air path, showing water absorption around 1450 nm.

\[ \Delta f = \frac{\Delta f_{\text{rep}}}{f_{\text{rep}}} \Delta \nu. \]  

(2.1)

Given \( \Delta f^{\text{max}} = f_{\text{rep}}/2 \), the Nyquist frequency given the discrete sampling of the frequency comb at \( f_{\text{rep}} \),

\[ \Delta f_{\text{rep}}^{\text{max}} = \frac{f_{\text{rep}}^2}{2 \Delta \nu}. \]  

(2.2)

For the realistic parameters \( \Delta \nu = 5 \text{ THz} \) and \( f_{\text{rep}} = 100 \text{ MHz} \), this means it takes 1 ms to record a comb-resolved spectrum. If one instead had an \( f_{\text{rep}} = 1 \text{ GHz} \), it would only take 10 \( \mu \text{s} \) to record a comb-resolved measurement (but a comb-resolved measurement for this comb is 10x worse resolution). If one desires better time resolution, it is possible to apodize the interferogram and trade spectral resolution for time resolution [29, §1.4.2]. Alternatively, novel techniques may enable even faster time resolution of repeatable phenomena, analogous to step-scan FTS [34].

This fast spectral acquisition time makes DCS ideal for studying dynamic spectral en-
environments such as laser produced plasmas (LPPs) [29, 35]. By passing the comb pulses through a laser produced plasma before interfering them on a balanced detector, absorption spectra from the hot atoms and ions in the ablation plume can be detected. This is useful for determining elemental and isotopic ratios within a solid sample [36]. Additionally, DCS of LPPs has enabled temperature measurements of the LPPs [37] and oscillator strengths of previously unmapped transitions [38]. While single-shot measurements are of some use, averaging over multiple interferograms can improve the signal-to-noise of these measurements — here that means averaging over many ablation events. The ablation pulses must then be triggered off of the interferogram such that the measurement occurs at the same delay after each ablation. We accomplish this via timing code running on a field programmable gate array (FPGA) as described in Ref. [29, §2.4]. Using the system for DCS of LPPs which I constructed, my colleagues were able to study the molecular formation of CeO within an ablation plume [39].

While DCS is a versatile spectroscopic method for studying atomic vapors and plasmas, these vapors and plasmas limit the measurement resolution via Doppler broadening. A lot of questions can be answered from these Doppler broadened spectra, but there are other questions which will require more resolution. There are some techniques for sub-Doppler DCS [40, 41], but in general studying structure below the Doppler width will require moving away from DCS onto other techniques, such as saturated absorption spectroscopy or Doppler free two-photon spectroscopy.

### 2.2 Doppler Free Two-Photon Spectroscopy

Consider an atom moving with velocity $\vec{v}$ within an electric field oscillating with angular frequency $\omega$ in the lab frame. Within the atomic frame of reference, the light has an apparent frequency (from the first order Doppler shift):

$$\omega' = \omega \left(1 - \frac{\vec{v} \cdot \hat{k}}{c}\right), \quad (2.3)$$

where $\hat{k}$ is the unit vector in the propagation direction of the light field. Since atoms in a hot vapor have a velocity distribution given by Maxwell-Boltzmann statistics, light on a
transition which is narrow in rest-atoms will interact with this distribution of atoms to have lineshape [14]:

\[
S(\omega) = \frac{c}{\omega_0} \sqrt{\frac{m}{2\pi k_B T}} e^{-\frac{mc^2(\omega-\omega_0)^2}{2k_BT\omega_0}}.
\]  

This Doppler broadening virtually eliminates the high Q of atomic references, resulting in hundreds of MHz to GHz linewidths on optical transitions, \(Q \approx 10^3 - 10^4\). Commonly, this is solved by either cooling the atoms or creating well collimated atomic beams. While these techniques allow state-of-the-art precision, they are both prohibitively complex for many field applications.

A different approach to removing Doppler broadening is known as Doppler free two-photon spectroscopy. If a two-photon transition is probed with two counter-propagating lasers, there is a certain probability of excitation driven by one photon of each laser (this excitation rate is derived in §2.2.1). In the case of both lasers sharing the same frequency (the degenerate case), the Doppler shift on one photon is opposite the Doppler shift from the counter-propagating photon (Eqn. 2.3), regardless of any atom’s \(\vec{v}\). Thus, the sum frequency is the same for any \(\vec{v}\), and the atoms are excited only if the laser has frequency equal to half the energy separation of the transition, and Doppler broadening has been removed without laser cooling. This is distinct from saturated absorption spectroscopy, where Doppler broadening is removed by selecting only one velocity class; in Doppler free two-photon spectroscopy, all velocities contribute the signal.

This technique was first suggested in 1970 [42] and first observed in 1974 [43, 44] in sodium vapor. It was quickly extended to hydrogen [45] spectroscopy, where it led to orders of magnitude improvement to the measured Rydberg constant and Lamb shift [46]. Other early work utilized Doppler free two-photon spectroscopy to study Rydberg transitions [47], positronium [48], and muonium [49].

The particular two-photon transition of interest for this dissertation is the \(^{87}\)Rb \(5S_{1/2} \rightarrow 5D_{5/2}\) \(F=2 \rightarrow 4\) transition. This transition has a few notable features: it has an intermediate state (\(5P_{3/2}\)) near resonant with the half-energy separation, and its wavelength (778 nm) can be conveniently generated by second harmonic generation of a telecom 1556 nm source. The
relevent energy levels are diagrammed in Fig. 2.4a. This transition was first characterized in 1993 [50] and has been considered as a potential optical frequency reference since 1998 [51], with much recent promise [52–54]. The mathematics for the rest of this section are left general, but certain steps will reference this particular transition to inform simplifications.

### 2.2.1 Excitation Rate

Consider an atom with an energy level structure like that diagrammed in Fig. 2.4b. If this atom is in two optical fields $E_1(2) = |E_1(2)|e^{i\phi_1(2)}(e^{i\omega_1(2)t} + e^{-i\omega_1(2)t})/2$. The dipole interaction gives

$$\hat{H} = \hat{H}_0 + e \hat{d} \cdot \vec{E}.$$ 

For simplicity, we will consider $\omega_1$ to connect states $|g\rangle \rightarrow |k\rangle$ and $\omega_2$ to connect $|k\rangle \rightarrow |e\rangle$. Our system Hamiltonian then becomes

$$\frac{\hat{H}}{\hbar} = \begin{pmatrix}
0 & \chi_1(t) & 0 \\
\chi_1^*(t) & \omega_{gk} & \chi_2(t) \\
0 & \chi_2^*(t) & \omega_{ge},
\end{pmatrix}
\tag{2.5}$$

Figure 2.4: (a) Levels of interest for two-photon spectroscopy of $^{87}$Rb. Squiggle-arrows represent spontaneous decay. (b) Energy levels of interest for this toy model, simplified to show relevant parameters for the calculations.
where

\[ \chi_1(t) = \langle k|d|g \rangle \frac{|E_1|}{\hbar} e^{i\phi_1} \frac{e^{i\omega_1 t} + e^{-i\omega_1 t}}{2} = \chi_1 \frac{e^{i\omega_1 t} + e^{-i\omega_1 t}}{2}, \]

\[ \chi_2(t) = \langle e|d|k \rangle \frac{|E_2|}{\hbar} e^{i\phi_2} \frac{e^{i\omega_2 t} + e^{-i\omega_2 t}}{2} = \chi_2 \frac{e^{i\omega_2 t} + e^{-i\omega_2 t}}{2}, \]

\( \omega_{gk} = \langle k|H_0|k \rangle / \hbar \) is the frequency which connects the ground and intermediate state, and \( \omega_{ge} = \langle e|H_0|e \rangle / \hbar \) is the frequency which connects the ground and excited states, setting our ground state energy to zero \( (\langle g|H_0|g \rangle / \hbar = 0) \).

We plug this into the Schrödinger equation

\[
\begin{pmatrix}
\dot{a}_g \\
\dot{a}_k \\
\dot{a}_e
\end{pmatrix} =
\begin{pmatrix}
0 & \chi_1(t) & 0 \\
\chi_1^*(t) & \omega_{gk} & \chi_2(t) \\
0 & \chi_2^*(t) & \omega_{ge}
\end{pmatrix}
\begin{pmatrix}
a_g \\
a_k \\
a_e
\end{pmatrix}, \quad (2.6)
\]

then switch into the rotating frame: \( a_g = b_g, \ a_k = b_k e^{-i\sigma t}, \ a_e = b_e e^{-2i\sigma t} \), where \( \bar{\omega} = \frac{\omega_1 + \omega_2}{2} \).

After eliminating any term which oscillates at optical frequencies, we find the following equations

\[
\begin{align*}
\dot{b}_g &= -\frac{i}{2} \chi_1^* e^{-i\sigma t} b_k \\
\dot{b}_k &= -\frac{i}{2} \chi_1^* e^{i\sigma t} b_g - i \Delta b_k - \frac{1}{2} \chi_2^* e^{i\sigma t} b_e \\
\dot{b}_e &= -\frac{i}{2} \chi_2^* e^{-i\sigma t} b_k - i \delta b_e. \quad (2.7)
\end{align*}
\]

Here we’ve simplified the math by introducing the variables \( \sigma = \frac{\omega_2 - \omega_1}{2}, \ \delta = \omega_{ge} - 2\bar{\omega} \), and \( \Delta = \omega_{gk} - \bar{\omega} \). Importantly, we are in a rotating frame that is independent of \( \sigma \), i.e. this frame will be shared by any \( \omega_{1,2} \) which add to the same \( 2\bar{\omega} \).

Numerically solving the ODEs in Eqn. 2.7 is the most complete approach. First, it is necessary to switch into density matrix formalism to capture the effects of spontaneous decay. This is a process of using the product rule of differentiation \( \dot{\rho}_{mn} = \dot{b}_m b_n^* + b_m \dot{b}_n^* \) and much book-keeping. We accounted for spontaneous decay by the following additional terms: \( \dot{\rho}_{gg} : + \gamma \rho_{ee}, \ \dot{\rho}_{ge} : - \frac{\gamma}{2} \rho_{ge}, \ \dot{\rho}_{ee} : - \gamma \rho_{ee}, \) with \( \gamma = (238.5 \text{ ns})^{-1} \) being the inverse lifetime of the
excited state. An example of this numerical integration is shown in Fig. 2.5.

![Image](image.png)

**Figure 2.5:** Populations from the density matrix math, provided an initial intensity of 1E8 W/m². Note the vanishing population of the intermediate state (blue).

Some additional insight is available by eliminating $b_k$ and expressing these equations in terms of $b_{g,e}$. For this, we will directly integrate the equation for $\dot{b}_k$, first defining $g(t) = e^{i\sigma t}(\chi_1^* b_g + \chi_2 b_e)$

$$\dot{b}_k + i\Delta b = -i g(t) \rightarrow b_k = -ie^{-i\Delta t} \int_0^t e^{i\Delta t'} g(t') dt'$$

$$b_k = -ie^{-i\Delta t} \left( \left[ \frac{e^{i\Delta t'}}{\Delta} g(t') \right]_{t' = t} - \int_0^t e^{i\Delta t'} \frac{\dot{g}(t')}{\Delta} dt' \right) \tag{2.8}$$

We know that $g(t)$ is of the order $\chi$, whereas \( \frac{\dot{g}}{\Delta} \) is of the order $\chi^3/\Delta^2$. Therefore, if $\chi^2 \ll \Delta^2$ then we can ignore the second integrand, and we are left with

$$b_k = \frac{1}{\Delta} g(t) - \frac{e^{-i\Delta t}}{\Delta} g(0).$$

In our experiment, $\chi_1 \approx 7 \times 10^{11}$ s⁻¹ and $\Delta \approx 2\pi \times 1$ THz, so $\chi^2/\Delta^2 \approx 1/100$, so this elimination is appropriate. Imposing the initial condition $b_g(0) = 1$, $b_{k,e}(0) = 0$, ...
\[ b_k = \frac{e^{i\sigma t}}{2\Delta} (\chi_1^* b_g + \chi_2 b_e) + \frac{e^{-i\Delta t}}{\Delta} \chi_1^* \approx \frac{e^{i\sigma t}}{2\Delta} (\chi_1^* b_g + \chi_2 b_e). \]

The last approximation only stands if \( \sigma \ll \Delta \), so that on timescales that we’re interested in \( e^{-i\Delta t} \) oscillates quickly enough to average out. For the rubidium transition we are interested in, \( \Delta \approx 2\pi \times 1 \text{THz} \) and we will consider \( \sigma \lesssim 100 \text{GHz} \), so this is a reasonable approximation.

Substituting this solution for \( b_k \) back into the Eqn. 2.7

\begin{align*}
\dot{b}_g &= -i \frac{|\chi_1|^2}{4\Delta} b_g - \frac{i\chi_1 \chi_2}{4\Delta} b_e \\
\dot{b}_e &= -\frac{i\chi_1^* \chi_2^*}{4\Delta} b_g - i \left( \frac{|\chi_2|^2}{4\Delta} + \delta \right) b_e \tag{2.9}
\end{align*}

It is from here useful to rotate one more time into \( b_{g,e} = c_{g,e} e^{-\frac{i|\chi_{1,2}|^2 t}{4\Delta}} \) and define some simplifying variables:

\begin{align*}
\chi_{\text{eff}} &= \frac{\chi_1 \chi_2}{2\Delta} \\
\delta_{\text{eff}} &= \delta + \frac{|\chi_1|^2 - |\chi_2|^2}{4\Delta} \\
\Omega &= \sqrt{\delta_{\text{eff}}^2 + |\chi_{\text{eff}}|^2}
\end{align*}

The Schrodinger equation then becomes

\begin{align*}
\dot{c}_g &= -i \frac{\chi_{\text{eff}}}{2} c_e \\
\dot{c}_e &= -i \frac{\chi_{\text{eff}}}{2} c_g - i\delta_{\text{eff}} c_e. \tag{2.10}
\end{align*}

We have recovered the two-level Rabi problem from this more complicated, three level, two field problem. Interestingly, the effective detuning has a contribution from the difference in magnitude of the Rabi frequencies \( \chi_{1,2} \). Compared to two-level Rabi oscillations, where a \( \pi \) pulse on resonance results in a complete transfer of population from ground to excited
state, this three level Rabi oscillation has a maximum population in the excited state:

\[
\rho_{ee}^{\text{max}} = \frac{|\chi_{ee}|^2}{\Omega^2} = 1 - \frac{\delta_{ee}^2}{\delta_{ee}^2 + |\chi_{ee}|^2} = 1 - \left(\frac{|\chi_1|^2 - |\chi_2|^2}{|\chi_1|^2 + |\chi_2|^2}\right)^2
\]

In order to calculate the saturation intensity of this transition, we first find the steady state \(\rho_{ee}(\infty)\)

\[
\rho_{ee}(\infty) = \frac{1}{2} \frac{|\chi_{ee}|^2}{|\chi_{ee}|^2 + \Gamma^2 + 4\delta_{ee}^2}
\]  

(2.11)

From this equation, we can model the excited state population as a function of intensity, plotted in Fig. 2.6. Since excited state population will determine the signal-to-noise of the two-photon fluorescence detection, it is important to note that in the small power limit the excited state population increases as \(I^2\). The effect of saturation becomes pronounced at about 10^8 mW/mm^2, significantly higher than any intensity used in this experiment. This is also the point where \(\chi_1 \approx \Delta\), so the approximation \(\chi^2 \ll \Delta^2\) used to eliminate the intermediate state breaks down. To truly calculate excitation near that level of saturation would require moving back to the three-level differential equations.

**Figure 2.6:** Steady state population of the excited state, which determines the fluorescence. (a) shows the quadratic dependence of excitation on the incident power at low probe powers. (b) shows the effect of saturation at higher probe powers (above 10^8 mW/mm^2).
2.2.2 fm-Spectroscopy

While the mechanism for exciting two-photon transitions has been explained, I have yet to explain how one stabilizes a laser to a particular transition. This is achieved through fm-spectroscopy, a close parallel to the Pound-Drever-Hall technique. The traditional treatment of absorption fm-spectroscopy, laid out well in reference [55], has subtle differences when applied to fluorescence fm-spectroscopy. This technique involves frequency modulating the probe laser of frequency $\omega_c$ with modulation frequency $\omega_m$, such that the optical spectrum of said laser becomes

$$E(t) = E_0 \left( -\frac{\beta}{2} e^{-i(\omega_c-\omega_m)t} + e^{-i\omega_c t} + \frac{\beta}{2} e^{-i(\omega_c+\omega_m)t} \right),$$

where $M$ indicates the strength of modulation.

In traditional fm-spectroscopy the laser is then passed through a sample and detected on a photodetector, where one finds the voltage on the detector is proportional to intensity $I \propto |E|^2$, and thereby the voltage has some oscillation as $\omega_m$. Here, the atoms provide that intensity detection: $\rho_{ee} \propto |E_{\rightarrow}|^2 |E_{\leftarrow}|^2$. Since the fluorescence goes as $|E|^4$ rather than $|E|^2$, the math becomes more complicated than the math in Ref. [55] quickly. Additionally, in standard absorption based fm-spectroscopy the frequency modulation can be arbitrarily fast, since the role of the sidebands is to resolve the phase of the carrier via heterodyning on a detector. In fluorescence based fm-spectroscopy, the sidebands modulate the excited state population $\rho_{ee}$, and consequently the frequency modulation must be slower than “a few times the decay rate” [56]. However, within that bandwidth limitation the dispersive lineshapes recovered from demodulating the fluorescence at $\omega_m$ closely match those recovered from absorption fm-spectroscopy.

2.3 Direct Comb Doppler-Free Two-Photon Spectroscopy

Before the use of frequency combs as gearwork for optical atomic clocks, a series of experiments were identifying the phenomenon that will define the remainder of this dissertation: two-photon transitions can be excited with ultra-short pulses. First proposed in 1976 [57] and first experimentally demonstrated that same year [58], direct comb excitation of Doppler-free
two-photon transitions has led to many interesting publications [59–64]. Though cw two-photon rubidium clocks have been evaluated as frequency standards since 1998 [51], direct comb excitation had not been evaluated as an atomic clock until 2015 [65], and there it failed to show performance competitive with cw standards. We will more closely examine direct comb excitation in an effort to understand how it can be made competitive with cw excitation.

The basic idea of direct comb excitation is that two-photon transitions do not require two degenerate photons, merely two photons which add to the energy level separation $\omega_{ge}$. Combining this with the symmetry of a frequency comb (Eqn. 1.2) means that if a comb tooth $\nu_n$ is resonant with the transition (i.e. $2\nu_n = \omega_{ge}/2\pi$) then any pair of comb teeth symmetric about $\nu_n$ can also contribute to excitation $\nu_{n+x} + \nu_{n-x} = \omega_{ge}/2\pi$. Additionally, if $\omega_{ge}/4\pi$ lies directly between two comb teeth, every pair of comb tooth mirrored about that frequency can contribute to excitation. This idea is illustrated in Fig. 2.7. The time domain picture of this process is a pair of pulses with a carrier frequency on resonance with the degenerate two-photon transition which, when they overlap in the vapor cell, lead to two-photon Doppler free excitation. This question of pulse overlap will be explored in the following section.

**Figure 2.7:** Pedagogical picture of direct comb two-photon excitation, showing the excitation by symmetric pairs of comb teeth on the left and overlap of pulses in a vapor cell on the right.
2.3.1 Excitation Rate

We established in the last section the basis for two-photon Doppler-free spectroscopy with two optical fields, $\omega_1$ and $\omega_2$, with some average frequency $\bar{\omega}$ and a frequency separation $\sigma$. Since this derivation was kept independent of $\sigma$, the effective Hamiltonians can add in the frame of Eqns. 2.9, accounting for excitation from different pairs of comb teeth. For ease of reference, here is Eqn. 2.9 restated.

$$
\begin{pmatrix}
\dot{b}_g \\
\dot{b}_e
\end{pmatrix} =
\begin{pmatrix}
-i\frac{\chi_1}{4\Delta} & -i\frac{\chi_1\chi_2}{4\Delta} \\
-i\frac{\chi_1^*\chi_2^*}{4\Delta} & -i\left(\frac{\chi_2^2}{4\Delta} + \delta\right)
\end{pmatrix}
\begin{pmatrix}
b_g \\
b_e
\end{pmatrix}
$$

(2.13)

Calculating the total rate equations for frequency comb excitation amounts to building a total $|\chi_1|^2, \chi_1\chi_2$, and $|\chi_2|^2$ by summing over pairs of comb teeth $E_{\pm m}$ symmetric about $\omega_{ge}$ (i.e. all with the same $\Delta$), each with its own phase and amplitude.

$$
|\chi_1^{tot}|^2 = \left|\frac{\langle k|d|g\rangle}{\hbar}\right|^2 \sum_m |\tilde{E}(\omega_{ge} + m \times f_{rep})|^2
$$

(2.14)

$$
\chi_1\chi_2 = \frac{\langle k|d|g\rangle \langle c|d|k\rangle}{\hbar^2} \sum_m \tilde{E}(\omega_{ge} + m \times f_{rep}) \times \tilde{E}(\omega_{ge} - m \times f_{rep})
$$

(2.15)

$$
|\chi_2^{tot}|^2 = \left|\frac{\langle c|d|k\rangle}{\hbar}\right|^2 \sum_m |\tilde{E}(\omega_{ge} + m \times f_{rep})|^2
$$

(2.16)

Now we must consider the complex term $\chi_1\chi_2$ as dependent upon the phase of our frequency comb spectrum. We will have to consider one field as traveling forward and one as traveling backward for Doppler cancellation; let $\chi_1$ be the forward traveling and $\chi_2$ be backwards traveling. Any linear phase slope across the spectrum amounts to a translation in time of a given pulse: we will pick a starting time/location such that both pulses overlap at the same location $t = 0 = z$. We will also pick the center of the pulse overlap region to have zero phase at $t=0$ for $\tilde{E}(\omega_{ge})$.

The two major phase effects we will consider are 1.) How do the multiple frequencies dephase at a given $z$ (i.e. what is the spatial extent of the fluorescence) and 2.) What effect does chromatic dispersion have on collected fluorescence? Translating to position $z$...
equates to a phase change on the light field as $\phi = \pm \frac{2\pi \Delta \omega}{c} z$ ($\pm$ to account for forward or backward going beams respectively). Since we care about phase offsets more than global phase, consider rather phase offsets from the phase of the center frequency: $\Delta \phi = \pm \frac{2\pi \Delta \omega}{c} z$, where $\Delta \omega = \omega - \omega_{ge} = m \times f_{rep}$. Recall that, for Doppler free absorption, only pairs of frequencies with opposite $m$ add: therefore, any pair of frequencies has total phase on $\chi_1 \chi_2$ of $\Delta \phi = \frac{4\pi mf_{rep}}{c} z$. The results of including this in the calculation for steady state excited state population (Eqn. 2.11) are shown in Fig. 2.8

![Figure 2.8: Spatial extent of fluorescence from pulses of different pulse bandwidths, defined as the standard deviation of the gaussian power spectrum.](image)

Since a well designed fluorescence detection scheme integrates the fluorescence over a wide spread of $z$, it is apparent from Fig. 2.8 that a smaller pulse bandwidth ought to result in increased integrated fluorescence. This can also be thought of as a smaller bandwidth increasing the pulse length, thereby increasing the volume where the pulses overlap. Assuming perfect integration over the length of a vapor cell, the total fluorescence compared to cw-excitation is plotted in Fig. 2.9 for two different vapor cell lengths.

Next we must consider the effect of chirp. On the one hand, at $z = 0$, chirp intuitively leads to lower fluorescence, as the multiple excitation channels will not add completely in-phase.
Figure 2.9: The relative level of integrated fluorescence compared to that of a cw probe for a vapor cell of active length 5 mm (black) and 1 mm (red). Bandwidth is reported as the standard deviation of the gaussian power spectrum.

However, chirp also leads to pulse broadening, meaning a larger pulse overlap volume. We here examine second-order dispersion (also called “group-delay dispersion”), which is equivalent to multiplying the frequency comb spectrum with a phase mask \( \exp \left( i \pi k'' (\nu - \nu_{ge}) \right) \). The dual effects of pulse broadening and fluorescence maximum decrease can be visualized by looking at many displacements for different \( k'' \) at the same bandwidth (Fig. 2.10).

We see that Fig. 2.10 matches our intuition for spatial broadening of the fluorescence volume accompanied by lower peak fluorescence. By integrating along the length of the vapor cell, we can estimate the total collected fluorescence, shown in Fig. 2.11. We see from this that (assuming efficient fluorescence collection along the entire vapor cell length) group-delay dispersion only begins to negatively effect the total signal strength once the fluorescence orb begins to exceed the length of the vapor cell. This is further highlighted by the increased tolerance to chirp for a 10 mm vapor cell, plotted in red. This is in agreement with the results of Ref. [66].
Figure 2.10: Fluorescence from a 75 GHz FWHM optical spectrum at different levels of second-order dispersion (GDD). Note that past \( \approx 75 \text{ ps}^2 \) significant power begins leaving the vapor cell (which extends from -2.5→2.5 mm.

2.3.2 Residual Doppler Broadening

Our discussion of Doppler cancellation for two-photon transitions in §2.2 relied on a degenerate frequency for the two photons exciting the transition. Now that we have moved on to direct comb excitation, this is no longer strictly satisfied. Recall from our derivation in §2.2.1 the useful variable \( \sigma = \frac{\omega_2 - \omega_1}{2} \), which in the direct comb context refers to the spacing of a comb tooth from the half-frequency \( \omega_{ge}/2 \). Thus, pairs of comb teeth with \( \sigma \neq 0 \) will have a net Doppler shift dependent on that \( \sigma \).

The net Doppler shift from the two comb teeth on an atom moving with velocity \( \vec{v} \) is:

\[
\omega_{\text{net}} - \omega_{ge} = \vec{v} \cdot \hat{k} \left( \frac{\omega_2}{c} - \frac{\omega_1}{c} \right) = v_z \frac{2\sigma}{c},
\]

(2.17)

letting the light propagate along \( \pm \hat{z} \). We want to consider what happens when one sweeps the frequency of both comb teeth together: therefore, we will consider the change of \( \bar{\omega} = \omega_{\text{net}}/2 \).

Following the derivation from [14, §3.11], we invert this into an equation for \( v = \frac{c}{\sigma} (\bar{\omega} - \frac{\omega_{ge}}{2}) \), and substitute into the one-dimensional Maxwell-Boltzmann distribution \( df(v)dv \):
Figure 2.11: Fluorescence from a 75 GHz FWHM optical spectrum at different levels of second-order dispersion GDD, integrated along a 5 mm length (black) and a 10 mm length (red). Note the reduction in fluorescence for the 5 mm cell beginning at 75 ps², in agreement with Fig. 2.10. A 10 mm vapor cell can accommodate about twice the chirp.

\[ df(v) = \sqrt{\frac{m}{2\pi k_B T}} e^{-mv^2/2k_BT} dv \rightarrow S(\bar{\omega}) = \sqrt{\frac{mc^2}{2\pi k_B T \sigma^2}} e^{-mc^2(\bar{\omega} - \omega_{ge})^2/2k_BT \sigma^2}, \]  

(2.18)

with \( m \) being the mass of a \(^{87}\text{Rb} \) atom, \( c \) being the speed of light, \( k_B \) as the Boltzmann constant, \( T \) as the absolute temperature.

Equation 2.18 describes the Doppler lineshape of a given pair of comb teeth. To properly predict the total Doppler lineshape, we must add the lineshape from each pair of comb teeth in our spectrum, normalized by the excitation from that pair of comb teeth (i.e. intensity squared). Each lineshape that we add will be generated by the convolution of the lorentzian linewidth (set at 330 kHz) and the residual Doppler gaussian. The results of this simulation are shown in Fig. 2.12. The important takeaway is that for spectral bandwidths below 300 GHz FWHM the residual Doppler broadening is trivial compared to the natural linewidth.
2.3.3 Aliasing

One of the major differences between excitation with a frequency comb vs a cw laser is that many transitions may fall under the broad spectrum of the probing radiation. This can result in spectral congestion, where one may excite multiple transitions at a given $f_{\text{rep}}$, resulting in distorted line shape, line-pulling, frequency lock ambiguities, and generally diminished clock performance. Hence it is necessary to predict for any elements within the vapor cell, what the resonant $f_{\text{rep}}$s are for any two-photon transition $\nu_{pq}$ within the bandwidth of the probing frequency comb. Inversely and more intuitively, starting at an $f_{\text{rep}}$ which excites the clock transition, how far would one need to move the optical comb teeth before another transition is excited?

Recall that the resonant condition for direct comb excitation is that a given transition is either coincident with or half-way between two optical comb teeth. This is the same as saying that the transition must be coincident with the teeth of an optical frequency comb.
with repetition rate $f_{rep}/2$. Then, the answer to our question from the last paragraph is

$$\delta \nu = \nu_{pq} - \nu_{ge} \mod \frac{f_{rep}}{2},$$

where $2\pi \hbar \nu_{pq}$ is the energy separation between two atomic energy levels, and $2\pi \hbar \nu_{ge}$ is the energy separation of the ground and excited states of our clock transition.

With this formulation in hand, one is then able to plot the expected location for any transition given any repetition rate, which is of great help when selecting a frequency comb to use for direct comb excitation. The locations of all the hyperfine transitions of Rb-87 and Rb-85 are plotted in Figs. 2.13, 2.14 and 2.15. The code for generating these plots is located in [67].

**Figure 2.13:** Stick model of the location for all hyperfine two-photon transitions between $5S_{1/2} \rightarrow 5D_{5/2}$ in rubidium 87, for location of usable frequency comb repetition rates.

These plots show for a given repetition rate, how far the comb tooth that is resonant with the two-photon clock transition would have to move to excite a different two-photon transition. Hence, it is desirable to select a repetition rate where no transitions are closer to the clock transition than the transition linewidth, indicated by the blue dashed lines. You can see in Fig. 2.13 that there are few repetition rates less than 100 MHz which satisfy this criterion. In contrast, repetition rates 200 MHz and higher (Fig. 2.14) provide a wide range of possible options, even when considering the locations of two-photon transitions in $^{85}$Rb.
Figure 2.14: Stick model of the location for all hyperfine two-photon transitions between \(5S_{1/2} \rightarrow 5D_{5/2}\) in rubidium 87, for higher repetition rates. The significant increase in space between transitions highlights the advantage of using higher repetition rate frequency combs.

Figure 2.15: Stick model of the location for all hyperfine two-photon transitions between \(5S_{1/2} \rightarrow 5D_{5/2}\) in both rubidium 87 and 85, for higher repetition rates. Since even isotopically enriched vapor cells may contain small amounts of undesired isotopes, this graph is a better qualifier for a suitable \(f_{rep}\).

(Fig. 2.15), which are present even in isotopically enriched vapor cells.

The two frequency combs which we use in this project have repetition rates of 200 MHz and 250 MHz. The expected spectra from Eqn. 2.19, with the transition frequencies and
relative strengths from [50], are plotted against the measured spectra from each frequency comb in Figs. 2.16 and 2.17. Indeed, even some $^{85}$Rb transitions are identifiable in the floor of these measurements (Fig. 2.18). While both the 200 MHz and 250 MHz repetition rates result in a clock transition well isolated from other $^{87}$Rb transitions, only the 250 MHz repetition rate also isolates the clock transition from all $^{85}$Rb transitions.

![Repetition Rate = 200 MHz](image)

(a) Theoretically predicted spectrum

(b) Experimentally recorded spectrum

**Figure 2.16:** Comparison between theory from Eqn. 2.19 and experiment for our 200 MHz frequency comb.

This is an important subtlety to direct comb spectroscopy. Not only may transitions from the isotope of interest lead to spectral congestion, but any contaminants with two-photon transitions within the bandwidth of the probe pulses may also be excited, and if they alias into proximity with the clock transition, may be a source of instability. For example, in Fig. 2.18, there is a transition $\approx$9 MHz removed from the clock transition at 200 MHz $f_{rep}$ and $\approx$12 MHz removed at 250 MHz $f_{rep}$ that appears to be neither Rb-87 or Rb-85. This transition has yet to be identified.
One may well ask why spectral congestion is so necessarily avoided in these direct comb clocks. If the clock transition is much stronger than the contaminant lines, or if only the wings of the contaminant lorentzians overlap with the clock transition, surely the effect on the Q of the transition is negligible, and any line-pulling may be accounted for with a constant calibration factor. The subtlety lies herein: the strength of the obfuscating two-photon transitions is dependent upon the spectral distribution of light in the probe pulse, which may change with time. Hence any two-photon transitions which pull the lock-point away from the true center of the clock transition may become a time varying shift, decreasing the stability of this reference.

**Figure 2.17:** Comparison between theory from Eqn. 2.19 and experiment for our 250 MHz frequency comb.
Figure 2.18: Small amounts of rubidium 85 can been seen in both vapor cells, identified by the overlap with theoretically predicted rubidium 85 fluorescence locations (shown in red). The clock transition ($F=2\rightarrow4$) in rubidium is at 0 MHz in both figures.
Chapter 3

Direct Comb Spectroscopy as an Optical Atomic Clock

3.1 Advantages of a Direct Comb Reference

While it stood to be experimentally proven that direct comb excitation is a viable atomic clock platform, it is worthwhile to ask why it should be proven. There are several potential benefits from direct comb excitation which can be reduced to two key arguments: reduced system SWaP and availability of multi-wavelength interrogation. The first is applicable in the short-term; the second will be tackled in the conclusion of this dissertation.

Direct comb excitation reduces system SWaP through the reduction of necessary lasers. A frequency comb is necessary in both cw clocks (as gearwork) and direct comb clocks, but direct comb clocks do not require the additional cw probe laser, removing a laser and a phase lock from the overall system budget. In more complicated setups [68], two or more lasers, as well as associated electronics, can be removed by deriving each from the same frequency comb. As two-photon clocks move towards consistently smaller packaging requirements [69], and especially as they are considered for space applications, each laser that can be removed is a significant improvement.

Additionally, as we will discuss in §3.2.2, the stability of these optical references can be limited by frequency noise on the probe laser. Commercially available compact 778 nm lasers tend to have significantly higher phase noise than compact 1556 nm lasers, so the narrow-linewidth 778 nm light is generally generated by second harmonic generation of a 1556 nm laser. Since SHG is a $\chi^{(2)}$ process, the high peak powers in ultrashort pulses result in frequency doubling with significantly higher efficiency than CW (Fig. 3.1). While this is a particular benefit for rubidium two-photon clocks, there is a much deeper point to be made: the high peak intensities available from frequency combs enable efficient generation of
light at wavelengths which are less accessible by cw lasers. Hence, direct comb excitation is a promising direction for potential frequency references in the ultraviolet, such as hydrogen transitions [64] or thorium transitions [70].

Figure 3.1: Comparing the SHG conversion efficiency for cw vs. comb in two waveguide periodically poled lithium niobate (PPLN) frequency doublers. The significantly longer Covesion waveguide has a better doubling efficiency than the HCP waveguide (5% vs 1%), but neither approaches the 30% doubling efficiency of a picosecond pulse in a waveguide doubler.

While a rubidium optical frequency standard based on direct comb excitation has these promising advantages for SWaP, it is necessary to evaluate the expected performance. This will be done by evaluating the most likely sources of instability, some common to cw excitation, and some unique to direct comb excitation.

3.2 Sources of Instability

3.2.1 Shot Noise

Shot noise is fundamental to any Poissonian process; if the mean number of independent, random events that happen over many time windows of width $\Delta t$ is $N$, then the variance in number of events that will happen in any given time window of the same $\Delta t$ is $\sqrt{N}$. This is, strictly speaking, an approximation which only holds for time windows which include
sufficiently many random events that the discreteness may be approximated by a white-noise distribution. In this experiment, the Poissonian process is the spontaneous decay of a $^{87}$Rb atom in the $6P_{3/2}$ state down to the ground $5S_{1/2}$ state, accompanied by the emission of a 420 nm photon. More precisely, it is the detection of said 420 nm photon, determined by the number of fluorescence events ($\Gamma_{\text{det}}\rho_{33}$), the collection efficiency of the light collection scheme, and the quantum efficiency of the photomultiplier tube.

How does this random process effect the fractional frequency instability of a clock? This white-noise process is well characterized as $S^\text{SN}_I = e \langle I \rangle$ [71, §17.5.3.1], in units $[A^2/Hz]$. This noise spectral density interferes with our intended measurement of fluorescence strength $\langle I \rangle$. To convert this to fractional frequency noise, consider that a drift in laser frequency by $\Delta \nu_{\text{FWHM}}/2$ is accompanied by a change in photocurrent of $\langle I \rangle/2$; therefore $S^\text{SN}_\nu \approx S^\text{SN}_I \times \frac{\Delta \nu_{\text{FWHM}}^2}{\langle I \rangle^2}$. Recall that $S_y = \frac{\langle I \rangle}{e^2}$ and $\Delta \nu_{\text{FWHM}}/\nu = Q$, therefore $S_y \approx \frac{S^\text{SN}_I}{(\langle I \rangle Q^2} = \frac{e}{(\langle I \rangle Q^2} = \frac{1}{\Gamma Q^2}$, where $\Gamma = \frac{\langle I \rangle}{e}$ is the rate of electron generation from the PMT. A white frequency noise power of $S_y = h$ results in an Allan deviation of $\sigma_y(\tau) = \sqrt{\frac{h}{2\tau}}$ [72, §1.8]; therefore, shot noise limits the instability of a frequency reference by

$$\sigma^\text{SN}_y(\tau) \approx \frac{1}{Q \sqrt{2\Gamma}} \frac{1}{\sqrt{\tau}}.$$  (3.1)

This is, unfortunately, a simplified and optimistic approach to the theory of shot noise. Since our error signal is generated via fm-spectroscopy (§2.2.2), the signal that is affected by shot noise is not the peak fluorescence, but only the part of the fluorescence signal that demodulates to give an error signal. Thus, it is critical to modulate with the correct modulation depth $\beta$ and frequency $\omega_m$ to maximize the fluorescence signal at $\omega_m$. More discussion of the theory of shot-noise limited fm-spectroscopy can be found in Ref. [55]. In practice, the optimum modulation depth is found experimentally by increasing the modulation depth until the slope of the error signal ceases to increase; this should be close to maximizing the power in the first sidebands and therefore maximizing the useful signal.
3.2.2 Intermodulation Noise

Intermodulation noise is a process by which frequency fluctuations on the probe laser at twice the modulation frequency produce random fluctuations on the zero-crossing of an fm-spectroscopy error signal [73]. While this is a well-known principle, the original derivation requires Taylor expansion in frequency about a dithering center frequency, which is the point where most experimentalists stop paying attention and instead just trust the result without gaining any intuition. I intend, rather, to discuss an intuitive explanation for the source of this frequency noise, then to state the results proven in Ref. [73].

The frequency domain picture of fm-spectroscopy was laid out in §2.2.2; consider now the time domain. In the time domain, frequency modulation looks like dithering the laser frequency such that $\nu_L(t) = \nu_0 + \Delta + \beta \sin(2\pi f_m t)$, where $\nu_0$ is the central laser frequency, $\Delta$ is the frequency detuning from resonance, $\beta$ is the modulation depth, and $f_m$ is the modulation frequency. This dithering frequency sweeps over a fluorescence line with a Voigt lineshape, with lorentzian width set by lifetime broadening and collisional broadening and gaussian width set by transit-time broadening and residual Doppler broadening. However, let us instead consider the approximation that the measured fluorescence is $V(t) \propto -(\nu_L(t) - \nu_0)^2$. Near the center of the Voigt lineshape, this is not a bad approximation, and it captures the even symmetry of the real lineshape — this even symmetry is important. The fluorescence signal resulting from this dithering probe is

$$V(t) \propto (\Delta + \beta \sin(2\pi f_m t))^2 = \Delta^2 + 2\Delta \beta \sin(2\pi f_m t) + \beta^2 \sin^2(2\pi f_m t).$$

Locking-in on the modulation frequency $f_m$ then gives a voltage proportional to $\Delta$, and thus we have a zero-crossing error signal. But what if the laser frequency also had another modulation term at $2f_m$, with time varying amplitude $s(t)$ and phase $\phi(t)$?

$$V(t) \propto (\Delta + \beta \sin(2\pi f_m t) + s(t) \sin(2\pi(2f_m t + \phi(t))))^2 = (\text{DC terms}) + 2\Delta \beta \sin(\omega_m t) + \beta s(t) \sin(2\pi f_m t + \phi(t)) + (2f_m \& 3f_m \text{ terms})$$
Now, locking-in on the modulation frequency gives a voltage determined not only by $\Delta$, but also by amplitude and phase of the additional signal at $2\omega_m$. Where this becomes important is that every laser has some frequency deviations at $2f_m$; this frequency noise, described by the fractional frequency deviation power spectral density $S_y(2f_m)$, thus result in a shifting zero-crossing of the error signal and therefore frequency instability. This sets a limit on the final clock stability referred to as the intermodulation limit [73]:

$$\sigma_{y}^{IM}(\tau) = \frac{\sqrt{S_y(2f_m)}}{2\sqrt{\tau}}$$

### 3.2.3 Residual Amplitude Modulation

Residual amplitude modulation (RAM) is well known to negatively effect the precision of fm-spectroscopy [55]. In time, this effect can be considered as a dither in laser power at the same frequency as the frequency dither, thus resulting in an additional detected signal at that frequency and a shift in the zero-crossing of the fm-spectroscopy error signal. Alternatively, consider the frequency space picture: an ideal frequency modulated laser source with carrier frequency $\nu_c$ has sidebands at $\nu_c \pm f_m$ which are equal in power and $\pi$ out of phase with each other. If anything between the frequency modulation and the atoms results in a breakdown of that anti-symmetry, the beatnote of the $+f_m$ sideband against the carrier will no longer destructively interfere with the beatnote of the $-f_m$ sideband against the carrier when the carrier is at the center of a resonance. In either picture, the lock-in amplifier will demodulate this RAM into a shift in the linecenter of the error signal and hence a shift in the clock frequency.

Since RAM can limit the instability of atomic frequency references, several techniques to overcome this limitation a have been developed. One technique requires additional frequency modulation at $f_m/2$, such that the second harmonic from the additional modulation cancels the RAM at $f_m$ [74]. Another technique is to lock-in on higher harmonics of the fm-spectroscopy signal which, when driven with the appropriate modulation strength, respond symmetrically to RAM and result in no line-center shift [75].

The most straightforward approach is to measure and stabilize the RAM through feedback on the phase-modulator bias voltage and/or temperature [76–78]. Waveguide electro-optic
modulators (EOMs), which we use to phase modulate our probe light, generate RAM in many ways, including etaloning and piezoelectric beam-steering; the most significant effect is imperfect polarization matching. Working through the derivation from [76], consider an EOM with an extraordinary axis misaligned from the input beam polarization by angle $\alpha_{in}$ and misaligned from the output polarizer by angle $\alpha_{out}$. The Pockels effect on the EOM crystal turns the ordinary and extraordinary index of refraction $n_{o,e}$ into a voltage dependent indices of refraction:

$$n_{o,e}(V) = n_{o,e} - \frac{1}{2} n_{o,e}^3 r_{o,e} V \frac{d}{d},$$

where $V$ is the applied voltage across the EOM capacitor plates separated by distance $d$. When a laser of wavelength $\lambda$ propagates through such an EOM of length $l$, it picks up phase $\phi_{o,e}$:

$$\phi = \frac{2\pi nl}{\lambda} = \frac{2\pi l}{\lambda} n_{o,e} - \frac{\pi l}{\lambda} n_{o,e}^3 r_{o,e} V \frac{d}{d} = \phi_{o,e} + \phi_{V}^o(V).$$

Here all of the voltage dependent phase is grouped into $\phi_{o,e}^V$. When light leaves the EOM, it then goes to a polarization selective element (in our case, a PPLN for SHG) and the light on the ordinary and extraordinary axes is projected onto the axes of this crystal with angle mismatch $\alpha_2$. The field makes it through this effective polarizer with efficiency $\eta = \frac{|\vec{E}_{out}|}{|\vec{E}_{in}|}$, determined by

$$\eta = ae^{i(\phi_o + \phi_o^V)} + be^{i(\phi_e + \phi_e^V)},$$

where $a = \sin(\alpha_1)\sin(\alpha_2)$ and $b = \cos(\alpha_1)\cos(\alpha_2)$. The power that makes it through the polarizer is proportional to $|E_{out}|^2 \propto |\eta|^2 = a^2 + b^2 + 2ab\cos(\Delta\phi + \Delta\phi^V)$, where $\Delta\phi^V = \phi_e^V - \phi_o^V$. Consider now that the applied voltage has both a dc component $V_{DC}$ and a component at the modulation frequency $V_{RF} \sin(2\pi f_m t)$. Then
\[ |\eta|^2 = a^2 + b^2 + 2ab \cos(\Delta \phi + \Delta \phi_{DC} + M \sin(2\pi f_m t)) \]  \hspace{1cm} (3.6)

\[ = a^2 + b^2 + 2ab \sum_{k=-\infty}^\infty J_k(M) \cos(\Delta \phi + \Delta \phi_{DC} + 2\pi k f_m t) \]  \hspace{1cm} (3.7)

where \( \Delta \phi_{DC} = \frac{\pi}{\lambda_0} (n_3^e e_r - n_3^o o_r) V_{DC} \) corresponds to the dc component of \( \Delta \phi^V \) and \( M = \frac{\pi}{\lambda_0} (n_3^e e_r - n_3^o o_r) V_{RF} \), and \( J_k \) is the Bessel function of the first kind. It is the amplitude modulation at \( f_m \) that negatively effects our lock-in detection, so we must consider the terms in Eqn. 3.7 at \( k = \pm 1 \), recalling that \( J_{-1} = -J_1 \):

\[ I_{1f} = 2ab J_1(M)(\cos(\Delta \phi + \Delta \phi_{DC} + 2\pi k f_m t) - \cos(\Delta \phi + \Delta \phi_{DC} - 2\pi k f_m t)) \]  \hspace{1cm} (3.8)

\[ = -4ab J_1(M) \sin(2\pi k f_m t) \sin(\Delta \phi + \Delta \phi_{DC}) \]  \hspace{1cm} (3.9)

To eliminate the RAM which comes from this polarization mismatch, one must apply voltage such that \( \Delta \phi_{DC} = -\Delta \phi \). Moreover, if there is RAM arising elsewhere within the experiment, a different \( V_{DC} \) can be applied to cancel that RAM by generating the opposite RAM from polarization mismatch. Thus, feedback to \( V_{DC} \) can be used to compensate for RAM. This feedback loop is setup by sampling the probe laser intensity as close to the atoms as possible, such that the RAM measured in-loop corresponds to the RAM at the atoms, locking-in on the modulation frequency, and sending the lock-in quadrature with the highest response to a PID servo to control \( V_{DC} \).

Technically, this only eliminates the RAM that is in-phase with the frequency modulation. If the fm-spectroscopy lock-in is tuned such that it only receives the portion of the atomic response that is in-phase with the frequency modulation drive signal, then only in-phase RAM should effect the atomic lock. If this phase is imperfectly tuned, RAM which is out of phase (“quadrature RAM”) can also lead to clock frequency drifts. As described in Ref. [78], quadrature RAM can stabilized via temperature feedback in much the same way that in-phase RAM is stabilized via bias voltage feedback.
3.2.4 Pressure Shifts

One major source of long-term instability in a hot vapor atomic clock comes from interatomic collisions. The most important for our consideration (in a well constructed rubidium vapor cell) are Rb-Rb collisions and Rb-He collisions. The theory for predicting the magnitude of these shifts is beyond the scope of this dissertation, but the important results from [79] are summarized in table 3.1, and the intrepid scholar may find more theory in the following sources [80–82].

<table>
<thead>
<tr>
<th>Collision Type</th>
<th>Shift [MHz/Torr]</th>
<th>Linewidth Broadening [MHz/Torr]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rb-Rb Self Collision Shift</td>
<td>-27 ± 2</td>
<td></td>
</tr>
<tr>
<td>Rb-Rb Linewidth Broadening</td>
<td></td>
<td>79 ± 6</td>
</tr>
<tr>
<td>Rb-He Shift</td>
<td>2.06 ± 0.07</td>
<td></td>
</tr>
<tr>
<td>Rb-He Linewidth Broadening</td>
<td>51.1 ± 0.7</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Table of important collisional shift parameters

Helium leakage can lead to linewidth broadening and long-term drift of clock frequency [54]. However, the most interesting platforms (to me) are compact, ground based clocks and satellite-borne clocks; the former will slowly equilibriate to a steady-state helium pressure, the latter will equilibriate to zero helium pressure. As such, we did not pursue mitigation of helium collision shifts. Best practice for future/commercial efforts would be to fabricate vapor cells out of aluminosilicate glass, which boasts orders of magnitude lower helium permeability than standard glass [83].

Rb-Rb self collision shifts are much more significant for our purposes, as the vapor pressure of Rb within the vapor cell is dependent not on slow diffusion from the environment, but rather from the much faster changes to the temperature of the vapor cell. From [84], we can expect the rubidium 87 pressure within the vapor cell to scale approximately as 12.4 μTorr/K near 100 °C. Given the Rb-Rb self-collision shift from [79], this means a 330 Hz shift per Kelvin, which is approximately $1 \times 10^{-12}$ fractional frequency per Kelvin. Based on this slope, it would take an absolute temperature stability at the cold-point of our vapor cell of 1 mK to achieve a long-term fractional frequency stability of $1 \times 10^{-15}$.
3.2.5 ac-Stark Shift

The ac-Stark shift is one of the most pernicious effects on long-term stability of two-photon clocks. Since excitation of these transitions generally involves higher intensity than single-photon transitions, and (for this transition) the light involved is near-resonant to a single-photon transition \((5S_{1/2} \rightarrow 5P_{3/2})\) to exploit near-resonant enhancement, the probe light which excites the clock transition has a measurable effect on the clock frequency \([68, 85]\).

Consider, as our starting point, the well known result of the energy shift \(\Delta E\) for dressed states of a two-level Rabi oscillation \([71, \S 7.7][86, \S 1.2.1]\):

\[
\Delta E = \frac{\hbar |\Omega|^2}{4\Delta} = \frac{|\langle 1|d|2\rangle|^2|E_0|^2}{4\hbar(\omega - \omega_0)} \tag{3.10}
\]

for a light field \(E_0 \cos(\omega t)\) and two states \(|1\rangle, |2\rangle\) separated by energy \(\hbar\omega_0\). This well known result is arrived at after taking a rotating wave approximation that will obfuscate matters for us. The more complete form of this equation is:

\[
\Delta E = \frac{\omega_0|\langle 1|d|2\rangle|^2|E_0|^2}{2\hbar(\omega^2 - \omega_0^2)}. \tag{3.11}
\]

For the purposes of calculating the shift on the energy levels of our clock transitions, it is necessary to consider fine splitting of the relevant energy levels; since our detuning from the closest state (1 THz) is much larger than any hyperfine splitting in rubidium-87, we will consider the hyperfine states as degenerate and only discuss shifts on states defined by \(|nl_j\rangle\).

With the atomic fine states as our states of interest, the equation then becomes \([87, \S 2.B.][88, \S 2.6.5]\):

\[
\Delta E_J = \frac{2}{3\hbar(2J + 1)} \frac{\omega_0|\langle J|d|J'\rangle|^2|E_0|^2}{\omega^2 - \omega_0^2} = \frac{\alpha_J|E_0|^2}{4} = \frac{\alpha_J}{2ce_0} \frac{I}{4}, \tag{3.12}
\]

where \(\alpha_J\) is defined as the ac-polarizability of the state \(|nl_j\rangle \leftrightarrow |J\rangle\), \(J\) is the total electron angular momentum quantum number, \(I\) is the intensity of the optical field, \(c\) is the speed of light, and \(e_0\) is the permittivity of free space. This ac-polarizability is additive; if the state of interest \(|J\rangle\) couples to many different states \(|J'\rangle\), the total polarizability is:
\[
\alpha_J = \frac{2}{3\hbar(2J + 1)} \sum_{J'} \frac{\omega_0 |\langle J | d | J' \rangle|^2}{\omega^2 - \omega_0^2}
\] (3.13)

For the purpose of a frequency standard, only the differential energy shift between the ground and excited state matters. Thus, the differential polarizability \( \Delta \alpha = \alpha_e - \alpha_g \) that determines the total energy shift

\[
\Delta E = \frac{\Delta \alpha I}{2c\epsilon_0}.
\] (3.14)

We simulated the effective energy shift per \( \frac{\text{mW}}{\text{mm}^2} \) at various probe wavelengths, and plotted the results in Fig. 3.2. The transitions used to calculate this differential polarizability are listed in table 3.2.

**Figure 3.2:** Theoretically calculated differential polarizability, in units of fractional frequency change per mW/mm². The location of a cw two-photon transition is shown with the red dashed line, indicating a shift of \( 2.3 \times 10^{-13} \text{ (mW/mm}^2 \text{)}^{-1} \), in agreement with [88]
Table 3.2: Table of relevant transition characteristics for calculating ac-polarizability, retrieved from [89]

| Transition          | Wavelength (nm) | $\langle J'|d|J \rangle$ (a.u.) |
|---------------------|-----------------|-------------------------------|
| $5S_{1/2} \rightarrow 5P_{3/2}$ | 780.2415        | 5.978                         |
| $5S_{1/2} \rightarrow 5P_{1/2}$ | 794.9789        | 4.231                         |
| $5D_{5/2} \rightarrow 5P_{3/2}$ | 775.9786        | 1.98                          |

3.2.6 Residual Stark Shift

From this simulation of wavelength dependent differential polarizability, an additional effect becomes apparent: if the center wavelength of our comb pulses drifts, so does the ac-Stark shift. This is not a factor for cw excitation, since being on resonance with the two-photon transition places a strict constraint on the laser frequency. For direct comb excitation, many different spectra can drive this transition, and those spectra may result in different ac-Stark shifts. This would mean a fluctuation in the Stark shift even for a constant intensity, even for a constant amount of fluorescence, so feeding back using either a photodiode or the PMT signal would not compensate for this “residual” Stark shift.

The most straightforward way that this residual Stark shift may show up in our system would be in a drift of the center wavelength of our filtering fiber bragg grating. We measured a temperature coefficient of 5.8 pm/°C for our 75 GHz FWHM FBG. We then simulated the Stark shift for our frequency comb spectrum $I(\omega)$:

$$\delta \nu = \int \frac{\Delta \alpha(\omega)I(\omega)}{2c\varepsilon_0}d\omega.$$  (3.15)

This calculation is represented visually in Fig. 3.3. To the best of my knowledge, this is the first description of such an effect, which could become a limiting instability in direct comb excitation based frequency standards. While we calculated based on a shift in the central wavelength of the spectrum equivalent to a change in temperature of our FBG, this residual Stark shift would also arise from a change in spectral shape, even if the center wavelength stays the same. A significantly different central wavelength or spectral distribution could also lead to decreased fluorescence which, if any offsets are present in the fm-spectroscopy locks, could also lead to clock shifts. However, the effect of changing fluorescence level on
clock frequency was measured to be orders of magnitude smaller than the predicted residual stark shift.

Figure 3.3: Demonstration of our calculations of residual Stark shift, showing a 75 GHz FWHM gaussian spectrum translating by 5.8 pm, which is approximately the change in center wavelength of our FBG for a 1°C temperature change.

Towards the question of reducing the effect of this residual Stark shift, we examined the effect of different spectral shapes and bandwidths, looking in each case at a change in central wavelength of 5.8 pm. The results for a gaussian spectrum and a square spectrum are shown in Figs. 3.4a and 3.4b respectively. The take-away from these plots is that increasing the bandwidth does not significantly decrease the residual Stark shift until the bandwidth is \( \gtrsim 1 \) THz, which is about the detuning from the real intermediate states. Going to spectral bandwidths this large would have other undesirable effects on fluorescence volume §2.3.1 and residual Doppler broadening §2.3.2, so this is not a solution for us. Residual Stark shifts would be properly addressed by novel Stark mitigation techniques which we will discuss in the conclusion. Since miniaturized clocks may require these Stark mitigation techniques anyhow, this residual Stark shift may prove to be no real limitation, but in the meantime it is an effect worth characterizing.
3.3 Isotope/Transition Selection

Before leaving the theoretical discussion and entering the practical clock design, there are a few more relevant notes; particularly, why choose $^{87}\text{Rb}$ rather than $^{85}\text{Rb}$? First, according to [50], the F=2→4 transition in $^{87}\text{Rb}$ has a higher line intensity than the most intense $^{85}\text{Rb}$ transition (F=3→5). Second, according to the calculations in [88, §2.3], $^{85}\text{Rb}$ is about four times more sensitive to the second-order Zeeman shift than $^{87}\text{Rb}$.

What about the $5S_{1/2} \rightarrow 7S_{1/2}$ transitions in rubidium 87? There would be some benefits to probing this transition over the $5S_{1/2} \rightarrow 5D_{5/2}$ transition. By probing this transition with $\sigma_+ \sigma_-$ light, only states of equal $m_F$ would be connected; this paired with the equal $g_F$ of the ground and excited states results in zero first-order differential Zeeman shift. Additionally, only absorption of two counter-propagating photons will result in excitation, as parity selection rules forbid two $\sigma_+$ or two $\sigma_-$ photons from exciting this transition [43]. This removes the broadband Doppler background which contributes to the shot-noise in two-photon clocks.

The main reason that we have used the $5D_{5/2}$ excited state instead of the $7S_{1/2}$ is because the S-S transition has significantly lower near-resonant enhancement. The S-S transition requires two photons of 760 nm, which is about 10 THz detuned from the intermediate
5P_{3/2} state, compared to the 1 THz detuning in the S-D transition. In the low excitation limit, fluorescence is quadratically proportional to both intensity and detuning (Eqn. 2.11); therefore, ten times more detuning means ten times the incident power to recover the same excitation level. For our experiment, this would mean generating over 200 mW of 778 nm light, which would require peak powers at 1556 nm that would threaten degradation of our waveguide SHG module and potentially result in nonlinear spectral broadening within our amplifiers. On the other hand, the ac-Stark shift is linearly dependent on intensity and quadratically dependent on detuning, so it may be worthwhile in the future to consider two-photon clocks with larger intermediate state detuning.
Chapter 4

Design Considerations and Clock Performance

4.1 Design

Having (finally) established a sufficient theoretical background, now we shall turn to the practical, experimental overview. This explanation will be complicated by the fact that we built three separate frequency standards, each with its own idiosyncrasies. The reason for this is well summarized by Segal’s law: “A man with one watch knows what time it is. A man with two watches is never sure.” This is to say, any characterization of a clock must be a characterization relative to another clock. This can be expanded to more descriptive laws: “A man with one clock knows nothing about it. A man with two clocks knows how bad the worst clock is, but not which clock is the worst. A man with three clocks can tell you which is the worst and how bad it is.” This is a summary of the principle of the “three-cornered hat” method [7, §10.14] which we utilized to track down and eliminate sources of instability in each clock.

4.1.1 Laser Systems

The three systems described here will be labelled by their oscillators: the IMRA, the Vescent, and the RIO. The IMRA LH-250 erbium fiber frequency comb is a 250 MHz repetition rate figure-9 type oscillator. The Vescent FFC-CM erbium fiber frequency comb is a 200 MHz repetition rate oscillator, based on a linear cavity with semiconductor saturable absorber mirror (SESAM). The RIO PLANEX is our lone cw oscillator, a narrow-linewidth, single frequency diode laser. Since we wish to compare these clocks in the RF, another frequency comb with $f_{rep} = 160$ MHz has a comb tooth phase-locked to the RIO, matching the conventional “gearwork” picture of a frequency comb (§1.2.3).
Figure 4.1: Fiber amplifier chain to produce enough 778 nm power to probe the two-photon transition. FBG: Fiber Bragg Grating, EDFA: Erbium-doped Fiber Amplifier, DC-EDFA: Dual-Clad EDFA, PPLN: Periodically-Poled Lithium Niobate.

Since all of these oscillators produce too little power for efficient second harmonic generation, they are all followed by a sequence of amplifiers. This setup is diagrammed in Fig. 4.1. A couple of details deserve special note. Each homebuilt erbium-doped fiber amplifier (EDFA) was constructed with IXF-EDF-HD-PM fiber, which is doped such that it absorbs 81 dB/m of 1530 nm light. This fiber was selected because it has normal dispersion ($\approx 28,000 \text{ fs}^2/\text{m}$) and high gain. The normal dispersion helps to counter the anomalous dispersion of the passive PM-1550 fiber in the rest of the 1550 nm portion of the fiber setup. The high-gain helps to keep these gain sections short, which can minimize the nonlinear pulse evolution in the smaller core of the gain fiber.

In Fig. 4.1a, the first stage of amplification is double passed, with the FBG filtering before the second pass. The FBG is used to select a narrow portion of the frequency comb spectrum to avoid residual Doppler broadening and increase the fluorescence volume. Since amplified spontaneous emission within an amplifier can add significant frequency noise to a laser [90], it is important to properly saturate each amplifier in our setup – however, the light reflected from a narrow $\approx 1 \text{ nm}$ FBG may lead to underseeding. Double-passing this amplifier ensures that the gain is always saturated, since the more intense unfiltered light makes the first pass. The second pass is seeded with the once-amplified filtered portion, which is then further amplified. This double-pass approach was not used on the Vescent system Fig. 4.1b, as the output of the oscillator provided enough power that, after filtering with the FBG, the first
EDFA was still seeded with about 150 µW, which should be sufficient to seed this backwards pumped preamplifier.

The second EDFA in Figs. 4.1a and 4.1b is a high gain, short length, “Pencil Amplifier” designed by NP-Photonics. The theory was that the high peak powers after a second stage of amplification could lead to nonlinear effects (e.g. self-phase modulation and four-wave mixing) which might change the optical bandwidth and chirp in unintentional ways. Using a short-length amplifier immediately followed by second harmonic generation should limit the buildup of these nonlinear effects. If we were using femtosecond pulses, the common way to avoid such nonlinear effects is chirped pulse amplification (CPA) [91]. However, our 75 GHz FWHM bandwidth pulses with time duration ≈6 ps would require propagation through over 500 m of PM-1550 fiber (or total GDD of about 12 ps²) to significantly broaden the pulse duration, based on gaussian pulse propagation [92, §2.5]

\[
\frac{\tau_p(L)}{\tau_p(0)} = \sqrt{1 + \left(\frac{4 \ln 2 \frac{\partial^2 k}{\partial \omega^2} L}{\tau_p(0)^2}\right)^2}. \tag{4.1}
\]

Using either a long fiber amplifier or a long fiber to pre/post chirp the pulses would come with many potential negative effects, including polarization degradation, loss, accumulation of nonlinear effects, higher order dispersion, pulse-breakup, etc. While it would also be possible to achieve large pre/post chirps for CPA with a grating pair or chirped fiber-bragg grating, these each add some complexity at the miniaturization stage.

Our solution to this potential problem was to keep the amplifier and passive fiber length after amplification short. This is why we utilized the “pencil” amplifier, which provides all of the necessary gain within 0.3 m, and followed the amplifier immediately with the PPLN. We also tested a conventional amplifier made of 1 m of IXF-EDF-HD-PM erbium doped fiber and saw minimal spectral broadening up to 300 mW of average power at 1550 nm, so for the pulse-width and power used within the majority of this project, the pencil amplifiers may not be necessary. For future projects requiring higher peak power, the considerations above may prove to be of critical importance.
4.1.2 Vapor Cell Holder Design

At the heart of this frequency reference is a $^{87}$Rb vapor cell. For this frequency reference to achieve comparable performance to a maser, a lot of consideration must go into the packaging of this vapor cell. The desiderata for a vapor cell holder are:

1. A precisely controlled cold point in the cell, with precision $\leq 1$ mK
2. Uniform heating of the cell body to $100 \, ^\circ C$
3. Magnetic shielding to $\approx 1$ mG background magnetic field
4. Efficient collection of fluorescence photons onto a photomultiplier tube (PMT)
5. Small enough to share a shoe box with the other optics in our free-space section

To satisfy the first conditions, we utilized a vapor cell with a long fill-stem (1/2" diameter cell, 1/2" length fill-stem, 5 mm active length, from Precision Glassblowing) to enable separate control of the fill-stem as a cold point. To satisfy the other conditions, we settled upon a metal shell encasing the entirety of the vapor cell (excepting the fill-stem), with small holes for the counterpropagating probe beams, and a perpendicular hole for collecting fluorescence (Fig. 4.2). The small holes for the probe beams were off-center from the vapor cell windows by 4.5 mm, moved away from the fillsteam and towards the collection hole to increase the solid angle of fluorescence collected. This shell was heated via flexible polyimide heaters, which were taped in a double layer, attempting anti-parallel flow of current through each heater and therefore minimal induced magnetic field. The shell and taped-on heaters were then wrapped in aerogel fabric to minimize convective temperature fluctuations.

If the reader considers designing their own two-photon, fluorescence based frequency standard, this is my biggest piece of advice regarding physics package design: get the bigger PMT. Months were spent with a 1x3 mm active area PMT, heads were scratched working out which large numerical aperture lenses would allow us to collect as much emitted light as possible, and steady hands spent hours optimizing throughput of collected light through this 1 mm aperture. Over a year into the project, we switched to a Hamamatsu H10721-110 PMT with an 8 mm diameter aperture and we measured over 200x increase in measured
Figure 4.2: 3D model of the vapor cell holder. The shells interlock around the vapor cell to act as an integrating cylinder and provide uniform heating. The cold finger control fits over the fillstem of the vapor cell.

fluorescence. This PMT is also “blind” to the probe wavelength, with less than 100x the sensitivity at 778 nm than at 420 nm, allowing us to remove the 420 nm bandpass filter previously required before the PMT, allowing for more flexibility in design.

With this increased flexibility, we moved away from high NA lenses and toward light pipes. Aluminum has an unpolarized reflectance at 420 nm of >89% for any angle of incidence, meaning an aluminum vapor cell shell makes an effective integrating cylinder, and an aluminum pipe makes an effective light pipe. We mated the 6 mmØ fluorescence capture aperture on the shell to a 7 mmØ aluminum pipe, which directs the light onto our 8 mmØ PMT.

To analyze this light collection scheme, we utilized FRED, a software for non-sequential ray tracing. We uploaded the 3D model of our vapor cell holder, modelled the fluorescence as a Lambertian source on the surface of an ellipsoid of length 0.74 mm (about the full width
Figure 4.3: Modelling of fluorescence collection within the final vapor cell holder design. The shell was modelled as having specular, polarization independent reflectance of 92% or 54% for aluminum or mu-metal construction respectively. All other surfaces were modelled with reflectance of 92%. Collection efficiency is calculated by integrating over the irradiance profile (bottom right) measured at the PMT location.

at half max of a 75 GHz bandwidth pulse), and placed an analysis surface at the location of our PMT (see Fig. 4.3). We then traced 10,000 rays and evaluated the fraction of the power that arrived at the analysis surface. For an aluminum shell with an aluminum light pipe, 41.8% of the light emitted from the fluorescence orb was collected at the PMT. For a shell made of nickel (our analog for µ-metal) with an aluminum light pipe, only 28% of the light was collected on the PMT, demonstrating that the aluminum shell has been acting somewhat as an integrating cylinder.

For all of the data within this dissertation, the approach has been to use an aluminum shell, for ease of prototyping and increased collection efficiency. Since this does very little by
way of dc magnetic field attenuation, we place the entire vapor cell holder and PMT within a 0.75 mm thick μ-metal box. This is effective to reduce the magnetic field below the point where we see linewidth broadening (<100 mG [88, §2.3]), but it is unclear how much the residual magnetic fields are affecting the long-term stability. To reduce this uncertainty, the next generation of this standard is replacing the aluminum shell with μ-metal, and placing the entire assembly within a 1.5 mm thick welded μ-metal box. The reduction in collection efficiency is a worthwhile trade-off to achieve certainty on magnetic shielding, especially as we seek to package this system in proximity to electronics which generate their own magnetic fields. For a future version, one could coat the inside of the μ-metal shell with aluminum or silver to regain the benefits of higher reflectivity.

4.1.3 Cold Point Control

![Figure 4.4: Cold point out-of-loop temperature monitor. The Allan deviation shows that at times longer than 3000 s we have temperature fluctuations lower than 1 mK.](image)
To achieve cold point control, we machined a copper block to fit over the fillstem of the vapor cell. To hold this in place without placing strain on the delicate fillstem, we 3D-printed an adapter out of high-temperature resin, which is secured to the light-pipe assembly. We planted two 10k thermistors within the copper block, near the fill-stem hole, and a double coiled length of enamelled, small gauge wire on top of the copper block for resistive heating. We stabilize the cold-point temperature via a Wavelength Electronics HTC3000, and we monitor the out-of-loop thermistor for verification of thermal stability. The out-of-loop temperature stability we recorded in an overnight run gives us the temperature Allan deviation shown in Fig. 4.4. This temperature variance places a limit to the fractional frequency stability below $10^{-14}$ at all times and below $10^{-15}$ at times longer than one hour, based on the theory from §3.2.4.

The vapor cell holder for the cw reference is an earlier version, described here for completeness and not as a recommendation. It is an aluminum cylinder machined to hold the vapor cell, a lens, and two windows. The windows which are parallel to the input and output face of our vapor cell serve to trap heat, so that these faces of the vapor cell do not become the cold point of the cell. The lens helps to collect the fluorescence onto a PMT. These goals are better achieved by direct fillstem control and light pipes respectively. Although this design is not as good as the design described above, it has still enabled reasonable three-cornered hat measurements described in §4.5.3.

4.1.4 Probe Geometry

Overlapping counterpropagating pulses in a hot rubidium vapor can be done through various optical setups. The simplest techniques are delayed pulse retroreflection, split pulse retroreflection, and Sagnac interferometry. A simplified schematic of each technique is shown in Fig. 4.5; the benefits, drawbacks, and some notes on each technique are discussed below.

Delayed pulse retroreflection is the most power-economical approach presented here. Every pulse contributes to fluorescence twice, as it passes once forwards and once backwards through the vapor. The drawback is that the delay arm must be $c/2f_{\text{rep}}$ long (750 and 600 mm for 200 and 250 MHz $f_{\text{rep}}$ respectively). This propagation length increases the potential for alignment induced instability [85, 88]. Any drift in delay arm length changes the posi-
Figure 4.5: Possible schematics for achieving pulse overlap within the rubidium vapor cell. ISM: intensity stabilization module

tion of pulse overlap, which may decrease collected fluorescence or shift the overlap position away from the focus, which increases the transit time broadening from curved wavefronts [93, §3.4]. The large footprint is also a deal-breaker for miniaturization.

Split pulse retroreflection is the most compact approach. By retroreflecting off of the inside of the vapor cell, the only components necessary in the free space optical path are a fiber-optic focuser and the vapor cell, enabling spectroscopy setups as small as 35 cm$^3$ [94]. This short free-space section reduces the sensitivity to alignment based drifts [88, §2.6.5]. The simplest setup consists of overlapping the front of an incoming pulse with the tail of the same pulse, but splitting the pulse into a dichroic pulse pair also presents interesting potential research directions (§5). The fundamental downside is a reduction in fluorescence for the same input power: this can be pictured as the retroreflector bisecting the fluorescence volume. This reduction in fluorescence is not, however, accompanied by a reduction in ac-Stark shift, meaning that a given shot-noise limited short-term instability will require proportionately tighter intensity control to achieve the same long-term performance.
A more practical note on split pulse retroreflection: this requires a rubidium vapor cell with an internal coating that is high-reflectance for 778 nm and low reflectance for 420 nm. There are currently no market options for purchasing such a vapor cell, although this is a rapidly developing marketplace. We worked with a company (Vapor Cell Technologies) developing this technology and acquired prototype vapor cells with the appropriate coatings. We were able to see the two-photon transitions resulting from direct comb excitation; however, the vapor cells had natural isotopic abundance and produced linewidths of ≈6 MHz with lower signal level than our standard vapor cells (Fig. 4.6).

The Sagnac interferometer is the via media; more compact than the delayed pulse approach, but not requiring internal dichroic coatings of the split pulse approach. Since this approach captures the whole fluorescence volume, it will share the shot-noise vs. Stark shift curve with delayed pulse, not the worse split pulse. The free-space section in this setup need only include two fiber focusers, with the vapor cell at the mutual focus, so there is good miniaturization potential. The drawback is the relative complexity of two input pulses: intensity fluctuations or RAM might not be equivalent between the two arms, so for completeness one should detect and stabilize the intensity and RAM for each arm independently. We constructed and characterized such a setup for a more commercialized, packaged system. We utilized two matched fiber focusers, which give a beam diameter of 200 µm at 66 mm working distance. Early results with this spectroscopy setup are competitive with our larger breadboard design.

For most of this project and all of the relevant results, we utilized the delayed pulse approach. This approach made it easy to change experimental parameters (i.e. beam size, power stabilization method, vapor cell packaging) without major redesigns. A more complete schematic with notated lengths and part numbers is shown in Fig. 4.7. Using gaussian beam propagation from the collimator (beam diameter = 0.98 mm) through the first focusing lens, we expect a beam diameter at focus of 200 µm. We also measured this with a translated razor edge, which resulted in 250±50 µm beam diameter.
Figure 4.6: Two-photon spectra recorded from direct comb excitation of a miniaturized vapor cell, with AR/HR coatings depicted in Fig. 4.5b. The experimental direct-comb spectrum well correlates to the theoretical spectrum (a) predicted for natural abundance rubidium, given a repetition rate of 250 MHz. The lack of isotopic enrichment and the $\approx 6$ MHz linewidths make this vapor cell unusable as a frequency reference. (c) shows the same vapor cell probed with a cw laser.

4.1.5 Pulse Width Considerations

We showed in §2.3.1 that longer pulses result in a lower shot-noise limit for the same probe power; therefore, it is critical to choose the correct optical filtering for this clock. At first glance, the answer seems to be “filter as tightly as possible”. Tight filtering not
Figure 4.7: Detailed schematic of the breadboard spectroscopy setup used for the IMRA system. The Vescent setup is similar with the length between the second lens and translation stage increased to match the smaller $f_{rep}$. ISM: intensity stabilization module. DMSP1180 and DMLP60 are dichroic mirrors which filter the fundamental 1556 and third harmonic 518 nm light out of the 778 nm probe beam.

only increases the excitation volume in the vapor cell, it also lessens sensitivity to chirp and nonlinear effects in the amplifiers, and reduces the residual Doppler broadening. There are, however, two main reasons that this cannot be our answer: 1. Narrow spectral filtering requires precise control of the filters 2. SHG is less efficient for a narrower spectrum.

We used three different fiber bragg gratings at different phases of this project, which had a FWHM bandwidth at 1556 nm of 1.6 nm, 0.8 nm, and 0.3 nm. These resulted in spectra at 778 nm with FWHM bandwidths of 249.8, 76.4, and 38.6 GHz respectively, shown in Fig. 4.8. The 1.6 nm bandwidth gratings were athermally packaged, quoted to 0.5 pm/K temperature sensitivity. The 0.8 nm and 0.3 nm FBGs were unpackaged, taped to a Peltier cooler covered in a silicon thermally conductive pad, and covered in aerogel insulation fabric to minimize sensitivity to room temperature.

To determine the best fiber bragg grating for our use, we compared the fluorescence collection efficiency for each FBG. We additionally tested the effect of adding dispersion via a chirped FBG with GDD $78.47 \text{ ps/nm} = -1 \times 10^8 \text{ fs}^2$ at 1556 nm, and a FWHM bandwidth of 1.6 nm. For the 0.3 and 0.8 nm measurements, this meant using a four-port circulator in the IMRA setup, as shown in Fig. 4.9, switching between the uniform 1.6 nm FBG and the chirped 1.6 nm FBG (reversing the direction of the chirped FBG to record both
Figure 4.8: Optical spectra of probe light from IMRA oscillator with three different FBGs. Spectra are shown at centered at 778.1 nm = 385.284 THz. The resolution of the OSA is 0.07 nm = 35 GHz at this wavelength. The “0.3 nm” FBG measures a FWHM at 38.6 GHz, which may be limited by the instrument resolution.

normal and anomalous added chirp). For the 1.6 nm measurement, we used a three-port circulator as in Fig. 4.1a.

Figure 4.9: Setup for comparative measurements between the various fiber bragg gratings.

We measured a comparison between direct comb excitation and cw excitation for uniform, normal, and anomalous additional dispersion for each FBG bandwidth. The results of these nine measurements are shown in Fig. 4.10a. This confirms the conclusion from §2.3.1 that narrower FBGs result in larger fluorescence volume and therefore fluorescence detection
Figure 4.10: Comparative measurements between several fiber Bragg gratings, showing increasing fluorescence collection with decreasing bandwidth. (a) All FBG combinations compared to cw measurement on the same spectroscopy setup. (b) Spectra used for excitation with the 0.8 nm FBG. Distortion at the center of the normal dispersion spectrum may explain the outlier in (a).

which is more comparable to cw. In both the 0.3 nm and 1.6 nm cases, the normal dispersion produced the most excitation, potentially indicating a net anomalous dispersion in the rest of the amplifier chain. The low fluorescence in the normal dispersion 0.8 nm FBG may arise from the dip in the spectrum shown in Fig. 4.10b. The most efficient excitation was from the normally chirped 0.3 nm FBG, resulting in almost 60% of the cw fluorescence at the same average power.

4.1.6 RAM Stabilization

Throughout the course of this experiment, we actively stabilized in-phase RAM via feedback to the bias voltage on the waveguide EOM as described in §3.2.3. For all of the results in §4.5.3, this was accomplished by introducing a glass wedge directly before the first lens and directing one of the reflections onto a photodiode. This photodiode had its response dc-blocked, amplified, and lock-in detected by the same fpga based lock-in/servo used for the atomic lock. For the packaged, compact, Sagnac setup, we dissected the intensity stabilization module (ISM) (Thorlabs NEL03A) and placed an additional photodiode opposite of
the internal photodiode. This additional photodiode measures the sampled beam that enters through the “output” port of the ISM; the current is trans-impedance amplified before being sent to the same lock-in/servo. We have seen comparable results between these two methods.

We passively stabilized the quadrature RAM via keeping the temperature on the EOM stable. Future work may benefit from active feedback to remove quadrature RAM.

4.2 Detection Electronics

Once two frequency combs have $f_{rep}$ stabilized to their respective atomic references and $f_{CEO}$ stabilized with an f-2f lock, stability analysis should be a simple matter of detecting $f_{rep}$ and feeding it into a phase noise analyzer with a suitably low noise floor. The reality is, of course, never that simple. Our phase noise analyzer (Microsemi 53100a) requires a signal at -5 to +15 dBm, between 1 and 200 MHz. For analyzing the Vescent oscillator ($f_{rep}=200$ MHz) or our cw oscillator (locked to a comb with $f_{rep}=160$ MHz), this simply required a sequence of low noise amplifiers and filters. Our IMRA oscillator ($f_{rep}=250$ MHz), on the other hand, required external frequency conversion.

![Figure 4.11: RF electronics required to compare the $f_{rep}$ of our three clocks. RIO $f_{rep}$ is actually a tap from the AOSense 160 MHz frequency comb which has a comb tooth phase-locked to the RIO clock laser. All part numbers are from Mini Circuits except DET01CFC (Thorlabs) and MFC2510-1 (Microwave Filter Corp.). The electronic loop circled in blue is the regenerative divider for converting 250 MHz to 125 MHz.](image)

While digital frequency division is trivial, digitizing the $f_{rep}$ signal in such a way that
digitization jitter does not significantly degrade the instability of this clock signal is less trivial. For that reason, we built an analog regenerative divider, per Ref. [95]. The full detection chain is represented in Fig. 4.11. It was of critical importance that each component utilizes SMA connectors properly torqued; a similar chain constructed with BNC connectors was mechanically sensitive, turning any movement of the cables into a source of frequency instability.

![Figure 4.12](image)

**Figure 4.12:** Measurements between each pair of frequency references, all locked to a common cw reference. This measurement indicates the noise floor of the detection chain diagrammed in Fig. 4.11.

To test the detection limited instability, we locked both the 200 MHz Vescent oscillator and the 250 MHz IMRA oscillator to the same cw laser. With $f_{CEO}$ of each oscillator locked, any drift in the common cw laser will turn into drift on the $f_{rep}$ of the two combs (see Eqn. 1.6); however, this drift will be proportional between the two combs and therefore will not be measured if we use one $f_{rep}$ as a reference to track the phase of the other $f_{rep}$. Thus, only the difference in the two detection chains should show up as instability in such a measurement. This was then used to optimize the selection of the RF electronics that became Fig. 4.11 and the resulting detection noise floor is shown in Fig. 4.12. This detection
noise floor should not interfere with measuring our homebuilt clocks, where our goal is for $\sigma_y \approx 1 \times 10^{-13}$ at 1 second.

Another important variable is the inherent noise of the trans-impedance amplifier (TIA) for converting the small current from the PMT into a useful voltage. For much of this project, the TIAs we used were the DLPCA-200 and DHPCA-200 by FEMTO. Both provided enough bandwidth for locking in on the first harmonic when modulating at 200 kHz, where we minimize the intermodulation noise §3.2.2. There is a trade-space between current amplification within the PMT, which can be adjusted by changing the dynode voltage, and trans-impedance amplification at the TIA, which has switchable gain. We found the important figure-of-merit to be the voltage equivalent noise (VEN), found by multiplying the current noise spectral density [A/$\sqrt{\text{Hz}}$] by the trans-impedance gain [V/A]. By switching the gain settings on the FEMTO DHPCA and compensating with dynode voltage to keep the lock-in signal the same size, we measured the dependence on VEN shown in table 4.1. This test showed a significant increase in instability for an increase from 18 to $48 \text{ nV}/\sqrt{\text{Hz}}$. Thankfully, the Koheron TIA100 has VEN of $10 \text{ nV}/\sqrt{\text{Hz}}$ in a small package, and we saw no change in 1 s allan deviation changing from the FEMTO DLPCA-200 to the TIA100. Because of the smaller form factor and smaller VEN, the Koheron TIA100 is our current choice of TIA. If future efforts attempt to push this clock beyond $\sigma_y = 1 \times 10^{-13}$ at 1 second, a lower VEN TIA may be necessary.

<table>
<thead>
<tr>
<th>TIA Gain</th>
<th>$10^4$</th>
<th>$10^5$</th>
<th>$10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>VEN [nV/$\sqrt{\text{Hz}}$]</td>
<td>18</td>
<td>48</td>
<td>140</td>
</tr>
<tr>
<td>$\sigma_y(1 \text{ s}) \times 10^{13}$</td>
<td>1.59</td>
<td>2.00</td>
<td>2.63</td>
</tr>
</tbody>
</table>

Table 4.1: Dependence of inherent TIA noise at different trans-impedance gain settings. $\sigma_y$ is a two-clock allan deviation recorded at 1 s with a factor of $\sqrt{2}$ removed to imply the limit to single clock stability.

### 4.3 Phase Noise Measurements

Since intermodulation noise (§3.2.2) can place a fundamental limitation on the stability of a continuously probed frequency standard, it is worthwhile to measure the frequency noise of our probing frequency combs. As established in Eqn. 1.2, a frequency comb has two degrees
of freedom: $f_{CEO}$ and $f_{rep}$. Which of these is the relevant frequency noise to consider for intermodulation noise? Interestingly, neither; the relevant frequency noise is $S_\nu(\nu_n)$, the frequency deviations on the optical comb teeth which excite the transition.

Measuring $S_\nu(\nu_n)$ requires a frequency discriminator to convert optical frequency fluctuations to voltage fluctuations which can be more easily measured with laboratory electronics. One common method for this is through Pound-Drever-Hall locking to an optical cavity [96]. For measuring an optical frequency comb, this is potentially complicated by the difference between the free-spectral range of the reference cavity $\Delta \nu_{FSR}$ and the repetition rate of the frequency comb $f_{rep}$. If either $f_{rep} = \Delta \nu_{FSR}/n$ (every comb mode corresponds to a cavity mode) or $\Delta \nu_{FSR} = f_{rep}/n$ (every cavity mode corresponds to a comb mode), then the Pound-Drever-Hall error signal works very similar to the cw case. However, if such a cavity that matches the comb $f_{rep}$ is unavailable, the resultant error signal is potentially much more complicated.

An alternative is to use the atomic fm-spectroscopy error signal as our discriminator. This is a natural approach, as our atomic lock is already based on turning frequency deviations of the probing comb teeth into a voltage with linear, zero-crossing slope about the line center. The problem with this technique is that the shot noise from 420 nm detection also shows up on the discriminator signal, often obscuring the laser phase noise in frequencies of interest.

Our eventual frequency noise discriminator was the actuator voltage on a phase locked loop (PLL), as described in reference [97], diagrammed in Fig. 4.13. This technique requires

![Figure 4.13: Setup for measuring the frequency comb optical frequency noise](image-url)
a beatnote between the frequency comb and a cw laser, and consequently measures the relative frequency noise between these lasers. Ideally, this measurement would utilize a cw laser with significantly smaller frequency noise than the comb under test, such as a cavity prestabilized laser, such that the relative frequency noise measures the comb predominantly. Our measurement used the 1556 nm lasers that we had on hand, i.e. a RIO Planex laser and an NP-Photonics Rock. Both of these lasers should be intrinsically lower frequency noise than either frequency comb, so the measurement should be dominated by frequency fluctuations of the latter.

The measurement technique is to phase-lock a voltage controlled oscillator (VCO) to the beatnote between these two lasers, then look at the steering voltage of the VCO multiplied by the actuator slope [Hz/V] to capture the frequency deviations that the VCO is tracking. A Vescent D2-135 contains the VCO, servo, and phase discriminator required for this setup, and allowed lock bandwidths over 1 MHz.

Both to prevent the frequency noise from diverging at very low frequencies and to stay within a linearly calibrated actuator slope on the VCO, we used a Red Pitaya phase lock [32] feeding back to a given frequency comb’s $f_{rep}$ to keep the beatnote frequency constant. We recorded the phase noise with this Red Pitaya lock as a single integrator with a 10 Hz zero crossing, a 1 kHz zero crossing, and with enough PI$^2$ gain to achieve a sub-radian phase lock. By comparing these results for a given comb, we could see the effect of this first phase lock on the measured phase noise. For the results displayed here, we utilized proportional and integral gain, with the PI corner set to 100 Hz, and the proportional gain lowered until the measured noise level at frequencies higher than 1 kHz did not change (i.e. the phase lock is not effecting our measurement of phase noise).

The results of these measurements are shown in Fig. 4.14. By integrating all frequency noise from 20 Hz to the $\beta$-separation line crossing [98], we find the full-width at half max (FWHM) linewidths of the IMRA and Vescent to be 7.5 kHz and 13.7 kHz respectively. The intermodulation limited instability §3.2.2 in this setup is

$$\sigma_{IM} = \sqrt{\frac{S_{yy}^{778}}{2\sqrt{\tau}}} = \sqrt{\frac{S_{1556}^{1556}}{\nu^{778} \sqrt{\tau}}}.$$ 

(4.2)
Figure 4.14: Relative frequency noise for a beatnote between a RIO Planex laser and the IMRA (blue) and Vescent (orange) frequency combs. The $\beta$-separation line (green) and level of frequency noise where intermodulation noise limits the one second allan deviation above $10^{-13}$ (magenta) are also shown. The PLL bandwidth limit this measurement to below 1 MHz; this is the source of the large peak at 1.2 MHz and the immediate drop in detected noise beyond the loop bandwidth.

arrived at via the relationship $S_y = S_\nu/\nu^2$ and recognizing that the frequency noise amplitude at the SHG 778 nm will be double what we measured at 1556 ($S_{778}^\nu = 4 \times S_{1556}^\nu$). The most important thing to note is that above 100 kHz, both lasers have frequency noise at $\lesssim 2 \times 10^3$ Hz$^2$/Hz, which corresponds to an intermodulation limit of about $1.2 \times 10^{-13}$ at 1 s. We modulate at about 200 kHz, which means we benefit from low frequency noise at 400 kHz on both oscillators. The large spikes on the Vescent oscillator appear to be from acoustic noise.

Interestingly, these oscillators have very different $f_{CEO}$ linewidths and corresponding frequency noise $S_{\nu}^{CEO}$ (Fig. 4.15). These measurements were made while locked with a 10 Hz integrator and no proportional gain; this integrator kept the measurements within range without suppressing any phase noise in the frequencies we are measuring. We measure a linewidth (defined by integrating the frequency noise above the $\beta$-separation line [98]) of 7.5 kHz for the IMRA oscillator and 85 kHz for the Vescent oscillator. This makes sense, as the instantaneous virtual saturable absorber of the non-linear phase shift in a figure-9 laser like the IMRA should result in a narrower $f_{CEO}$ linewidth than the slower real SESAM in the
Vescent oscillator [10]. However, the broader linewidth of the Vescent $f_{CEO}$ does not result in higher phase noise of the optical comb tooth, and these oscillators should have similar intermodulation limited instability.

![Figure 4.15: Frequency noise on $f_{CEO}$ for each oscillator.](image)

There are several potential approaches to lowering this intermodulation limit. In recent years the passive frequency noise performance of commercially available telecom lasers has dramatically improved. For example, the Thorlabs ULN15TK would enable an intermodulation limit at $2 \times 10^{-14}/\sqrt{\tau}$ (assuming frequency modulation at 50 kHz). Compact Brillouin lasers have been made which would enable an intermodulation limit at $5 \times 10^{-15}/\sqrt{\tau}$ [99–101]. The stability of these cw lasers can be transferred to frequency comb tooth stability through tight phase-locking (with a servo bandwidth greater than twice the modulation frequency), using the narrow-linewidth laser as the pump for an electro-optic frequency comb, or through Kerr-induced synchronization of a micro-comb [102].

### 4.4 Stark Shift Mitigation

Since the ac-Stark shift (§3.2.5) can result in frequency instability, it is critical to long-term clock performance to mitigate this shift. The most straight-forward approach is simply
to stabilize the intensity of the probe light. Indeed, this is the approach which we used for
the majority of this work, and for all of the data presented in our results §4.5.3. We uti-
лизed packaged intensity stabilization modules (ISMs) (Thorlabs NEL03A) to minimize the
experimental footprint - additionally, in our packaged clock, these ISMs will benefit from the
temperature stabilization of the entire physics package. Alternatively, the detected fluores-
cence on the PMT can be stabilized. Either approach suffers from drifts in the responsivity
of the detector and the voltage reference, as well as alignment induced Stark shift [85] and
residual Stark shift (§3.2.6). As miniaturized clocks require ever smaller fluorescence volumes
and consequently higher intensity, all of these sensitivities will be increasingly detrimental
to clock performance.

This has led to a desire for a more sophisticated approach to stabilizing the ac-Stark
shift. One approach [103] involves varying the probe laser intensity and using the resulting
variation in clock frequency to stabilize the total ac-Stark shift. This has considerable appeal
but has yet to be experimentally implemented in a hot vapor cell atomic clock. Another
approach utilizes two colors with differential polarizabilities of different sign, such that a
proper balancing eliminates the Stark shift. This has been suggested as either probing with
two colors which add to the energy level spacing $\hbar \nu_{ge}$ [68] or using one probe laser at $\nu = \nu_{ge}/2$
and one “mitigation” laser at a proper wavelength (such as 785 nm) [85].

We attempted a combination of the mitigation laser approach with the co-modulation
technique from [68], diagrammed in Fig. 4.16. Since 785 nm “mitigation” light shifts the
clock frequency in the opposite direction of the 778 nm clock laser, cancelling the Stark shift
is a matter of ensuring that there is $\approx 2.9$ times as much 785 nm light as 778 nm light at the
atoms. To determine whether we have the proper level of mitigation light, we modulated the
attenuation of both the mitigation and the clock light at a frequency $f_{VOA} \ll f_m$ through a
common variable optical attenuator (VOA). If the level of mitigation light is proper to cancel
the ac-Stark shift, this mutual intensity modulation will result in no shift in clock frequency.
If the mitigation light intensity is not correct, the transition frequency will be modulated
at $f_{VOA}$ and the servo will apply a correction voltage to the probe laser to track with this
moving transition frequency. Thus, by locking-in on the clock servo output at $f_{VOA}$, the
mitigation laser intensity can be stabilized to cancel the total ac-Stark shift.
The beauty of this mitigation scheme is its autobalancing nature. It is always a direct measurement of the total ac-Stark shift from both lasers. This method is agnostic to the wavelength of the mitigation laser, the shape of the probe spectrum (i.e. residual Stark shift), or (if both lasers are pulsed) the overlap of probe and mitigation pulses. Additionally, since it sets the ac-Stark shift to zero, alignment based Stark shifts \[85, \S II-B\] are also nullified.

We attempted a proof-of-principle implementation of this mitigation scheme with some promising first results. This experiment was performed with a cw probe and cw mitigation laser, probing a small vapor cell with 30 mW of 778 nm light. Due to the limited power for our mitigation laser, we tuned to 780.5 nm, where the required mitigation power is 12\% of the probe power. Since the timescale for detrimental drifts in the locked ac-Stark shift is generally greater than \(10^3\) s, which requires multi-day recording, we applied a pseudo-drift by modulating the clock laser intensity with a period of 20 s. We recorded the clock instability with this driving field on or off and the mitigation laser on and locked or off (Fig. 4.17). We see at the antinodes of the applied modulation (10 s, 30 s, and 50 s) that the mitigation servo (purple) is suppressing the effect of the 50 mHz intensity modulation (orange).

Unfortunately, having the mitigation laser on increased the 1 s instability from \(1.6 \times 10^{-12}\) to \(1.1 \times 10^{-11}\). The source of this increase in instability is currently unclear. Having
Figure 4.17: Allan deviation from attempted ac-Stark shift mitigation. The “Driven” samples had a sinusoidal modulation with a 20 s period applied to the intensity of the clock laser to simulate instability in intensity. “Mitigation Off” indicates that the mitigation laser was blocked, “Mitigation On” indicates that the mitigation laser was unblocked and the mitigation servo was locked.

the mitigation laser so close to the D2 transition in $^{87}\text{Rb}$ ($\approx 100$ GHz) may be inducing secondary effects not accounted for in this approach. Further experimental effort is required to determine whether this effect is fundamental to our mitigation scheme or whether it was an experimental artifact. If further efforts prove that the phase noise of the mitigation laser is a limitation, it is possible to derive the mitigation laser from the same frequency comb as our probe laser and benefit from the high stability thereof. If this is not a limitation, it may be lower SWaP and lower complexity to generate the mitigation light with a direct 785 nm DFB (distributed feedback) laser.

4.5 Overall Clock Performance

4.5.1 Transition Linewidth

The connectorized nature of our spectroscopy setup allowed for simple comparative measurements between cw excitation and direct comb excitation without changing alignment
or other experimental parameters. One such important comparative measurement is the linewidth of our reference, which can limit the short-term frequency instability if the reference is shot-noise limited (see Eqn. 3.1). Previous efforts for hot vapor direct comb excitation have shown linewidth substantially broader than their cw equivalents, due to residual Doppler broadening [65, 104, 105]; however, direct comb excitation of laser cooled rubidium atoms has shown linewidth as low as 450 kHz [59].

![Figure 4.18: Comparative measurement of the linewidth for cw excitation (red) vs direct comb excitation (black). These data were normalized in intensity, since the direct comb excitation at 75 GHz bandwidth produces 25% fluorescence compared to cw. The frequency axis was calibrated via the spacing between the peaks of the F=2→4 and F=2→3 transitions.](image)

4.5.2 ac-Stark Shift Sensitivity

As shot-noise often limits two-photon clocks in the short-term, a common long-term source of instability is the ac-Stark shift [52, 53]. We measured the effect of the ac-Stark shift on
our clock frequency by varying the power on one clock while keeping the other clock power constant, then measuring the corresponding change in fractional frequency for the two clock relative measurement. This measurement was performed both with a cw probe and a direct comb probe, each on the same spectroscopy setup to ensure the same beam size and overlap. The results of this measurement are shown in Fig. 4.19.

![Figure 4.19: Comparative measurement of the ac-Stark shift for cw excitation (red) vs direct comb excitation (black). The data are shifted up to ensure their linear fit intersects the origin. Error bars indicate the standard deviation of the frequency shift at each power level.](image)

The similarity between the measured $7.4 \times 10^{-12}$ and $7.6 \times 10^{-12}$/mW Stark shift values show that it is indeed the average power of the comb pulses that determines the ac-Stark shift, not the peak power. This means that the challenges of stabilizing the ac-Stark shift in a direct comb frequency standard should not be fundamentally different from those of a cw frequency standard.

We also measured the “residual Stark shift” by changing the temperature of the FBG on one clock and tracking the change in fractional frequency (Fig. 4.20). We have measured the temperature coefficient of our FBG to be $5.8$ pm/K. The residual Stark shift data shows a trend at $4.4 \times 10^{-13}$/K, implying a required temperature stability of below 20 mK to average below $1 \times 10^{-14}$. Scanning the FBG temperature from 64 to 68 degrees resulted in minimal change in fluorescence level, but over $1 \times 10^{-12}$ change in clock frequency, meaning that stabilizing the detected fluorescence voltage would not adequately stabilize this residual
Figure 4.20: Measurement of the residual Stark shift via changing the center wavelength of the FBG by changing the FBG temperature.

stark shift. This effect is unique to direct comb spectroscopy, but this sensitivity need not limit clock performance, as packaged FBGs can be significantly less sensitive to thermal drift.

4.5.3 Instability

The Allan deviation shown in Fig. 4.21, taken between the two direct comb rubidium frequency references, is the most significant result from this research. This frequency instability rivals that shown from any previous rubidium two-photon frequency standards without the need of a cw probe laser. This instability was acquired while running both systems at an average power of 18 mW, stabilized via the intensity stabilization modules. Both clocks were set up as diagrammed in Fig. 4.7.

This measurement is a two-clock relative instability divided by $\sqrt{2}$ to imply single clock instability. This is an accurate predictor of each clock’s instability if the clocks are similarly unstable in an uncorrelated way. If instead one clock is significantly worse than the other clock at a given $\tau$, our estimated single-clock instability underestimates the instability in the bad clock and overestimates the instability in the better clock. This single-clock measurement represents the worst that our best clock could be.

To better understand which clock is limiting our instability, we performed a three-cornered-
Figure 4.21: Allan deviation comparing two direct-comb rubidium frequency standards. In black is a 5 hour selection from the longer 10 hour run (red). The five hour selection was the portion of the frequency record with the least frequency drift. This measurement is the two-clock relative instability divided by $\sqrt{2}$ to imply single clock instability.

The three-cornered hat measurement [7, §10.14] between the IMRA, Vescent, and RIO clocks. The results of this are shown in Fig. 4.22. This is a useful confirmation that, especially at short times, the frequency instability of both comb-based references are similar. Unfortunately, times longer than $\approx 500$ s give us less information about the relative instability of each direct comb clock, as both are below the instability of the RIO. The three-cornered hat measurement of the IMRA diverges at $10^3$ s, as the IMRA is significantly more stable than the RIO. This divergence is typical in three-cornered hat measurements and is why “it is not a substitute for a low noise reference.” [7]. To best disentangle each source of noise, it would be ideal to have a low noise reference such as a maser.
4.5.4 Power Dependence of Short-Term Stability

The most likely sources of the short-term instability limit at $1.7 \times 10^{-13}/\sqrt{\tau}$ are shot-noise or intermodulation noise. To determine whether we are shot-noise limited, we measured the 1 s Allan deviation at various probe intensities. Since we are always recording two-clock instabilities, whichever clock we did not change the intensity on was set to its highest intensity, so as to minimize the potential of that clock being shot-noise limited. Since shot-noise limited instability decreases as $1/\sqrt{\Gamma}$ (where $\Gamma$ is the rate of fluorescence photon detection), and $\Gamma$ increases as $I^2$ for probe intensity $I$ (assuming the two-photon transition is not saturated), the short-term instability should decrease as $1/I$ until shot-noise is not the limiting noise source.

The results of such a measurement are shown in Fig. 4.23, including the results of a fit to $\sigma_y(I) = \sqrt{(aI^2 + b^2)}$ (shot-noise added in quadrature with a noise floor $b$). For this particular measurement, the floor was at $1.5 \times 10^{-13}$ and the shot-noise scaled as $1.5 \times 10^{-12}$ divided by the power in mW. This floor is consistent across many measurements - the scaling of the shot-noise with power is dependent on alignment, collection efficiency, and
excitation efficiency. This measurement is done whenever major modifications are made to the spectroscopy setup to cross-over, where the short-term instability does not appreciably decrease with increasing power (for the setup pictured, this would be about 15 mW). Whereas the phase noise measurements in §4.3 imply an intermodulation limit in the low $10^{-14}$ range, the origin of this limit at $1.5 \times 10^{-13}$ is currently unclear. It may be a matter of optimizing the electronic detection scheme to get away from an electronic noise floor.

4.5.5 Thermal Drift

The long-term frequency drift shown in Fig. 4.21 after 1000 s is undesirable but not unexpected. As the fluorescence length is small in direct comb spectroscopy, we have had to use high intensity probes to recover useable signal levels. This makes our experiment more comparable to the parameters of Newman et. al [53] which reports similar (albeit less severe) problems past 1000 s, as compared to larger vapor cells such as Lemke et. al [54] which do not report drifts on this timescale. The most likely source of this drift is from intensity instability via the ac-Stark shift. With our tightly focused probe, it would require intensity stability of our 18 mW probe to $< 1.3 \mu W$ to surpass $1 \times 10^{-14}$ stability (using the

Figure 4.23: Measurement of the one second fractional frequency instability vs. power, to determine the cross-over where probe power no longer limits clock stability.
slope from Fig. 4.19). While intensity stabilization at 1 part in 10^4 is achievable over short times, any drift in the temperature of the ISM may drift either the detector responsivity or voltage reference beyond that stability requirement. This effect can be seen in the correlation between our clock frequency, detected fluorescence level, and simultaneously recorded room temperature (Fig. 4.24).

![Figure 4.24: Measurement of fluorescence detected on a PMT, room temperature, and clock frequency during an overnight run. The correlation supports the hypothesis that the intensity of our probe is tracking the room temperature due to thermal drifts in the ISM.](image)

While the most likely suspect for this drift is thermally dependent light-shifts, there are several other potential sources. While the vapor cell body, cold point, and FBG all measure in-loop temperature stabilities at the 1 mK level, if any of these are insufficient measures of their corresponding experimental parameter, that would explain this drift as well. All of these problems (excepting FBG temperature) are the same problems experienced by any two-photon clock and most other competitive portable frequency references. To overcome these problems will require either novel techniques (touched on in the next chapter) or skilled engineering.
Chapter 5

Conclusion

The direct comb spectroscopy optical frequency reference which we developed is now operating with short-term stability rivaling other rubidium two-photon clocks and it appears that long-term stability is currently limited only by engineering. The SWaP benefits from removal of a laser and increased second harmonic generation efficiency. The major drawbacks are the reduction in fluorescence due to finite Doppler-free volume and the long-term instability from the residual Stark shift. The former can be mitigated by proper selection of a narrow bandwidth FBG and is less comparatively disadvantageous as the vapor cell length decreases. The latter would be reduced by athermal packaging of the FBG, but would only be removed by active Stark shift mitigation.

It is a necessary first step to say that direct comb spectroscopy results in performance no worse than cw spectroscopy – it is significantly more interesting to consider how direct comb spectroscopy may offer performance which surpasses the cw competition. One immediate area for improvement over cw spectroscopy is in Doppler background removal. The Doppler-free fluorescence peaks in standard two-photon spectroscopy sit on top of a Doppler broadened background, seen in Fig. 5.1. This background is the effect of absorbing two photons from the same direction, rather than one from each propagation direction. Since this background is significantly broader than the linewidth of the clock transition ($\approx 1 \text{ GHz}$ compared to $700 \text{ kHz}$) it is normally ignored as an offset; it does, however, contribute to the shot-noise and lower the system SNR.

This Doppler background can be removed in a few different ways. First, changing the transition to $5S_{1/2} \rightarrow 7S_{1/2}$ would enable Doppler background elimination via probing in a $\sigma_+ - \sigma_-$ scheme. Since the two-photon selection rules forbid $\Delta m_F \neq 0$ in a $S \rightarrow S$ transition
Figure 5.1: Scan across the two-photon $5S_{1/2} \rightarrow 5D_{5/2}$ transitions in a vapor cell with natural abundance Rb. Narrow Doppler-free peaks can be seen in the experimental data (Black) on top of a Doppler-broadened background (Red). The clock transition in $^{87}$Rb is circled in blue. The scan is too fast to resolve the hyperfine excited state splitting.

[106, §5.2.2], only transitions which absorb both a $\sigma_+$ and $\sigma_-$ photon are excited, i.e. only the Doppler-free signal remains. Generally, the $S \rightarrow D$ transitions are preferred to the $S \rightarrow S$ transitions due to their narrower linewidths and smaller intermediate state detuning. The $S \rightarrow S$ transitions do have smaller Zeeman sensitivity and proportionately smaller ac-Stark shift, so there may be worthwhile study there.

Alternatively, the Doppler background can be removed by probing the atoms with a different color from each direction, such that neither direction can independently excite the transition. Achieving this with cw excitation means adding another laser with its own amplification and SHG, then setting up a more complicated lock of the frequency comb to the sum-frequency of the two lasers [68]. Direct comb excitation can accomplish this Doppler cancellation via dichroic pulse pair generation from one frequency comb [104]. This can be done through a properly designed 778 nm FBG, which reflects two wavelength bands with the proper delay between them. In the split-pulse retroreflector (microcell) design, the delay sets the distance of the fluorescence from the reflective coating.

Doppler background removal highlights the key to why direct comb spectroscopy has future potential: many potential improvements to two-photon clocks require more than one laser
wavelength and a frequency comb can provide all of these wavelengths without the need for additional lasers. Two-color excitation has been used to remove the Doppler background [104], ac-Stark shift [68], and temperature shift [107]. Beyond these two-color schemes, there is further potential in multi-transition spectroscopy probed with the same frequency comb. By weakly probing these additional transitions, each of which has a different sensitivity to collisional shifts and to the ac-Stark shift from 778 nm light, and correlating the drifts on each, it should be possible to use their shifts as precise power meters and thermometers.

There are thus at least two directions to proceed with this two-photon direct comb frequency standard: 1) rigorous engineering work to mitigate the temperature drifts in the current design or 2) interesting exploratory work on novel concepts to root out the instabilities at their source. There are immediate advancements to be made by pursuit of the former, but both the potential long-term gains and the personal biases of the author favor the latter. Direct comb spectroscopy has shown to have at least as much potential as a compact frequency standard as cw two-photon spectroscopy, and the potentials for multi-wavelength instability mitigation provide a great direction for future work.
# Glossary

## Common Scientific Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>atomic mass</td>
</tr>
<tr>
<td>$c$</td>
<td>speed of light</td>
</tr>
<tr>
<td>$k_B$</td>
<td>Boltzmann constant</td>
</tr>
<tr>
<td>$\hbar$</td>
<td>reduced Planck’s constant</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature (absolute)</td>
</tr>
</tbody>
</table>

## Experiment Specific Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{\text{rep}}$</td>
<td>comb repetition rate</td>
</tr>
<tr>
<td>$f_{\text{ceo}}$</td>
<td>comb carrier-envelope offset frequency</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>fractional frequency Allan deviation</td>
</tr>
<tr>
<td>$Q$</td>
<td>quality factor</td>
</tr>
<tr>
<td>$S_y$</td>
<td>fractional frequency noise power spectral density</td>
</tr>
</tbody>
</table>

## Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBT</td>
<td>cesium beam tube</td>
</tr>
<tr>
<td>cRb</td>
<td>cold rubidium clock</td>
</tr>
<tr>
<td>CSAC</td>
<td>chip-scale atomic clock</td>
</tr>
<tr>
<td>DCS</td>
<td>dual-comb spectroscopy</td>
</tr>
<tr>
<td>FWHM</td>
<td>full-width at half-max</td>
</tr>
<tr>
<td>NALM</td>
<td>nonlinear amplifying loop mirror</td>
</tr>
<tr>
<td>NOLM</td>
<td>nonlinear optical loop mirror</td>
</tr>
</tbody>
</table>
This dissertation maintains the practice of representing radio-frequencies with \( f \) and optical frequencies with \( \omega \) or \( \nu \). While the beauty of a frequency comb is its bridging of this gap, the distinct notation is helpful for legibility.

There is some disagreement about whether the frequency standard discussed within this dissertation is properly called a clock. The arguments against clock designation are thus: 1. this system is stable but not accurate (i.e. systematic offsets are not quantified) and 2. the phase counter does not include an offset for starting time so that it may be compared to SI time. My response is this: neither are cold-atom fountains clocks; they are timepieces, as clocks must audibly sound out the hours per their Latin root *clocca*, which means “bell”. The posture which responds to novelty with “technically, that word doesn’t apply here, it only applies to *my* technology” is a posture opposed to progress. But if it comforts the reader, mentally substitute “frequency standard” each time “clock” is written.
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